
 

 

  

Abstract— Despite increasing sophistication of automated 

technology within self-driving cars (SDCs), there have and will 

be instances where accidents occur. Trust could be eroded – with 

consequences for adoption and continued usage. At RO-MAN 

2022 – we presented a SDC experiment focused on trust and 

blame in the event of an accident situation. We developed a novel 

method to investigate whether a humanoid robot informational 

assistant communicating SDC intentions and actions improved 

trust and reduced blame in such situations. One limitation was 

that the accident occurred with limited experience of the SDC 

performing maneuvers without incident. We have further 

developed the paradigm to include successful maneuvers to give 

important opportunities to build trust in the novel technology 

before the critical event. Initial data is presented and discussed.      

I. INTRODUCTION 

The technology required to make self-driving cars (SDCs) 
a reality is developing at a hurtling pace: now with six defined 
levels of driving automation [1]. Here, we are interested in 
level 4-5 SDCs that can self-drive under most or all conditions 
that are already being deployed in some parts of the world.    

Despite such technological advancements, there are many 
crucial unanswered questions. Arguably, a large percentage of 
people do not yet trust such technology to a level where they 
would accept and adopt it [2,3,4]. Some suggest that 
experience with the technology will be a key enabler of 
adoption [5]. That said, is mere experience enough? Given that 
humans are expected to be mostly out of the driving loop, 
should SDC actions and intentions be communicated to them 
during journeys, and, will this impact trust? What about when 
something goes wrong – leading to an accident [6]? Accidents 
involving SDCs have and will continue to occur and we need 
to better understand how best to support trust in the technology 
when this occurs – especially when the SDC is not at fault.  

Recently, we proposed a novel method to investigate 
whether the level of anthropomorphism in an SDCs human-
machine interface (HMI) could be beneficial in the event of an 
accident. A humanoid robot informational assistant was used; 
perceived to be part of the SDC. Limited evidence was found  
for increased trust and reduced blame [7].  

More positive findings have been reported in contexts 
where SDCs perform optimally–without incident [8,9]. One 
study provided evidence of increased trust in an SDC when a 
Nao robot provided dialogue about a successful overtaking 
maneuver in a social (‘small-talk’) style vs a voice (non-
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conversational) only condition. However, there is a dearth of 
research and understanding surrounding the potential benefits 
of informational assistants (including robots) in situations 
involving SDC accidents. In some other contexts, 
anthropomorphism does not always promote trust in robots 
[10]. 

One key limitation of the paradigm we proposed at RO-
MAN 2022 was that participants had little experience of the 
SDC performing optimally before the critical incident. The 
incident happened immediately after the SDC committed to an 
overtake maneuver with no previous experience of the vehicle 
successfully negotiating this operation. 

The paradigm has been further developed in part with the 
SDC successfully negotiating multiple overtake maneuvers 
before the critical incident. The critical incident (involving a 
pedestrian violating the UK Highway Code) occurs at the end 
of the entire scenario. The informational assistant (robot or 
non-robot HMI) provides dialogue (conversational or 
informational) throughout the scenario about intentions and 
road conditions. In addition, the SDC within the current 
experiment does not perform as assertively as in our previous 
experiment [7] – instead – it communicates intention to 
overtake another vehicle only when that vehicle is stationary 
and it is deemed completely safe to do so.  

It is predicted that trust will be higher, and blame lower with 
a robot informational assistant – markedly in the 
conversational dialogue condition.   

II. METHODOLOGY 

A. Participants 

Well powered experiments are being conducted to detect 
at least medium effect sizes (Cohen’s f = 0.25) with power of 
0.8.   

B. Materials, Design and Procedure  

Zhang et al [11] stressed that SDC research faces a colossal 
methodological challenge: collecting data from sufficient 
samples across multiple experiments and exploring as many 
conditions as practicable is almost impossible. If researchers 
are to generate enough data and evidence from experiments 
with human participants to inform design recommendations, 
standards and regulation of SDC technology - alternative 
methodologies are needed. In-person experiments are 
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important–but we can also glean important insights from high-
fidelity Simulation-Software-Generated Animations (SSGAs).  

Scenario. SSGAs were created using driving simulation 
software by SCANeR© within a bespoke AV Simulation 
Driving Simulator. The SSGA depicts a futuristic scenario 
with an in-vehicle-passenger-looking-out view of a SDC 
driving along a single carriage road at 30-mph/48.28-kph, first 
within the countryside before entering an urban town (Figure 
1). Early on, the SDC approaches a moving bus and drives 
behind it at the speed limit and at a safe distance. The bus 
comes to stop at a bus-stop. Event 1 involves the SDC 
determining that conditions are safe (UK Highway Code) to 
commit to overtaking the bus: there is a broken white line 
separating the two lanes, no evidence of oncoming traffic in 
the opposite lane, and no pedestrian(s) legally attempting to 
cross the road. The SDC HMI (robot in some conditions, non-
robot interface in others) communicates that conditions are 
safe to overtake, and the maneuver takes place. Event 3 is 
similar to Event 1. Events 2 and 4 involve the vehicle detecting 
traffic in the opposite lane and determining that it is too risky 
to overtake: it stays in the current lane and waits for the bus to 
move again. Event 5 is similar to Events 1 and 3. However, as 
the SDC drives past the bus during the overtake, a pedestrian 
steps out in front of the bus (critical event) violating the UK 
Highway Code. The SDC is unable to stop in time. Text 
appears on-screen to inform participants that the SDC could 
not stop in time and hit the pedestrian who sustained minor 
injuries. 

Figure 1. The New Paradigm 

Informational Assistants. These are manipulated through the 
presence of a Nao robot (Softbank Robotics) in half of the 
conditions and no robot in the others. Dialogue involves 
regular updates about the SDC intentions (e.g. not looking for 
opportunities to overtake when unsafe to do so, attempting to 
overtake when traffic conditions allow) and other aspects of 
the scenario (e.g. approaching a moving bus). The dialogue 
conditions differed: informational was ‘third person’ – e.g. 
‘the vehicle is’, ‘this vehicle is’; and conversational ‘first 
person’ – e.g., ‘we are’, ‘I am’.   

Dependent Measures. Measures were taken immediately after 
overtake attempts with Visual Analogue Scales (range 0-100). 
Trust in the system involved a single question (always 
presented first) and 12 questions from the Trust in Automated 
Systems Survey [12]. Blame (on the SDC and pedestrian) was 
measured. A modified version of the Robotic Social Attributes 
Scale (RoSAS [13]) focused on competence, warmth, and 
discomfort. A single measure of perceived risk was taken.  

III. INITIAL RESULTS & DISCUSSION 

Every successive event resulted in significantly higher 
trust (ps ≤ .001) apart from Event 5, where it plummeted. After 
Event 5, the presence of the humanoid robot informational 
assistant decreased trust compared to the no robot condition, 
although currently this difference is not statistically significant 
(p = .079). Other findings will be presented at the workshop. 

Counterintuitively, perhaps, having experienced 
successive successful (without incident) maneuvers might 
have increased participants expectations about the capabilities 
of the SDC: especially in the robot present condition. 
Participants may have expected the robot to have detected the 
pedestrian, even though the person did not appear in sight until 
milliseconds before the accident.  
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