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ABSTRACT

The formation of stellar clusters dictates the pace at which galaxies evolve, and solving the question of their formation will
undoubtedly lead to a better understanding of the Universe as a whole. While it is well known that star clusters form within
parsec-scale overdensities of interstellar molecular gas called clumps, it is, however, unclear whether these clumps represent the
high-density tip of a continuous gaseous flow that gradually leads towards the formation of stars, or a transition within the gas
physical properties. Here, we present a unique analysis of a sample of 27 infrared dark clouds embedded within 24 individual
molecular clouds that combine a large set of observations, allowing us to compute the mass and velocity dispersion profiles
of each, from the scale of tens of parsecs down to the scale of tenths of a parsec. These profiles reveal that the vast majority
of the clouds, if not all, are consistent with being self-gravitating on all scales, and that the clumps, on parsec-scale, are often
dynamically decoupled from their surrounding molecular clouds, exhibiting steeper density profiles (pocr™2) and flat velocity
dispersion profiles (o ocr?), clearly departing from Larson’s relations. These findings suggest that the formation of star clusters
correspond to a transition regime within the properties of the self-gravitating molecular gas. We propose that this transition
regime is one that corresponds to the gravitational collapse of parsec-scale clumps within otherwise stable molecular clouds.
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1 INTRODUCTION

Only a few years after the first detection of interstellar carbon
monoxide, Zuckerman & Evans (1974) showed that if all the gas
within dense interstellar clouds were to be freely collapsing as a result
of their self-gravity then the star formation rate in the Milky Way
should be ~300 Mg yr~!, two orders of magnitude larger than what it
actually is (~2 Mg yr~! —e.g. Robitaille & Whitney 2010). In other
words, molecular clouds convert only ~ 1 per cent of their mass
into stars every cloud free-fall time, making star formation a very
inefficient process (e.g. Krumholz & Tan 2007). Despite five decades
of star formation research, the physics behind this fundamental
property of molecular clouds remain to be fully understood. Over
the years, a number of competing theories have been developed to
explain the low star formation efficiency of molecular clouds. The
main differences between those models reside in both the fraction of
the volume/mass of any molecular cloud that undergoes gravitational
collapse, along with the dynamical state of the gas that does not. In
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one family of models, supersonic turbulence is the one mechanism
responsible for defining the mass reservoirs accessible to individual
protostars and, as a result, for setting the stellar initial mass function
(e.g. Padoan, Nordlund & Jones 1997; Krumholz & McKee 2005;
Hennebelle & Chabrier 2008; Hopkins 2012; Padoan et al. 2020). In
those models, the low star formation efficiency is explained by the
fact that those mass reservoirs represent only a couple of per cents
of the molecular gas mass, the rest of the gas is either unbound or
in quasi-static equilibrium and therefore does not directly participate
to star formation. On the other hand, other models predict that
the hierarchical gravitational collapse of molecular clouds is what
drive their evolution (e.g. Hartmann & Burkert 2007; Ballesteros-
Paredes et al. 2011; Vazquez-Semadeni, Gonzilez-Samaniego &
Colin 2017; Véazquez-Semadeni et al. 2019) and that massive star
formation benefits from the favourable conditions generated by the
global collapse of dense clumps (e.g. Bonnell & Bate 2006; Peretto,
Hennebelle & André 2007; Smith, Longmore & Bonnell 2009). In
those models, what limits the efficiency of star formation is stellar
feedback from young low- and high-mass stars, by stabilizing or
dispersing most of the molecular cloud’s mass (e.g. Nakamura &
Li 2007; Wang et al. 2010; Dale, Ercolano & Bonnell 2012; Kim,
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Kim & Ostriker 2018; Offner & Liu 2018; Grudi¢ et al. 2022). The
controversy around which of these two very different scenarios of
star formation describes reality best fuels the majority of the star
formation research for the past 20 yr or so.

A large number of studies have looked at the gravitational binding
of molecular clouds and their substructures within, most often via
the calculation of their virial parameters (e.g. Larson 1981; Solomon
et al. 1987; Heyer et al. 2009; Roman-Duval et al. 2010; Kauffmann,
Pillai & Goldsmith 2013; Miville-Deschénes, Murray & Lee 2017;
Schuller et al. 2017; Rigby et al. 2019; Duarte-Cabral et al. 2021).
Depending on the cloud sample that is being studied, the methods
that are being used, and the interpretation of the data that is being
made, the conclusions range from molecular clouds are: in hydro-
static equilibrium, collapsing, or unbound. As a result, a consensus
as yet to be found.

A possibly more insightful analysis of molecular clouds is the
study of their internal virial ratio profiles. Indeed, if there is a
scale/density threshold at which the gravitational binding of clouds
change from unbound to bound as a result of, for instance, stellar
feedback, then the virial ratio profiles of individual clouds should
exhibit some breaks at that particular scale. While several studies
have investigated the shape of the mass profiles of cores, clumps,
and clouds (e.g. Motte & André 2001; Kauffmann et al. 2010; Palau
et al. 2014; Barnes et al. 2021), studies that have looked into their
virial ratio profiles are a lot more rare. This is the consequence of
the much larger range of spatial scales probed by dust observations,
most often used for structure mass estimates, compared to spectral
line ones, needed to derive velocity dispersions of those structures.
The few observational studies that have looked into the question
of clouds’ virial ratio radial profiles have done so either on single
clouds (e.g. Rosolowsky et al. 2008; Goodman et al. 2009), using
single tracers (e.g. Heyer et al. 2009; Li et al. 2015; Wong et al.
2019), or using only two radial points (e.g. Heyer et al. 2009;
Traficante et al. 2018, 2020). As a result, the virial ratio radial
profiles of molecular clouds have not been fully characterized yet.
In this paper, we use a multiscale and multitracer approach that
allows us to construct, in a uniform way, the virial ratio profiles
of a sample of molecular clouds from scales of tenths of a parsec
up to scales of tens of parsecs. In Section 2, we present the source
selection and observations. Section 3 explains how the profiles of
individual cloud are built. Section 4 presents the models we use to
determine the origin of the observed profile features. In Section 5,
we discuss our results while conclusions are laid out in Section 6.

2 SOURCE SELECTION AND OBSERVATIONS

2.1 Sample

We selected a sample of 27 infrared dark clouds (IRDCs) from the
Spitzer Dark Cloud catalogue of Peretto & Fuller (2009). Com-
pared to other cloud samples, IRDCs have the advantage that their
heliocentric distances are better constrained, with a large majority
of IRDCs lying at the near kinematic distance solution provided
by Galactic rotation models (Ellsworth-Bowers et al. 2013). In this
paper, the adopted distances for all IRDCs are the near kinematic
distance solutions from the Reid et al. (2009) model. The selection
criteria for these IRDCs are (a) the kinematic distance as estimated
from 3CO(1 — 0) GRS data (Roman-Duval et al. 2010) should be d
= 4(%£ 1) kpc; (b) selected IRDCs should exhibit a range of aspect
ratios, i.e. from circular to filamentary, as measured from Herschel
column density images (Peretto et al. 2016); (c) selected IRDCs
should exhibit a range of mass and size as estimated from Herschel
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column density images; (d) all IRDCs have to lie beyond [ = 15° in
order to be easily observed from the IRAM 30 m telescope. Global
properties of the 27 selected clouds can be found in Table 1. Note that
kinematic distances have been recalculated using the dense gas data
presented in this paper, leading in a few cases to a departure from
condition (a). Fig. 1(a) shows one of the selected IRDCs, images of
the remaining 26 can be seen in Appendix A, which is supplied as
online supplementary material.

2.2 Observations

In this study, we exploit four different data sets, each of which is
tracing a specific density regime of molecular clouds and/or giving
us access to different sets of information (mass versus kinematics).
In the following, we describe each of these data sets.

2.2.1 N,H*(1-0) data

We observed the 27 IRDCs at the IRAM 30 m between 2013 June
18 and 24, reaching a total of 42 h of telescope time. The weather
conditions were stable with an average sky opacity at 230 GHz
of 0.2. We mapped each region using the 90 Hz EMIR receiver in
conjunction with the FTS spectrometer at 50 kHz spectral resolution,
providing a velocity resolution of 0.16 kms~'. Primary pointing
and focus were performed on Saturn. The pointing accuracy was
< 5arcsec. In this study, we focus on the NyH (1-0) line, with an
angular resolution of 28 arcsec. All data have been reduced using
the CLASS package, and gridded into 9 arcsec pixel-size cubes. The
final noise range from 0.09 to 0.2 K per velocity channel and pixel.

2.2.2 Herschel data

We used the PACS (Poglitsch et al. 2010) and SPIRE (Griffin et al.
2010) Herschel (Pilbratt et al. 2010) data from the Hi-GAL survey
(Molinari et al. 2010). The Hi-GAL data were reduced, as described
in Traficante et al. (2011), using HIPE (Ott 2010) for calibration
and deglitching (SPIRE only), routines especially developed for Hi-
GAL datareduction (drift removal, deglitching), and the ROMAGAL
map-making algorithm. Post-processing on the maps was applied to
help with image artefact removal (Piazzo et al. 2015). In this paper,
we make use of the PACS 160 um and SPIRE 250/450/500 pum
data with a nominal angular resolution of 12, 18, 25, and 36 arcsec,
respectively. In addition, zero-flux levels for every Hi-GAL field have
been recovered by correlating Herschel data with Planck and IRAS
data (Bernard et al. 2010).

2.2.3 BCO(1-0) and 2CO(1-0) data

We used the FCRAO '*CO(1-0) data from the Galactic Ring Survey
(GRS; Jackson et al. 2006) along with the FCRAO UMSB 2CO(1-0)
data (Clemens et al. 1986; Sanders et al. 1986). The GRS data has an
angular resolution of 44 arcsec, a velocity resolution of 0.21 kms™!
and a one o noise of 0.13 K (in 7§ scale). The main beam efficiency
of the FCRAO telescope at the '3CO(1-0) frequency is 0.48. All
clouds from our sample of 27 IRDCs are covered by the GRS.

The UMSB '2CO(1-0) data has a nominal angular resolution of
44 arcsec. However, the data have been sampled on a 3 arcmin grid,
which effectively decreases the resolution. The velocity resolution is
1 kms~!, and the one o noise is 0.4 K (in T}) scale. In order to be
able to convert that into a main beam temperature one needs first to
multiply by ngs = 0.7 which converts the unit back to 7§ (Kutner &
Ulich 1981; Sanders et al. 1986) and then divide by the main beam
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Table 1. IRDC sample.

Cluster progenitors are dynamically decoupled

Cloud ID Name Coordinates Systemic velocity Distance
(J2000) (kms™") (kpc)
1 SDC18.624—0.070 18:25:10.0 —12:43:45 +45.6 3.50
2 SDC18.787—-0.286 18:26:19.0 —12:41:16 +65.4 4.36
3 SDC18.888—0.476 18:27:09.7 —12:41:32 +66.3 4.38
4 SDC21.321-0.139 18:30:32.1 —10:22:50 +66.5 4.24
5 SDC22.3734-0.446 18:30:24.5 —09:10:34 +53.0 3.61
6 SDC22.724—-0.269 18:33:38.3 —09:11:55 +73.3 (+105.0) 4.44
7 SDC23.066+4-0.049 18:33:08.2 —08:44:53 +91.8 5.11
8 SDC23.367—0.288 18:34:53.8 —08:38:00 +78.3 (+103.0; +58) 4.60
9 SDC24.118-0.175 18:35:52.6 —07:55:06 +80.9 4.68
10 SDC24.433—-0.231 18:36:41.0 —07:39:20 +58.4 3.75
11 SDC24.489—0.689 18:38:25.7 —07:49:36 +48.1 3.28
12 SDC24.618—0.323 18:37:22.4 —07:32:18 +43.4 3.04
13 SDC24.630+0.151 18:35:38.2 —07:18:35 +53.2 (+115.0) 3.51
14 SDC25.166—0.306 18:38:13.0 —07:03:00 +63.6 3.95
15 SDC25.243—-0.447 18:38:57.1 —07:02:20 +59.1 3.75
16 SDC26.507+40.716 18:37:07.9 —05:23:58 +48.3 3.21
17 SDC28.275—-0.163 18:43:30.3 —04:12:45 +80.3 4.60
18 SDC28.333+0.063 18:42:54.1 —04:02:30 +79.3 4.56
19 SDC31.039+4-0.241 18:47:03.3 —01:33:50 +78.2 (+98; +110) 4.54
20 SDC34.370+0.203 18:53:18.9 +01:24:54 +57.9 3.59
21 SDC35.429+4-0.138 18:55:30.4 +02:17:10 +77.0 4.67
22 SDC35.527-0.269 18:57:08.6 +02:09:08 +45.4 2.95
23 SDC35.745+-0.147 18:56:02.6 +02:34:44 +83.4 5.11
24 SDC38.850—0.427 19:03:46.8 +05:04:03 +42.2 2.81
25 SDC40.283-0.216 19:05:41.2 4+06:26:09 +72.7 4.89
26 SDC47.0614-0.257 19:16:41.8 +12:39:39 +57.0 4.64
27 SDC52.723+0.045 19:28:34.4 +17:34:17 +44.1 4.49

Note. Column 1: IRDC identification number; Column 2: IRDC name from Peretto & Fuller (2009); Column 3: Central
IRDC coordinates; Column 4: Systemic LSR velocity of the clump as estimated from N,H*(1-0), the velocities in between
brackets correspond to the additional components identified in the spectra; Column 5: Near kinematic distance as estimated
from the Reid et al. (2009) model, uncertainties on those are typically of the order of 10-20 per cent.

efficiency 0.48, so effectively multiplying the UMSB data set by a
(0.7/0.48) factor.

3 MASS AND VELOCITY DISPERSION
PROFILES

The goal of this paper is to determine how the ratio of kinetic
to gravitational energy of clouds changes as a function of spatial
scale. In order to observationally measure such ratio, one needs to
determine three quantities: radius, mass, and velocity dispersion.
While the cloud mass can reliably be determined via dust emission
observations, no single molecular line can trace molecular gas
velocity dispersion on all scales, either because of high optical depth
or low abundance. We therefore need a combination of tracers to
trace different parts of the cloud. Here, we use '3CO(1-0) to trace
the large scales, more diffuse parts of the clouds, and N,H*(1-0) to
trace their densest parts. Fig. 2 shows a simple sketch that illustrates
what tracer we use for what purpose. In the following subsections,
we describe how we computed the three required quantities for both
the dense and diffuse regions of the clouds.

3.1 Dense gas

3.1.1 Herschel column density maps of IRDCs

For the purpose of this study, we computed H, column density maps
using the method presented in Peretto et al. (2016, referred to as P16
hereafter). That method consists in using the ratio of the Herschel
160 pwm over 250 pm dust emission to measure the temperature of

the dust, and then use it, in combination with the 250 pm image to
derive the column density of gas (assuming a dust to gas mass ratio
of 1 per cent) at an angular resolution of 18 arcsec. For the purpose
of the study presented here, we convolved the column density image
to the same angular resolution as the NoH* (1-0) data, i.e. 28 arcsec.
The assumed specific dust opacity is «; = 0.1(300'\um)ﬂ cm?g™!
(Hildebrand 1983), with 8 = 1.8 (e.g. Planck Collaboration XXV
2011; Sadavoy et al. 2016; Rigby et al. 2018).

When computing these maps, we make the assumption of a
uniform temperature along the line of sight. This is of course incorrect
but it is not completely clear though how wrong this assumption
is for the structures we are studying. Since we might expect this
assumption of a single temperature to be the most inaccurate towards
the centre of each clump, we decided to compare the mass profiles
of each clumps obtained with P16’s method with that of PPMAP
(Marsh, Whitworth & Lomax 2015), a bayesian code that derive,
from Herschel observations, the distribution of dust temperatures
along the line of sight. Note that we do not use PPMAP in this paper
as it can generate a number of artefacts around bright protostellar
sources, it is computationally expensive, and arising issues are a lot
less straightforward to identify than when using the P16’s method.

On the y-axis of Fig. 3 we show the ratio of the PPMAP over the
P16 masses, radially averaged. On the x-axis of the same figure, we
show the radial dispersion of that same ratio, i.e. how much it varies
about the average value as a function of radius (i.e. 0 per cent means
that the ratio is radially uniform). One can see that while, on average,
the PPMAP masses are about 20 per cent larger than the P16 masses,
the variations of the mass ratio as a function of radius are small, and
remain below 5 per cent for most clouds, with a maximum standard
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Figure 1. Images of SDC18.888-0.476. (a) Top — Spitzer 8 pm; middle — H, column density from Herschel observations; bottom — NyHT(1-0) integrated
emission. The contours are identical in all panels, and are those of the H, column density image. The yellow contour corresponds to N;iﬁ+. The four thicker
white contours are those used to compute the average NoH+(1-0) spectra displayed in magenta in panel, the first one of which corresponds to N§$+. (c), (b)
Multicolour image of the molecular cloud hosting the SDC18.888-0.476 infrared dark clump (white: 3.6 pm, orange: 8 pm, yellow: 70 pm, orange: 350 pm,
blue: 1.42 GHz, red: H, column density). The contours show the H, column density obtained from the Galactic Ring Survey '3CO(1-0) data. The thicker white
contours are those used to compute the '3CO(1-0)-based spectra shown in green in panel (c). The plus symbol shows the central position of the IRDC, and the
yellow rectangle shows the coverage of the images displayed in (a). (c) Spectra averaged within the highlighted H, column density contours in panels (a) and
(b). The radius of the region within which the spectra have been averaged are indicated in each panel. The vertical blue dashed lines show the systematic clump
velocity as measured from NyHT(1-0). The compilation of the data presented in this figure summarizes all the information used for each cloud in the study

presented here. A similar figure for each remaining IRDC can be found in Appendix A.

deviation of less than 8 per cent. This shows that, while there might be
a systematic uncertainty on the mass of 20 per cent, the shape of the
mass profiles derived from both methods are very much consistent
with each other.

3.1.2 N,H"(1-0) as a tracer of Herschel clumps

All 27 IRDCs are detected in NpH'(1-0). For 4 of them (~
15 per cent), multiple clouds with velocities differing by more
than 20 kms~! have been identified within the observed field of
views. For one of this IRDC (SDC31.039+0.241), the NoH™(1-
0) emission of the different clouds spatially overlap. This cloud is
therefore excluded from the rest of the analysis as the origin of the
corresponding dust continuum emission becomes very uncertain. Re-
garding the remaining three clouds (SDC22.724-0.269, SDC23.367—
0.288, SDC24.6304-0.151), we only consider the cloud for which the
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N,H*(1-0) integrated emission best matches the extinction feature
seen in the mid-infrared. The corresponding velocities are provided
in Table 1.

Another four IRDCs (SDC24.433—0.231, SDC24.630+4-0.151,
SDC26.507+0.716, and SDC35.527—0.269) show multiple velocity
components with velocity differences lower than 3 kms™', only
one of these also exhibits multiple clouds along the line of sight
(SDC24.6304-0.151). However, once averaged within column den-
sity contours (see Appendix A), the multiple velocity components
are mostly washed out, and are therefore not a concern in the context
of this study. Note that one of the multiple velocity component
cloud, i.e. SDC35.527—0.269, has been extensively studied in the
past at high angular resolution clearly revealing multiple velocity
component structures (e.g. Henshaw et al. 2014).

The morphology of the NyH'(1—0) integrated intensity images
are very similar to that of the H, Herschel column density maps (see
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Figure 2. Sketch of molecular cloud configuration and relevant tracers.
Diffuse gas (represented in green) is traced by 13C0O(1-0) and dust continuum.
However, only the former is able to disentangle the emission of multiple
clouds along the line of sight by segmenting them in velocity space. In this
paper, we will use both tracers to constrain the mass and morphology of the
clouds on the largest scales. Dense gas (represented in purple) is well probed
by both dust continuum and molecular line tracers such as NoH*(1-0). It is
very rare that two NoH™ (1-0) cloud overlap (as the low frequency of multiple
N,HT(1-0) velocity components is showing). Dust continuum can therefore
also be used once a background contamination (from the diffuse gas) has
been removed.
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Figure 3. Ratio of the PPMAP masses over the P16 masses averaged over
their radial profiles as a function of their mass ratio standard deviation. The
black dashed lines show mass ratios of 1 and 1.5. Each colour corresponds to a
single IRDC whose ID number can be found at the top of the figure (see Table 1
for the corresponding IRDC name). Note that IRDC SDC31.039+0.241 (ID
number 19) has been left out as a result of the presence of multiple dense
clumps present along the line of sight (see Section 3.1.2).

Fig. 1), qualitatively showing that N;H*(1—0) is a good tracer of the
column density structure of star-forming clouds. In order to quantify
the correlation between dust column density and NoH*(1—0) line
emission we produced scatter plots for each cloud of the H, column
density derived from Herschel, for which the background as defined
by foz gfﬁ (see the next section) has been subtracted, versus the
integrated intensity of NyH*(1—0) (see Fig. 4 for four representative
examples). One can see there is, indeed, a strong linear correlation
between the two quantities, with only small departures from it for

0
H, column density (x10%2cm~2)

Figure 4. Scatter plots of the background subtracted H, column density
versus the NoH'(1-0) integrated intensity (in T scale) for four clumps. In
each panel, the same linear relation is displayed as a dashed black line.

some clouds exhibiting a large range of different physical conditions
(see the case of SDC28.3334-0.063 in Fig. 4). We observe similar
correlations for all clouds for which there is enough dynamic range
and independent points (i.e. 21/27 clouds). We have also checked
whether the relation provided by Hacar et al. (2018) between H,
column density, N;H"(1-0) integrated intensities, and temperature
hold for our cloud sample. We can confirm that it does for most of
the clumps, but some significant departures are observed, which can
be explained by a variation of the N,H™ abundance by a factor of
2 or so. Nevertheless, from this comparison we can conclude that
N,H™ is a good tracer of the dense gas as traced with Herschel, and
therefore that we can reasonably use it to trace the kinematics of
Herschel clumps for the (column) density range we are probing (i.e.
Ny, > 102 cm™2). As such we do not expect the effect of using dif-
ferent tracers for mass and kinematics to be a significant issue in our
study (see Traficante et al. 2018; Yuan, Krumholz & Burkhart 2020).

3.1.3 Mass and velocity dispersion estimates

The resulting H, column density maps (see Fig. 1) are contaminated
by foreground and background interstellar structures that are not
physically associated with the cloud. Removing such contributions
is not an easy task (Peretto et al. 2010; Battersby et al. 2011). In the
context of this study, we are mostly interested in the part of the cloud
which is seen in NoHT(1-0) in the IRAM 30 m data. Therefore,
we define the ‘edge’ of the dense part of the clouds as being the
column density contour, N;‘igl_;, that best matches the extent of the
N,H™*(1-0) integrated intensity map. This is done by computing the
median (along with the 16th and 84th percentiles) column density
value within a ring just outside the N,H*(1-0) integrated intensity
contour of 0.5 Kkms™!, i.e. our detection limit. The value of N;ig};
will then serve as the background column density of the clump
that we will remove from any clump scale mass measurements (see
Table 2 for the individual values of N;‘;g; and corresponding 16th
and 84th percentiles).

We used the contour-based dendrogram tool from Peretto & Fuller
(2009) on the Herschel column density maps to estimate sizes and
masses of connected groups of pixels lying above a certain column
density. In order to be considered for the analysis those groups of
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Table 2. IRDCs and parent cloud properties.

dg NoHt 13
D Ny NEmOOREL Mmool oW mEn o, ol ap®
(x102 ecm™2)  (x10?* cm™?) (pc) Mp) (kms™1) (pc) (x10* Mg) (kms™1)
1 28403 33 1.66 3239138 0.99 0.62 12.62 14.52 5.74 3.35
2 24103 33 L18 1807139 1.06 0.89 21.54 4836 4.19 0.91
3 1.9793 3.7 1.61 78827313 1.55 0.58 21.63 4730 372 0.74
4 3.2+03 33 1.09 562135 0.69 1.20 9.02 3.71 2.81 225
5 2.3%04 2.9 0.63 4371 113 2.03 3.46 0.31 1.39 261
6 33797 4.6 0.60 5331148 0.65 0.62 11.58 11.85 4.50 2.32
7 3.2%0% 3.6 1.48 1536783 0.98 114 16.27 30.40 5.90 2.18
8 4.2793 6.1 0.72 1575172 117 0.76 17.76 27.61 3.67 1.02
9 2.6703 2.9 1.32 13181382 1.03 1.31 6.46 2.02 1.63 1.00
10 2.9%03 3.1 1.39 3282162 1.50 1.14 5.23 231 2.88 221
11 1.2%02 1.4 112 8317187 1.13 2.08 9.19 2.18 1.67 1.39
12 2.0193 2.5 0.82 594718, 0.85 1.26 12.67 5.85 1.63 0.68
13 27403 4.4 0.48 472448 1.08 1.42 6.80 334 3.58 3.06
14 22102 2.5 1.68 36227374 0.96 0.53 8.65 3.23 178 1.00
15 1.8%03 2.0 1.33 1233133 0.84 0.95 13.11 13.35 4.23 2.05
16 L7793 1.8 1.62 1474738 1.02 1.40 7.28 3.20 1.44 0.56
17 3.0103 3.7 1.53 26877383 1.27 1.10 31.13 98.02 431 0.69
18 44404 5.1 2.65 139541363 1.42 0.46 30.85 103.70 5.27 0.97
20 27403 35 2.15 120481122 1.34 0.39 11.33 18.13 3.79 1.05
21 27754 3.0 2.62 776115358 1.33 0.72 11.24 4.01 3.20 3.37
22 22493 2.7 1.36 14991383 0.77 0.68 8.22 3.49 1.89 0.99
23 19752 2.0 2.01 34901336 1.07 0.80 11.58 7.66 3.74 2.47
24 27793 29 0.77 276179 0.62 1.42 8.46 4.29 1.52 0.55
25 21792 2.2 1.81 4044143 1.47 115 11.06 5.00 1.32 0.46
26 17753 2.2 1.35 19821501 1.29 1.36 13.34 12.67 248 0.76
27 17753 1.7 1.37 3581207 0.67 2.20 17.31 16.24 2.37 0.71

Note. Column 1: IRDC identification number; Column 2: H, column density matching the edge of the NoH'(1-0) emission (median, 16th and 84th
percentiles); Column 3: Hy column density from which the dendrogram tree starts; Column 4: IRDC radius corresponding to N3 ; Column 5: Gas mass

start
RN2H+ ’

estimated within R}

within
art .
oHt?
13CO(1-0) velocity dispersion estimated within R

art .

Column 7: virial ratio estimated within Ri"\} s
2

start
13co’

pixels need to be larger than the number of pixels within an angular
resolution element, and need to be part of a structure whose column
density amplitude from local maximum to local minimum is larger
than a predefined threshold, N,EIhz. The column density increment we
used in our dendrogram analysis is oy, = 2 x 102! cm~2 for all

clouds, with Nﬁhz = 50y, The starting column density contour,

N (see Table 2) is set to be larger or equal to N;ig;r, and

is determined by eye. The reason for not systematically having
N = ;‘ii; is that the N;jg; contour can be more extended
than the coverage of our NoH'(1-0) maps, and therefore, in such
cases, the computed masses would be overestimated. The mass of

any identified group of pixels is then given by

NoHt
"pi)2<
NoH' 52 edge
My,u+ = Q" d” imomu E (NHz,i - NN2H+) , (D

im1
where the sum is on all the nN2H"

pix
of interest, Qggfﬁ is the solid angle subtended by a pixel, d is the

distance to the IRDC, iy, is the mean molecular weight and is set to

pixels belonging to the group
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uncertainties reflect the mass changes when considering the 16th and 84th percentiles of NV,

NoH
edge . Column 6: N,H*(1-0) velocity dispersion

N,H+?

Column 8: Parent cloud radius; Column 9: Gas mass within R32 ; Column 10:

13co’

; Column 11: Virial ratio estimated within R

13co"

2.33, and my is the mass of the hydrogen atom. The estimated radius
associated with that group is calculated via the following relation:

NoH* H+
npi i d>
R = P P 2
NoHt . 2

Projected masses estimated this way will always overestimate the
mass enclosed within the volume of radius r as lower density material
along the line of sight is wrongly associated with that volume (see
Section 4). In Table 2, we provide the radius, mass, and aspect ratio
of each IRDC at the starting column density contour N§$+. Note
that we also give the mass uncertainties related to the 16th—84th
percentiles range of N;‘ig}; values.

In order to estimate the dense gas velocity dispersion of the struc-
tures identified in the dendrogram of the Herschel column density
images, we computed their corresponding NoH*(1-0) spectra, aver-
aged over all npN&m pixels that belong to the relevant group. We then
used a PYTHON routine, inspired from that of GILDAS/CLASS, that
uses the curvefit minimization routine in order to fit the 7 hyperfine
components of the NoH*(1-0) transition. The parameters of the fit are
the central velocity vn,nu+, the velocity dispersion of the gas on,u+,
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the sum of the central opacities of the 7 hyperfine components T, i+,
and the sum of the antenna temperature peaks of the 7 hyperfine
components 7,%'. The velocity dispersion ox,y+ is obtained from the
best fitting model. Examples of average NoH*(1-0) and their fit are
displayed in Fig. 1 for SDC18.888 (and in Appendix A for the other
clouds). We fitted only one velocity component to all spectra, even for
those showing potential multiple velocity components as those are
almost systematically blended once the emission is averaged within
each contour. The velocity dispersions oy’y;. estimated within the

column density contour NJf}, are given in Table 2.

3.2 Diffuse gas

One key aspect of this study is to estimate cloud properties on a large
range of scales. While we presented in the previous section how we
estimate the properties of the clumps, we want now to connect these
to their more diffuse envelopes. To achieve this, we use a combination
of the Herschel dust continuum data and the '*CO(1-0) GRS data
(Roman-Duval et al. 2010). While the latter is primarily used to derive
gas velocity dispersion, we also use it to derive the morphology of the
molecular clouds along with the line-of-sight mass contamination on
our Herschel-based mass estimates (see Fig. 2). For this purpose, we
first need to compute 13CO-based H, column density cubes.

3.2.1 3CO column density cubes

The Galactic Ring Survey *CO(1-0) data have been used to compute
H; column density cubes. To do this, we followed the exact same
procedure as in Roman-Duval et al. (2010). We give here a short
description of this method. Towards each cloud of our sample, we
compute the excitation temperature of the '*CO(1-0) line by using
the '2CO(1-0) data from the UMSB survey and assuming that this
line is optically thick. Then we make the further assumption that the
excitation temperature of the 2CO(1-0) line is the same as that of
the *CO(1-0) line. With these assumptions, we can compute the
BCO(1-0) excitation temperature for every voxel. In some cases,
where there are strong density/temperature gradients not traced by
12CO(1-0) (because it is optically thick) but traced by *CO(1-0) the
estimated excitation temperature is not high enough. In such cases
(~ 1 per cent of the voxels), we artificially increase the excitation
temperature by 10 per cent, enough to get the excitation temperature
larger than the '3CO(1-0) brightness temperature everywhere in
our cloud sample. Combining the excitation temperature with the
13CO(1-0) cube one can compute the *CO(1-0) opacity which is
then converted into a '*CO column density, and finally into a H,
column density assuming a constant '*CO abundance with respect
to H, of 1.8 x 107 for all clouds (Blake et al. 1987; Langer &
Penzias 1990). This procedure provides us with cubes of H, column
density for each IRDC. Note that some IRDCs are embedded within
the same molecular clouds, and as a result we end up with 27 IRDCs
embedded within 24 individual molecular clouds.

3.2.2 Mass and velocity dispersion estimates

For each molecular cloud we estimate two mass profiles, one using
our Herschel-based column density images (see Section 3.1.1) and
one using the '*CO-based column density cubes. Each of them are
affected by different biases that can be, at least partially, removed
by using the combination of both data sets. On one hand, far-
infrared dust continuum emission of Galactic plane molecular clouds
is mostly optically thin and traces the entire ISM, but suffers
from line-of-sight confusion (see Fig. 2). As a result, one cannot
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determine correctly the morphology of the clouds using our Herschel-
based column density images and mass estimates are likely to be
overestimated. On the other hand, '3CO-based column density cubes
permit the identification of individual molecular clouds along the
velocity axis, but can suffer from opacity effects and abundance
variations. Because our mass estimates on clump scale are based
on the Herschel column density images, we have decided to do the
same for the diffuse parts of the clouds. However, we use the *CO-
based column density cubes to determine their morphologies, along
with determining the percentage of multiple cloud line-of-sight mass
contamination in our Herschel-based mass measurements.

Using our *CO-based column density cubes, we first produced
a 2D H; column density map by integrating the cube in a 5-
10 km s~! window centred on the cloud systemic velocity (see Fig. 1
and Appendix A). Then, we ran the same dendrogram analysis
on this map as the one used on the clumps. We then produced
the average'*CO-based H, column density spectra for all identified
groups of connected pixels. While the resulting spectra displayed in
Fig. 1 for the SDC18.888-0.476 cloud show a relatively simple (even
though non-Gaussian) single-peaked emission line, most clouds
exhibit rather complex spectra often exhibiting multiple components
with overlapping column density wings (see Appendix A).

With this in mind, we used multiple-Gaussian, up to a maximum
of four components, to fit each spectrum using the PYTHON curvefit
function (we also tested two other methods — see Appendix B). The
mass Miscg and velocity dispersion o3¢ are then estimated using
the following equations for the velocity dispersion:

O13co = \/Z w; [(U,‘ — 5)2 + O’iz} R (3)

where the sum is over the Gaussian components, and w;, v;, and o,
are the weight, the central velocity, and velocity dispersion of the ith
component, respectively. The centroid velocity 7 is obtained by

V= Zwivi. (4)

And the weights are defined by

m;
Do mi '
where m; is the mass resulting from the integration of each individual
Gaussian component, and

M13CO = Zm,'. (6)

(%)

Wi

The velocity dispersion calculated via equation (3) includes two
terms, i.e. the velocity dispersion from individual Gaussian com-
ponents, along with the component-to-component centroid velocity
dispersion. This is justified by the fact that we are here interested
in estimating the entire kinetic energy budget of the clouds we are
analysing. Note also that only the Gaussian components that we
believe belong to the cloud of interest are used for the determination
of the mass and velocity dispersion. Those are identified by integrat-
ing, separately, each '*CO(1-0) emission peak and visually evaluate
what peak best matches the morphology of the embedded IRDC.
It is possible though that different components that we consider as
being part of different molecular clouds are physically interacting
with each other via, e.g. cloud—cloud collision. Such interactions can
lead to the creation of intermediate velocity gas (Haworth et al. 2015;
Bisbas et al. 2017) for which it might become difficult to determine
to which cloud it belongs, potentially leading to large uncertainties
in the estimate of o13¢g. In Fig. 5, we show the case of SDC18.624—
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Figure 5. (a) '3CO(1-0) integrated intensity map (colour and contours) of the lower velocity emission peak observed towards SDC18.624—0.070 at the native
44 arcsec GRS angular resolution. The plus sign shows the H, column density peak of the targeted IRDC. The average column density spectrum of the cloud
is displayed as an inset in the bottom right corner, the orange-shaded region shows the velocity integration interval. (b) Herschel-based H, column density map
at 28 arcsec resolution of the same region and same contours as in (a). (c) and (d) show the same quantities as (a) and (b) but focussed on the high-velocity

emission peak observed towards SDC18.624-0.070.

0.070 for which it has been argued that such collision is currently
occurring (Dewangan et al. 2018). On that figure, we display the
13CO(1-0) integrated intensity maps in the two velocity intervals that
encompass the two emission peaks present in the region. Those maps
are displayed at the native 44 arcsec resolution of the GRS survey.
First, we can see that the lower velocity component nicely matches
the morphology of the Herschel-based H, column density obtained
for that cloud, while the higher velocity component does not. This
demonstrates that the gas traced by '3CO(1-0) is clearly associated
with the targeted IRDC, and it also allows us to discard unrelated
velocity components. However, in the case of SDC18.624-0.070 the
morphology of the higher velocity cloud does indeed suggest an
interaction with the lower velocity one. A similar exercise has been
made for all clouds in order to ensure the correct association of the
13CO(1-0) components to each IRDC.

The radius of each dendrogram’s connect group of pixels is given
by

n3coqQiico g2

pix pix
R13CO = f 5 (7)

13 . . IR
where npixco is the number of pixels within each connected group of

pixels and SZ:;XCO is the solid angle subtended by a pixel. In parallel
to these 'CO-based mass estimates, we derive Herschel-based ones.
For this we use the exact same connected groups of pixels as those
used above, but this time we use our Herschel-based H, column
density maps to obtain the masses via
13co

13 -
M = Q20 momu > Ny i ®)

i=1

n

where all parameters are identical to those presented in equation
(1) and My, stands for uncorrected Herschel-based masses. The
reason why those are uncorrected is due to the contamination of the
mass estimates by the presence of multiple clouds along the line of
sight. One can correct for this by estimating the fraction fi,s of the
total mass of molecular clouds along the line of sight that is locked up
within the cloud of interest. That can be achieved by integrating the
13CO-based H, column density spectra across the entire GRS velocity
range, along with integrating the best-fitting Gaussian model for the
cloud of interest. This can be formulated as
13
fmodel NHZCOdU

. ©)
fall NI}I}ZCO dv

flos =
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Figure 6. Comparison between the ratio of '>CO-based and Herschel-based
uncorrected/correct (top/bottom) cloud masses for all clouds, at all radii, as a
function of the corrected Herschel-based cloud masses.

This correction factor can be calculated for each dendrogram group
of connected pixels and then be applied to the uncorrected masses
via

MCOIT — f‘lOSMuﬂC (10)

Hers. Hers.*

1 1 1 unc corr
Fig. 6 shows a comparison of the ratio of Mi3co/ My, versus My

and Misco/ My, versus M.y . This figure clearly shows the vast
improvement in the mass agreement once the correction factor is
being applied. After correction, the masses agree within less than a
factor 2 and we see little evidence for significant '*CO depletion, at
least not on those scales. This excellent agreement also indicates that
one can safely use the '3CO(1-0) velocity dispersion measurements
in conjunction with the Herschel-based cloud masses. In the rest of

this paper, we will be using the Herschel-based corrected masses.

3.3 Combined profiles

In this paper, we adopt a top—down approach by which, for every
column density contours, we only analyse the one group of connected
pixels that covers the position of the IRDC Herschel-based column
density peak. As a result, sibling clumps that might be part of the
same molecular clouds as our IRDC sample are not separately
analysed, even though they contribute to the mass and velocity

202 YOJB G| UO Jasn suonisinboy Aq G209%2./SE62/2/SZS/I0IHE/SEIu/Woo"dnoolspede//:sdjly Woij papeojumoq



Cluster progenitors are dynamically decoupled 2943
— 13CO(1-0) 1]
%6 | -\ ] . 10 ? N
N,H*(1-0 S ] N
5_4_ il — ] DR
o — — Ik ~ i
) e © D \
S =7z =10° 5 §%’z*®\:
—21 = —_— > ] =" -
g = ]
L6 - 10% 5 -
E ” ~ o E
~ » d_4 - — I ~—
(7)) 7 — .-
0 4 0 e 3100 4
(©. & — E
=10° 17 = Z2- S
“ 0 0000000 <L |= ]
_ %\6 _ 101 _g
S10° 1 , ] 2
\u: / d.4 ] / : 1 .
o == 5 s £10°4 S S
S10% 1 —"" ~2 >z s ]
© g == :
100 10! 100 101 100 10!
Radius (pc) Radius (pc) Radius (pc)

Figure 7. Profiles of all 26 IRDCs and their parent molecular clouds from our sample. On the top row, the purple points represent those for which the clump
scale velocity dispersion has been measured using NyH™ (1-0), and the green points are those for which the cloud scale velocity dispersion has been measured
using '3CO(1-0). The middle and bottom rows show the same data point as the top row but each individual cloud/clump has a unique colour so that one can
track their profiles. Half of the clouds have been plotted in each for clarity. Left: Mass profiles m(r); middle: velocity dispersion profiles o (r); right: virial

ratio profiles ayi(r).

dispersion of the dendrogram structures that encompass both them
and the targeted IRDC.

Fig. 7 shows the mass profiles m(r) and the velocity dis-
persion profiles o () for the 26 clumps of our sample and
their parent molecular clouds. For the measurement on clump
scales (the purple lines) we have m(r) = My,u+ (RN2H+), while
for the measurements on cloud scale (the green lines), we have
m(r) = Muico (Riscp). Also, the velocity dispersion oy is the
total (thermal+turbulent) line-of-sight velocity dispersion of the
gas and is estimated using the observed velocity dispersion
via

O =o§ne+ksT( (11)

<)
MmolMy Mol '
where o;, is the observed velocity dispersion of the gas as inferred
from the observation of a given molecular line [N,H*(1-0) for
the purple points, and '*CO(1-0) for the green points], T is the
gas temperature, my, is the mass of the observed molecule (here
Mmol = MN,H+ = M13co = 29Mmu), Wmoi 1S the molecular weight
which is here taken to be 2.33, and my is the mass of the hydrogen
atom. We here assume a gas temperature of 15 K for all clouds, which
is the average temperature measured within IRDCs (e.g. Peretto
et al. 2010; Battersby et al. 2011). The impact of that assumption
is negligible for most velocity dispersion measurements, and only
have a measurable impact for velocity dispersions <1 kms~!.

Finally, the right-hand panel of Fig. 7 shows the corresponding
viral ratio profiles i (r). Virial ratios, defined as o = 2Ex/|EG|
with Eg the kinetic energy of the gas and Eg its gravitational
energy, provide a zero-order measure of a cloud dynamical state.
While the kinetic energy of a cloud can be relatively easily es-
timated, the estimate of its gravitational energy usually requires
to make simplifying assumptions on the morphology and density
profile of the cloud. Bertoldi & McKee (1992) have evaluated
Eg in case of different power-law densities and different cloud
aspect ratios. They show that for cloud with aspect ratios lower
than 10 (as it is the case in this study) |Eg| is only decreased
by a maximum of 8 per cent compared to the spherical case.
However, for clouds that have power-law density such as por™
with y = 2, |Eg| is increased by 67 per cent. The impact of
the density gradient on |Eg| is stronger than the non-sphericity
of the cloud. For simplicity, most studies of the virial ratio of
molecular clouds usually approximate them as uniform density
spheres, which is also what we will do, and discuss correction
factors later. In this case, one can show that the virial ratio o (r) is
given by
2

ayir(r) = SU“’tr
vIr - Gm .

12)

Fig. 7 shows a number of important features. In the following, we
will discuss those separately.
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3.3.1 Observed mass profiles

The mass profiles presented in Fig. 7 spread over 4 orders of
magnitude in mass and 2 orders of magnitude in radius. The masses
estimated on cloud scale (the green lines) and clump scale (the purple
lines) mostly connect at a scale of about 2 pc, which corresponds
to the maximum extent of the N,H'(1-0) emission and half the
resolution (3') of the '*CO-based column density images that we
use to derive the morphology of the clouds. Note that, even though
derived from the same Herschel-based H, column density maps, the
masses on clump and cloud scales do not produce continuous mass
profiles. The reason for this is that we are removing the column
density background N;i“;’; to every clump scale mass measurements
so that the velocity dispersion estimate is that of the measured gas
mass. Finally, when looking at shapes of the profiles, we notice that
the clump scale mass profiles are more curvy and exhibit shallower
gradients than those from the more diffuse parts.

3.3.2 Observed velocity dispersion profiles

The velocity dispersion profiles presented in Fig. 7 are the most
striking. First, there is a clear discontinuity between the velocity
dispersion measurements obtained on clump scale and those obtained
on cloud scale. Having such different measurements clearly indicates
that there is a systematic bias in the method that is being used to
perform those measurements. Secondly, the shapes of the profiles
are also strikingly different. While on the largest scale, the velocity
dispersion mostly decreases with decreasing radius, on the smallest
scale, the velocity dispersion profiles are mostly flat. This is very
different from a typical Larson-type relation (Larson 1981) for which
we would expect the velocity dispersion to decrease down to the
sonic-scale at about 0.1 pc.

The method used to derive the velocity dispersions of the often
complex '*CO(1-0) spectra may have an impact of the observed
discontinuity. As presented in Appendix B, in addition to the multiple
Gaussian fitting, we also applied two other methods, i.e. a standard
moment method, alongside what we call the peak method. The
latter is based on the full width at half-maximum (FWHM) of the
main emission peak and tends to exclude low-intensity high-velocity
wings from the velocity dispersion measurements. While the moment
method increases even further the discontinuity between clump and
cloud scales, the peak method slightly decreases it, with a larger
fraction of cloud exhibiting relatively flat velocity dispersion profiles
all the way up to tens of parsecs (see Fig. B3). However, the overall
behaviour of the profiles remain very similar to what is obtained
when using the Gaussian fitting method.

3.3.3 Observed virial ratio profiles

Since the virial ratio profiles presented in Fig. 7 are built from
the mass and velocity profiles, they carry similar features. For
instance, the virial ratios present a discontinuity at the around r =
2 pc, which is the consequence of the discontinuity observed in the
velocity dispersion profiles. Note, however, that this discontinuity is
attenuated as a result of the slightly larger masses estimated from
the cloud scale measurements at that radius. Also, it is pretty clear
that for most of the clouds, the virial ratios on the large scales (green
lines) increase as the radius decreases. This trend has already been
observed by Hernandez & Tan (2015) who interpreted it as a sign
of CO depletion. Finally, the virial ratios estimated on clump scales
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(purple lines) present a curvy shape, which is the direct reflection of
the curvy mass profiles observed on the same scales.

3.4 Uncertainties

There are a number of uncertainties that we need to consider
when interpreting the profiles presented in Fig. 7. First, there are
uncertainties that do not affect the shape of the profiles but do
impact their overall scaling. One example of such uncertainty is
the distance to the clouds which is typically 10-20 per cent (Reid
et al. 2009). If our IRDC-hosting cloud are not located at the near
distance though then the distance could be 4 times larger for some
clouds (see Fig. F1). That uncertainty will impact the mass and radius
measurements uniformly across the profile of an individual cloud.
Secondly, there are uncertainties that can potentially impact the shape
of individual profiles. Regarding the mass profiles, the assumption
of a single temperature along the line-of-sight could potentially have
an impact on the shape of the observed profiles. However, as we
have shown in Section 3.1.3, the impact on the shape of the profile
is minimal, while the impact on the absolute mass values can be
impacted by 20 per cent on average. Another uncertainty is related to
the dust emissivity, i.e. «;, we used when computing the Herschel-
based H, column density maps. In this study, we used the same dust
emissivity law for the clump scale and cloud scale measurements.
It is however well known that dust emissivity changes with density
and temperature (e.g. Ysard et al. 2015; Sadavoy et al. 2016). At this
point, we have no means to set strong constraints on this particular
aspect of dust property uncertainties, but the law we adopted has been
shown to be compatible with dust emission in both the more diffuse
(Planck Collaboration XXV 2011) and denser (Rigby et al. 2018) gas
environments. Also, as it can be seen in Fig. 6, the Herschel-based
masses are within a factor of two of the '*CO-based masses which use
a completely different set of assumptions. This suggests that, if dust
properties do change across the radial profiles of molecular clouds,
this does not have a dramatic effect on our mass estimates. Finally, the
uncertainty related to our choice of N;ig]; (see Section 3.1.3) has a
direct impact on the clump scale mass estimates witha ~ 10 per cent
to ~ 30 per cent uncertainty for most clumps (see Table 2). This
fractional mass uncertainty is not constant across the clump radial
profiles and therefore can affect the mass profile shape. However,
after computing the clump mass profiles with a representative range
of N;ig}i we can confirm that their overall shapes are barely affected

(see Appendix C for the special case N;jg; =0).

Regarding uncertainties on the velocity dispersion, the NoH'(1—
0) and *CO(1-0) measurements differ. Indeed, the N,H*(1-0)
velocity dispersion measurements are very well constrained, and
have uncertainties that are of the order of ~0.1 kms~!. This implies
that the flat velocity dispersion profiles observed on clump scale
are very robust. Uncertainties on the *CO(1-0) velocity dispersion
measurements are a lot more variable from cloud-to-cloud depending
on how complex the '3CO(1-0) spectra are. For the simple cases,
such as SDC18.888—0.476 (see Fig. 1), the uncertainty is of the
order of ~0.2 kms~'; however, this can be as high as ~1 kms™!
in more complex cases such as SDC18.624—0.070 (see Fig. Al).
These larger uncertainties are also reflected by the large differences
in velocity dispersion measurements when using different evaluation
methods (see Fig. B2).

Overall, while the inherent uncertainties on the different quantities
presented in Fig. 7 might shift the profiles up and down, their shapes
are fairly robust and are likely to be a true representation of how
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Figure 8. (a) Sketch illustrating measurement biases once a 3D cloud is being projected onto the plane of sky. In this case, a spherical cloud (on the right)
whose volume density increases towards the centre has a projected column density profile that is represented by the plot on the left. The bijective mass estimate
within projected radius R will be that represented by the green-shaded area, which includes material that is not part of the volume of the sphere of radius R
(region of the cloud that is barred). (b) Normalized mass profiles of a spherical cloud with three different density profile pocr™", with y = (2.0, 1.5, 1.0). The
solid lines show the masses as observed, while the dashed lines show the real mass enclosed within a given radius. (c) Normalized velocity dispersion profiles
of a spherical with the same density profiles as in (b) and with a velocity dispersion profile ooc? with g = 0.5.

the projected mass, velocity dispersion, and virial ratio profiles of
clumps and clouds behave.

4 SPHERICAL MODELS

As discussed above, the profiles displayed in Fig. 7 present a number
of characteristic features. Before interpreting them one needs to be
aware a few biases that exist and that we may be able to quantify.
First, masses, as presented in the left-hand panel of Fig. 7, have
been computed using the bijective mass estimates (Rosolowsky et al.
2008). Such masses are always overestimated as a consequence of
cloud material lying along the line-of-sight which is not part of
the closed volume of radius r (see Fig. 8). The impact of using the
bijective method to estimate masses at different radius is illustrated in
Fig. 8(b). Secondly, the velocity dispersion measurements are being
done on spectra that also include the same unrelated line-of-sight
material which may have larger or smaller velocity dispersion than
the gas lying within the volume of interest. Depending on the exact
shape of the combined density and velocity dispersion profiles, this
might lead to over or underestimated observed velocity dispersions
(see Fig. 8c). Also, the clump and cloud scale measurements are
derived at different angular resolutions, and a background column
density has been subtracted to the former and not to the latter.
The impact of all those on the observed profiles is unclear. The
purpose of the models presented in the rest of this section is to
quantify the impact of projection on the mass and velocity dispersion
measurements in relation to the observed profiles (for a similar
approach on core scale see Singh et al. 2021). We do not attempt to
fit the profiles of individual clouds as spherical clouds are not a good
representation of the complex density structures of molecular clouds.

4.1 Single power-law profiles

We first consider models with single density and velocity dispersion
power-law such as

-Y
p(r) = po <1) , (13)
ro
A\ P
o(r) = 09 (f) , (14)
ro

where pg, 1o, and o are normalization constants. For a given pair
of y and B values, we numerically construct a spherical cloud of a

given mass and radius that we then project on the plane-of-the-sky
in order to construct mass surface density maps (see Appendix D
for more details). We do this last operation twice, once up to
radius RSO and once up to radius RN RSO and RN being
the radii at which '*CO(1-0) and N,H*(1-0) emission becomes
undetectable.! We then convolve each mass surface density images
at the resolution of our observations. Finally, we integrate both mass
surface density images at various radii to derive their projected mass
profiles. Regarding the velocity dispersion profile, we first weight
the velocity dispersion at each radius, in 3D, by the local mass
density. We then project this quantity on to the plane of the sky, and
then integrate the resulting maps at various radii. Finally, we divide
these profiles by the corresponding mass profiles in order to obtain
projected mass-weighted velocity dispersion profiles.

In the models presented here, there are essentially four free

: NoH* 13 NoH*
parameters, i.e. ¥, R,y (=ro), R.,5°, and M," , for the mass
NoHF

profiles, and an additional two free parameters, i.e. 8, and o,;
(=0y), for the velocity dispersion profiles. The parameter po is
derived from y, Riﬁm, and nglm and is, thus, not a free-parameter
of the models. As already mentioned, the purpose of those models
are not to find a set of best parameters for each individual clouds, but
rather to understand the trends that are present in the cloud sample.
With that in mind, Fig. 9 shows a set of 9 models against the observed
profiles. The normalization of those models is such they match the
range of mass and velocity dispersion at parsec scales. Each row
corresponds to a different y value but the same S value. In each
row, the three panels correspond to the mass, velocity dispersion,
and virial ratio profiles. There are a number of important features
in those models that we can notice straight away. First, regarding
the mass profiles, one can see that the cases y = 1 and y = 2
overpredict and underpredict, respectively, the mass of the clouds
on the largest scales. We also notice that, while the y = 1.5 case
provides a better overall agreement with the observed profiles, the
profile shapes provided by the cases y =2 and y = 1 seem to give a
better match to the inner and outer parts, respectively, of the observed
profiles. We also notice that we successfully reproduce the curved
shape of the inner parts of the profiles.

"Note that the Renq parameters are defined pre-convolution and as such do
not exactly match the Regge parameters defined in Section 3 that are obtained
directly from the observations (i.e. post-convolution).

MNRAS 525, 2935-2960 (2023)
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Figure 9. Mass, velocity dispersion, and virial ratio profiles (from left to right), for three different y values (from top to bottom: y = [1.0, 1.5, 2.0]). The
grey lines are the same observed data points as presented in Fig. 7. The red, orange, and gold lines are three different spherical models with three different
normalizations such that they cover the range of masses and velocity dispersions as measured on parsec scale (i.e. on scales representative of R;};‘;H in Table 2).

All models have the same velocity dispersion profile exponent, i.e. 8 = 0.5.

Moving on to the velocity dispersion profiles displayed in Fig. 9,
it is clear that the simple 1D models represented here manage to
reproduce the velocity dispersion discontinuity, in particular for the
y = 1 case. The reason for this is that, for that series of models,
a larger fraction of the mass is at low density where the velocity
dispersion is the largest and as a result of the projection, the mass
weighted velocity dispersion is overestimated by a large factor,
up ~3 in the y = 1 case. Also, while the y = 1 case manages
to reproduce in a satisfactory way the shape and amplitude of
the outer velocity dispersion profile, it cannot entirely match the
observed flat velocity dispersion profiles in the inner regions. And
this gets worse when considering steeper density profiles,i.e.y = 1.5
and y = 2.

Finally, looking at the virial ratio profiles in the last column of
Fig. 9, we notice that none of them are completely satisfactory when
compared to the observed profiles, even though one could argue that
the shallower density models do better than the steeper ones.

From this comparison between single power-law models and
observed profiles, it seems clear that most of the observed features can
be reproduced, at least to some extent, providing strong evidence that
projection biases are mostly responsible for them. This comparison
also shows that the single power-law models are limited and do
not allow us to reproduce both the inner and outer parts of the
observed mass and velocity dispersion profiles. Most noticeable is
the velocity dispersion profiles for which the flat inner profiles are
clearly different from the outer profile shapes.

MNRAS 525, 2935-2960 (2023)

4.2 Broken power-law profiles

In this section, we extend the models presented above from single
power-law profiles to broken power-law profiles. More explicitly,
we set two power-law exponents for both the density and velocity
dispersion profiles defined as
Ym and By, for r <ry You and Boy for r > ro. (15)
The method used to create the profiles is identical to that presented in
the previous section. Based on our single power-law models, it seems
that the inner density profiles are, on average, steeper than the outer
ones. Therefore, in the series of models presented in Fig. 10 we used
yin = 2 and y o = 1.5. Regarding the velocity dispersion profiles
it seems clear that the velocity dispersion on clump scale is rather
flat, with apparent very little variation in the profiles. On the other
hand, the velocity dispersion profiles on cloud scale are diverse,
both in terms of shape and normalization. Therefore, each row in
Fig. 10 corresponds to a different value of By, while B;, is fixed to
0 for all models. In that figure one can see that we now reproduce
rather well the average shape and magnitude of the mass profiles, and
similarly for the velocity dispersion profiles on clump scales. One can
also see that we do reproduce well some of the velocity dispersion
profiles on cloud scale, although we fail in reproducing the low-
mass high-velocity dispersion profiles that populate the top part of
the velocity and virial ratio profiles. This is where our simple 1D
models reach their limitations. Indeed, if one looks at the large-scale

202 YOJB G| UO Jasn suonisinboy Aq G209%2./SE62/2/SZS/I0IHE/SEIu/Woo"dnoolspede//:sdjly Woij papeojumoq



Cluster progenitors are dynamically decoupled — 2947
Vin=2-0 Y Y,‘n=2.0,B,'n=0 1 - Vin=2.0,ﬂ,'n=0
—_ Your=1.5 %6 1 Your=1.5,Bou:=0.3 010 1 Your=1.5Bou=0.3
(0] 105 N v _— ]
S = o ]
N -4 -1 — -
o — \
a n © 100 4 \_/\_ﬂ
© 3 © = E
s 10° A 2 - > ]
> — -
26 ] Yin=2.0,Bir=0 101 4 Vin=2.0,8,=0
— 105 Yout = 1.5 = Yout = 1.5, Bout = 0.5 o Yout = 1.5, Bout = 0.5
o T v )
\E, v4 . E | ‘ \_/'
[9)] Q = \._/
0 1] SB100 S
s 10° A E.z e __/ >
>
Ve { Yr= Zioéﬂfan:O 0.7 10" 5 ;in:zioéﬁié" =207
—_ Yout = 1.3, Pout = U. ] out = 1.9, Pout = V.
9 105 . E ‘ ‘ _8 \_/
= = ©
\u: Q'_4 T = I~~—
0 1] B 100 ] N
8103 o / =107 5
s 10° A 2 - > ]
3]
< =
100 101 100 10! 100 10!
Radius (pc) Radius (pc) Radius (pc)

Figure 10. Same as Fig. 9 but for broken power-law profiles. Each row now corresponds to a different Boy value (from top to bottom: Bou = [0.3, 0.5, 0.7]).

For all models, Bin, ¥in, and y oy are fixed to [0.0, 2.0,1.5], respectively.

mass distribution of those clouds (via the *CO-based H, column
density maps — see Fig. 1 and Appendix A), one can see that the
clump we are focussing on does not dominate the mass on those
scales, with many or more sibling clumps being present in the same
parent cloud. As aresult, the large scale velocity dispersion measured
towards the clumps of interest is most likely driven by the presence
of its siblings. This cannot be reproduced with spherical models.
Nevertheless, what this is showing is that lower gas density layers
of high-velocity dispersion gas surround those clumps, generating
steep velocity dispersion discontinuities in their profiles.

4.3 Projected versus true profiles

In the previous subsections, we have characterized the origin of
observed profile features with the help of projected models. We have
not yet evaluated how the profiles of those same projected models
compare to their own input profiles. Such comparison can be useful
when it comes to understanding the impact of different aspects of the
projection process has on the observed absolute profile values.

Fig. 11 shows the ratio of the true mass, velocity dispersion, and
virial ratio profiles over those observed at 3 arcmin resolution, for
all single power-law models presented in Figs 9. We focus on the
cloud-scale profiles since the conclusions are the same for the clump-
scale part of the models. One can see that, with the exception of
the mass profile y = 2 (see below), the observed values are nearly
systematically overestimated, whether it is mass, velocity dispersion,
and virial ratios. However, regarding the virial ratio profiles, one can

see that the observed values are within 20 per cent of the true value
except for the inner radii, when one gets within a couple of angular
resolution elements.

Often in the literature one finds that radii of structures are being
deconvolved from the beam size of the telescope. This is a valid
approach, particularly for point-like sources as the measured fluxes
come from a region of the sky that is necessarily smaller than what
is observed after beam convolution. However, when dealing with
molecular cloud measurements, the picture is not that clear as, at least
in our case, two competing effects come into play: beam convolution
and projection effects. While for a centrally concentrated density
profile beam convolution will tend to spread the flux and mass to
larger radii, the line-of-sight integration of flux that does not come
from within the volume of interest will tend to increase the flux/mass
at a given projected radius. In Fig. 11 (left), one can see that the
relative impact of both effects depends on the density profile index
and radius, convolution having the strongest impact for y = 2 at
small radii resulting in mass underestimation, while projection tends
to overestimate masses for any other combination of radius and y. It
thus becomes clear that projection is the dominant factor in terms of
mass estimates accuracy.

We have to note here that the direct comparison of our observed
profiles with the modelled ones assumes that the tracers we use (i.e.
dust continuum, 3CO(1-0), and N,H*(1-0) emission) reliably trace
the energetics of the underlying clouds. In order to show that this
is the case, radiative transfer calculations of our 1D models would
have to be made. While this is deferred to a future paper that will

MNRAS 525, 2935-2960 (2023)
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Figure 11. Ratios of the true over projected mass, velocity dispersion, and virial ratio profiles for all nine models displayed in Fig. 9. The projected models
are at the same angular resolution as our '>CO-based column density maps, that is 3 arcmin. The solid, dashed, and dotted profiles correspond to the density

profile indices y = [1, 1.5, 2], respectively. All models have the same velocity dispersion profile index g = 0.5. The three colours correspond to different

normalizations. The vertical black dashed line shows half of the 3 arcmin beam size at a distance of 4 kpc.

look into a larger range of tracers, we argue that the large number
of similarities between observed and modelled profiles is already
evidence that the combination of tracers we use here is good enough
for the purpose they serve.

5 DISCUSSION

5.1 Self-gravitating molecular clouds

The question of the gravitational binding of molecular clouds has
been, and still is, the subject of numerous debates (e.g. Heyer et al.
2009; Ballesteros-Paredes et al. 2011; Dobbs, Burkert & Pringle
2011; Miville-Deschénes et al. 2017; Vazquez-Semadeni et al. 2019).
Here, we have all the necessary information to check whether the
clouds we selected are consistent with being gravitationally bound
or whether there is a scale at which they switch from being bound to
unbound. The profiles displayed in Fig. 7 show that observed virial
ratios for our cloud sample are nearly systematically below «y;; = 3
at all radii. Most of the exceptions correspond to the measurements
made at the smallest radii of the '3CO(1-0)-based profiles. As our
models showed (see Fig. 9) increased virial ratios with decreasing
radii can be reproduced when large layers of high velocity dispersion
gas lay along the line of sight and contaminates the measurements.
As a result the most reliable measurements are those obtained on
the largest scales (see Fig. 11). Fig. 12 shows the distributions of
virial ratios obtained at those largest scales for both NoH™(1-0) and
13CO(1-0) measurements.

For uniform density spheres, the transition between gravitationally
bound and unbound gas occurs at a; = 2, while for clouds with
density profiles such as p o !, p o r™!°, and p o r72, the
limit moves up to 2.2, 2.5, and 3.3, respectively. Correction factors
regarding the non-spherical shape of clouds are less than 8 per cent
as long as the aspect ratio of the clouds is lower than 10 (Bertoldi
& McKee 1992), which is the case for all clouds in the sample.
For non-uniform velocity dispersion profiles correction factors also
exist (Miville-Deschénes et al. 2017), but these are of the order of
5 per cent for the diffuse parts of the cloud and non-existent for
the dense part (see Appendix E). Fig. 12 reveals that ~ 85 per cent
of 13CO-based measurements, and 100 per cent of the N,H"-based
measurements have o, < 2.5.

Virial ratios as estimated here only include the kinetic and
gravitational energy volume terms of the virial theorem. However,
the surface terms can also be important to consider when evaluating

MNRAS 525, 2935-2960 (2023)
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Figure 12. Violin plots of the virial ratios obtained on the largest scales in
both NyH(1-0) (magenta) and '>CO(1-0) (green), along with that obtained
by Miville-Deschénes et al. (2017) in 12C0o(1-0) (yellow) for the same
sample of clouds. Each violin plot is located, along the x-axis, at the median
radius value of each group. The median virial ratio value for each group is
represented by a coloured circular symbol with a black edge, while the 16th
and 84th percentile ranges are represented by vertical solid black lines. We
have also overplotted the corresponding individual measurements as coloured
circular symbols. The horizontal black dashed lines show virial ratio values
avir = 1 while the shaded area show the region of energy equipartition for
density profile indices between y = 1 and y = 2.

whether a piece of molecular gas is gravitationally bound or not. Dib
et al. (2007) showed that, in the context of magneto-hydrodynamical
simulations of turbulent molecular clouds, the surface kinetic energy
of cores can be as large as its volume counterpart and be responsible
for tearing them apart despite having, sometimes, virial ratios
consistent with being self-gravitating. By applying a similar approach
to their own simulations, Weis et al. (2022) also showed that clumps’
surface terms can be significant and even govern their dynamical
evolution, although clumps that are dense and massive enough to
form cores have dominant volume terms and mostly self-gravitating
virial ratios. Measuring the surface terms of observed clumps is, in
practice, impossible since one only gets to measure cloud properties
once projected onto the plane of the sky. However, by measuring
virial ratios at different radii within clouds we ensure that the surface
kinetic energy at a given radius becomes part of the volume kinetic
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Figure 13. Distributions of virial ratios as estimated by Miville-Deschénes
etal. (2017) for the 24 clouds presented here (blue histogram) and their entire
cloud population (orange histogram).

energy at larger radii. As a result, virial ratio profiles of unbound
clouds with large surface kinetics energy terms should exhibit self-
gravitating virial ratios only at a minority of radial points. Hence,
the fact that the observed virial ratios of our clump and molecular
cloud sample are consistently below 3 across a large range of spatial
scales (see Fig. 12) strongly supports the idea that the vast majority
of the molecular clouds, if not all, is self-gravitating from tenths of
a parsec up to several tens of parsecs.

How does this fit with studies such as that of Miville-Deschénes
et al. (2017, MD17 hereafter), claiming that most molecular clouds
are unbound? In order to answer that question we searched for the
MD17 counterparts of all 24 molecular clouds from our sample and
compared the distributions of the virial ratio (as estimated by MD17)
to the entire MD17 cloud population. Fig. 13 shows that our 24 IRDC-
hosting molecular clouds are amongst the most gravitationally bound
clouds from the MD17 sample, oversampling the low virial ratio tail
of the distribution. So the fact that all the clouds studied in the present
paper are gravitationally bound is not in contradiction with the MD17
results. We also notice that the virial ratio values plotted in Fig. 13
and estimated by MD17 are larger than those we have estimated
ourselves for the same sample of clouds. This difference could be
real as MD17 computed their cloud properties from a lower gas
density tracer, that is >?CO(1-0), or it could be due to systematics in
the way properties are calculated. We investigated this by reporting

2949

the MD17 values of radius, mass, velocity dispersion, and virial
ratio for all 24 clouds and added them to our observational profiles.
Fig. 14 (transparent orange circular symbols) shows an overall good
agreement between out data points and those from MD17. However,
while the radii reported by MD17 are larger, the masses are very
similar to those we report on smaller radii. The much larger angular
resolution of the data used by MD17 (i.e. 8.5 arcmin) means that their
radii (and thus virial ratios) might be artificially increased compared
to the values derived here by us. However, since '2CO(1-0) is a lower
density tracer than '*CO(1-0), we do expect the MD17 counterparts
to have larger radii. This therefore suggests that either we have
overestimated our masses or MD17 have underestimated their '2CO
masses. In MD17, they used a standard Xco = 2 x 10%cm™2 (K
km~")~! factor to convert integrated '>CO intensities into H, column
densities. As Barnes et al. (2015) showed, this standard conversion
factor typically underestimates column densities by a factor of ~2 for
resolved molecular clouds. Taking into account this change in Xco
would put the MD17 masses more in line with ours (see Fig. 14 yellow
circular symbols). In addition to this mass correction, one can wonder
whether one should apply one to velocity dispersion measurements as
well. Indeed, '2CO(1-0) is typically optically thick above H, column
densities of few 10%° cm™2, which means that mass and velocity dis-
persion measurements could be overestimated and underestimated,
respectively. The effect on the velocity dispersion though is probably
only of the order of 20 per cent (e.g. Hacar et al. 2016), but as the result
of the o dependency of the virial ratio, a small correction factor on
the velocity dispersion can lead to a significant difference on the virial
ratios. However, as it can be seen in Fig. 14, the velocity dispersion
measurements obtained by MD17 are in good agreement with ours,
and we therefore do not believe that there is a systematic underesti-
mation of '>CO velocity dispersion for the clouds we are looking at.
The corresponding distribution of virial ratios has also been reported
on to Fig. 12 showing that 85 per cent of the '2CO-based virial ratio
measurements are below 2.5, which is identical to the '*CO-based
virial ratio measurements. Overall, Figs 14 and 12 show that even on
scales of 100 pc, the vast majority of clouds from our sample have
virial ratios that are consistent with being self-gravitating.

5.2 Larson’s, Solomon’s, and Heyer’s relations

Probably one of the most influential studies on the observational
characterisation of dynamical state of molecular clouds is that by
Richard Larson in 1981. In that study, they found, mostly from
using 3CO(1-0) data from the literature at the time, that the
averaged cloud properties follow a number of relationships such

QY w . 10! o
~6 - -, ]
£ $O kel NN
X +— > )
| Cg 5 Lo - \
'_Lan 7":,’ O @ 'glo0 E = 3\ &fc
—2 7 o > l
S g °
>
10° ot 102 102 1Q° 0! 102
Radius ]('pc) Radius %pc) Radius %pc)

Figure 14. The profiles are the same as those presented in the upper row of Fig. 7. In addition, we have added the '2CO(1-0) data points as presented in MD17
(transparent orange symbols) and once corrected by a factor of 2 in mass (yellow symbols). The blue dashed-lines show Larson’s laws.
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Figure 15. The profiles are the same as those presented in the upper row of Fig. 7, only restricted to the 12 clouds in common with HO9. In addition, we
have added the H09’s measurements for these 12 clouds, for both radii measurements. We also overplot Larson’s relations as dashed blue lines, and Solomon’s

size-velocity dispersion relation in the middle panel.

that: oo with 8 = 0.38, and pocr™” with y = 1.1. A third
relation, consequence of the first two, is that molecular clouds have
virial ratios close to unity and ayyoxr—® with § = 0.14. Larson’s
size—velocity dispersion relation has been interpreted as an evidence
for turbulence-regulated gas dynamics, since 8 = 1/3 is what one
expects for incompressible Kolmogorov-like turbulence. However,
these relations have later been revised by Solomon et al. (1987, S87
hereafter) who found a steeped size—velocity dispersion relation with
B =~ 0.5. They suggested that such index is the direct consequence
of the virialization of individual molecular clouds at nearly constant
mass surface densities. Heyer et al. (2009, HO9 hereafter) reanalysed
S87 cloud sample using '*CO(1-0) GRS data and determined that,
even though cloud properties are compatible with being in virial
equilibrium at all radii, the change in the internal mass surface density
of clouds result in a different size—velocity dispersion relation to that
proposed by Larson’s and Solomon’s.

Finding out how our study compares to those mentioned above
and understanding where the differences come from is fundamental
if one wants to settle the question of the dynamical states of molecular
clouds. Interestingly, half of our cloud sample (12/24) is common to
both HO9 and S87’s samples, and since H09 used the same '*CO data
we use here, one can make a direct one-to-one comparison. The first
property we compare is the distance used for all 12 clouds. As it can
be seen in Fig. F1, for half of the clouds the distances match, while
for the other half they do not. The latter group of clouds have been
assigned the far distance by S87 and HO9. Even though they have
recalculated the kinematics distances, H09 have kept the near/far
distance ambiguity solutions provided by S87. Looking in detail,
these 6 clouds with far distances have been assigned so based on
the fact that (i) they best fit the S87 size versus velocity dispersion
relation and (ii) they best match the scale height of the molecular layer
for that position and velocity range. These are both very questionable
criteria. All clouds here host IRDCs, and it has been shown that
90 per cent of IRDCs are located at the near distance (Ellsworth-
Bowers et al. 2013). This would suggest that maybe one of the 12
clouds presented here is indeed at the far distance, but it is very
unlikely that the 6 are. In the rest of the comparison, we set the
distance to all 12 clouds to that we give in Table 1.

Fig. 15 compares the profiles of the 12 clouds as we measured
them with HO9’s measurements (after distance correction). In HO9,
each cloud has two measurements taken at different radii, both
measured using '*CO. The cyan symbols represent the large scale
measurements and the yellow symbols the small scale ones. Com-
pared to our measurements of the same clouds, we can see that,
at large radii, both HO9’s masses and velocity dispersions tend to
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be underestimated. On small scales though, the masses are similar
but the velocity dispersions are overestimated. Before interpreting
these discrepancies, one needs to understand the differences in the
measurements themselves. For the large-scale mass measurements
HO9 used the original rectangular boxes that S87 used to measure
their own masses. Those boxes where defined based the location and
extent of the '>?CO(1-0) emission peaks derived from low-resolution
high-noise maps. Fig. 16 show three representative examples of such
boxes overlaid on top of the cloud column density images. One can
see that, with the exception of the biggest clouds, the boxes do not
match the cloud morphologies, sometime missing the column density
peaks, and often covering regions where no, or little, column density
is present. The net impact of this is, for a given effective radius
(defined as the radius of the disc having the same area as the box),
the mass is heavily underestimated. This problem mostly disappears
for small-scale mass measurements as HO9 have for those used the
contours of the column density maps (as we did). Regarding the
velocity dispersion measurements on small scales, HO9 overestimate
them as a result of the same projection effect that is responsible for
overestimating our own '*CO velocity dispersion measurements. On
large scale, H09 underestimates the velocity dispersion most likely
because of the unadapted velocity window used to compute their first-
order moment. However, we cannot test this since velocity windows
used for the integration by HO9 are not provided.

One particular plot that has been used by H09, and many others
since, to support the picture of virialized clouds on all scales is
one that plots the mass surface density X, of the clouds versus
the parameter p = o,/+/R. On the left-hand panel of Fig. 17 we
reproduced the figure from HO9, the clouds in common with our
studies being highlighted with different colours (cyan and yellow)
and with black edges. In this panel, it is quite clear that the large-
scale data points (the blue squares) are at lower mass surface densities
than the small-scale points (orange). The distribution of these points
stretch across more than two orders of magnitude along lines of
constant virial ratios between 1 and 3. On the same figure, the right-
hand panel shows the same quantities for the common sample of
clouds with properties as derived in this paper (here we used the
values displayed in Table 2). We can see that the large-scale points
(green) completely overlap with the small-scale points (magenta).
When compared with Heyer’s quantities for the same clouds we
see that the spread is reduced by one order of magnitude. This is a
direct consequence of the measurement biases explained above. In
fact, whether we look at the large-scale measurements obtained on
scales of 20-60 pc or measurements obtained on scales between
1.5 and 5 pc, the data points are located within a very similar
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Figure 16. Colour and contours are the 13CO-based Hy column density images of three of our clouds that are in common with H09’s sample. The white dashed
boxes show the area used by HO9 to derive the large-scale masses represented as cyan symbols in Fig. 15.
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Figure 17. Heyer’s plots (left): measurements from HO9 on large (blue) and small (orange) scales. The points highlighted in cyan and yellow with black edges
are those clouds in common with our sample; (right): Measurements from our study on large (green) and small (magenta) scales. The clouds in common with
HO09’s sample are highlighted with light green and pink symbols with black edges. On each panel, the ellipses show the 1o, 20, 3o ellipses for each distributions,
where o is the standard deviation. Lines of constant virial ratios of 1 and 3 are shown as black dashed lines.

area of the plot. This is a direct consequence of the density profile
of the clouds being close to pocr™! on those scales and velocity
dispersion profiles close to o ocr’>. We also notice the quasi-absence
of points below a 100 Mg/pc2. As noted by Schruba, Kruijssen
& Leroy (2019), molecular clouds with lower mass surface density
are non-self-gravitating. As our comparison with the MD17 virial
ratio distribution shows, we are here biased towards the most self-
gravitating clouds of the Milky Way population, it is therefore
consistent to have nearly no measurements with mass surface density
below 100 Mo/pc2.

5.3 Clump mass surface density versus

In their study of a sample of 29 clumps, Traficante et al. (2020) found
that the velocity dispersion profile index B depends on the clump
mass surface density. In that study, they determined that clumps
at higher mass surface density (and mass) tend to have shallower
velocity dispersion profiles (i.e. lower B values) than low mass
surface density clumps. The conclusion from that study was that
the kinematics of high mass surface density clumps is dominated by

gravitational collapse leading to a departure from Larson’s relation,
believed to be driven by turbulence.

Fig. 18 (top row) shows the velocity dispersion measurements
obtained on the largest clump and cloud scales (Table 2) for each
clump—cloud pair. Those measurements are obtained using the
multiple Gaussian fit method. Clumps have been categorized into
three groups according to their mass surface density following similar
ranges as in Traficante et al. (2020). The median 8 values given in
each panel indicates that there is no significant difference between
the three groups. However, the way Traficante et al. (2020) have
measured their velocity dispersion is different to what has been done
here when using the Gaussian fit method. The main difference resides
in the fact that they have performed a pixel-by-pixel analysis of
the '3CO(1-0) cube, by first clipping low signal-to-noise voxels,
and then performing a second moment integration. As a result,
the low intensity wings that we do detect, because of the spatial
averaging, and fit are not represented in their velocity dispersion
measurements. The closest velocity dispersion measurements we
have made to those quoted in Traficante et al. (2020) are those
obtained with our peak method (see Appendix B). As it can be
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Figure 18. Velocity dispersion profiles using only the measurements obtained on the largest clump and cloud scales (i.e. those quoted in Table 2). Clumps

have been categories in three groups according to their average mass surface densities, each panel corresponding to one of those groups, with the range of

corresponding mass surface densities being indicated. The top row corresponds to velocity dispersion measurements obtained from Gaussian fitting, the bottom
row corresponds to velocity dispersion measurements obtained using the peak method. Measurements from one clump-cloud pair are linked by a dashed black
line. The median B value, i.e. B, and the corresponding 16th and 84th percentiles are indicated in each panel.

seen in Fig. 18 (bottom row), using those peak velocity dispersion
measurement does change the picture. Now we do see, albeit small
number statistics, the same trend as that observed by Traficante
et al. (2020), that is the highest mass surface density clumps have
shallower velocity dispersion profiles. The main reason for the
change in the median 8 value is the decrease of the cloud-scale
velocity dispersion measurements when using the peak method
(see Appendix B).

This leaves us with two possible interpretations regarding the
differences observed between the two rows of Fig. 18. The first
one is that the high velocity wings that we fit using our multiple
Gaussian fitting are unrelated to the clouds and that this method tends
to overestimate the '*CO(1-0) velocity dispersion measurements.
Note, however, that this overestimation would mostly be towards
high-mass surface density clumps since the low-mass ones (right-
hand panels) remain mostly unchanged between the two methods.
But if the high velocity wings were to be unrelated to the cloud of
interest then there is no reason why one should observe a correlation
between their presence and the clump mass surface density. The
second interpretation is that those high-velocity wings are truly
associated with the clouds, and therefore the trend observed by
Traficante et al. (2020) between S and the clump mass surface
density is an artefact originating from their non-detection. While,
in our view, this is the most likely interpretation, the comparison
between the two methods still shows an interesting result in that
high-mass surface density clumps preferentially have parent clouds
with highly complex kinematics. Whether complex velocity fields
within molecular clouds are required for the formation of high-
mass surface density clumps, or whether high-mass surface density
clumps and their associated stellar feedback are responsible for
generating complex velocity fields on larger scales remains to be
understood.
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5.4 Dynamically decoupled clumps

As the comparison of our observed profiles and spherical models
have shown, the discontinuity in the observed velocity dispersion
profiles is most likely the result of the combination of projection
effects and a genuine change of the velocity dispersion profile index
from B 2~ 0.5 on large scales to 8 2~ 0 on small scales. However, one
can wonder how sensitive the observed velocity dispersion profiles
are to the exact value of § as the clumps only have a limited number
of angular resolution elements in them. To test this, we built spherical
models of varying 8 index in order to set some constraints on the
range of values compatible with our observations. Fig. 19 displays the
observed clump-scale velocity profiles along with different spherical
models. Each panel corresponds to models of the same mass and
radius, but with different velocity dispersion profiles. One can see
that the different profiles are better resolved for the largest clouds,
as expected. With this models in hands, it is also clear that | 8| < 0.2
in all clumps, confirming the fact that the clump velocity dispersion
profiles are flat and significantly different from Larson’s profile.
The velocity dispersion discontinuity observed in Fig. 7 between
the N,H*(1-0) and the '3CO(1-0) measurements is, according to our
models, the result of foreground/background layers of low-density
and high-velocity dispersion gas that contaminate the '3CO(1-0)
velocity dispersion measurements at small radii. If this interpretation
of the observed profiles is correct, measuring the gas velocity
dispersion with a line emission that traces intermediate gas densities
should bridge, to some extent, the observed velocity dispersion
discontinuity. To test this conjuncture, we used the CHIMPS '3CO(3—
2) survey data (Rigby et al. 2016). Indeed, being a higher transition
line, 13CO(3-2) is optically thinner and less extended than '*CO(1-
0), making it a good tracer of intermediate gas densities. However,
only eight of our clouds have been covered by CHIMPS, amongst
which one shows clear sign of self-absorption and has therefore
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Figure 20. Velocity dispersion profiles of a subsample of 6 clouds. The
magenta and green lines are the same of those plotted in Fig. 7 for those 6
clouds. The blue lines show the velocity dispersion profiles obtained from
CHIMPS '3CO(3-2) emission.

been discarded. Fig. 20 shows the velocity dispersion profiles of 6
of the 7 remaining clouds (one has been left out for a matter of
figure readability). The 13CO(3-2) line has been fitted following the
exact same procedure as for the '*CO(1-0) line. On this figure, we
can see that the >CO(3-2) velocity dispersion systematically lies at
intermediate values between that of the other two tracers. Also, in
most cases, the '3CO(3-2) profiles nicely make the bridge between
the denser and more diffuse gas. Altogether, these profiles further
support our interpretation that clumps are dynamically decoupled
from their parent molecular clouds. A sudden change in the velocity
dispersion profile of the gas has been previously observed on core-

scale, i.e. ~0.1 pc (e.g. Pineda et al. 2010). Whether or not this
core-scale transition to coherence has the same physical origin to the
proposed clump dynamical decoupling remains to be shown.

As discussed in Section 5.1, the majority of the clouds studied here
are consistent with being self-gravitating on all scales. This means
that the observed change in the velocity dispersion profiles is unlikely
to be the result of the gas switching from a non-self-gravitating
state to a self-gravitating state. When a cloud is self-gravitating, it
can only be in two states: either it is collapsing, or in quasi-static
equilibrium. One possibility would be for instance that the clouds
from our sample, as proposed by Vazquez-Semadeni et al. (2019),
are collapsing on all scales. However, the collapse in these models
is scale free, with no transition regime at any scale. It is important
to note though that protostellar outflows (e.g. Duarte-Cabral et al.
2012; Hsieh et al. 2023) are not included in such simulations, and
could play a role in generating a change in the velocity dispersion
profiles of collapsing clouds. It could also be that, as the specific
angular momentum increases during the collapse, clumps become
somewhat supported by rotation (e.g. Lee & Hennebelle 2016).
However, this seems incompatible with a steeper clump density
profile, and no systematic observation of rotation motion is observed
in these clumps (Peretto et al. in preparation). A third and preferred
possibility is that clouds are stable on the largest scales and that
they collapse on clump scale. Indeed, both density (y = 2) and
velocity dispersion profiles (8 = 0) derived from our 1D modelling
of the clumps are asymptotic solutions to a spherical isothermal non-
free-falling collapsing cloud with initial uniform density (Larson
1969; Penston 1969), and as noted by these authors the self-similar
nature of the solution means that it may apply to any structure (i.e.
protostellar core, clump, cloud). Note however that what we observe
is the velocity dispersion profile and not the infall velocity profile.
Even though we do expect a relationship between the two, it is
not clear whether both are expected to have the exact same index.
Through recent analytical models, although with different settings,
both Li (2018) and Gémez, Vizquez-Semadeni & Palau (2021) show
that y = 2 naturally arises from the gravitational collapse of cores
and clumps. There is also now plenty of evidence for clump collapse
and clump accretion (e.g. Peretto, André & Belloche 2006; Peretto
etal. 2007; Schneider et al. 2010; Peretto et al. 2013, 2014; Traficante
et al. 2018; Williams et al. 2018; Barnes et al. 2019; Schworer et al.
2019; Peretto et al. 2020; Anderson et al. 2021; Rigby et al. 2021;
Bonne et al. 2022; Zhou et al. 2022; Xu et al. 2023). A possible
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Figure 21. Same as Fig. 17 with the addition of all measurements made
from NoH*(1-0) (purple lines). The shaded area shows the region of energy
equipartition for density profile indices between y = 1 and y = 2.

agent that might be able to stabilise the clouds on the largest scales
is stellar feedback. For instance, in Watkins et al. (2019), it has been
shown that stellar feedback from embedded O stars does not impact
much the dynamical properties of the dense gas that has already
been assembled, but does clearly modify the structure of the larger
scale clouds. This is compatible with the observed change in velocity
dispersion profiles presented here. Even though most clumps in our
study do not have any embedded H 1I regions associated with them,
injection of momentum and energy within the more diffuse cloud
could come from nearby sites of massive star formation. A picture
in which gas collapses on clump scale while being supported by
turbulence on larger scales is consistent with the model proposed by
Li (2017).

Another possible agent that could stabilize the cloud is magnetic
field. An increasing number of studies suggest that magnetic fields
are dynamically important/dominant in the low-density regions of
molecular clouds. A transition in the relative orientation between
magnetic field and the density gradients of interstellar structures has
been interpreted as evidence for a change in the dominant energy
source, from magnetic energy on large scale to gravitational energy
on clump scale (e.g. Soler et al. 2013; Chen, King & Li 2016; Planck
Collaboration XXXIII 2016a; Planck Collaboration XXXV 2016b;
Soler et al. 2016; Tang et al. 2019; Arzoumanian et al. 2021). In
Vela C, Fissel et al. (2019) determined that this change of relative
orientations occur at a number density of 7 ~ 10° cm™3. The change
in the velocity dispersion profiles we observe in our sample could
then be the dynamical counterpart of that ‘magnetic’ transition. Fig.
21 shows the same plot as in Fig. 17 in which the largest cloud scale
measurements and all the clump scale measurements are shown. On
that plot it becomes obvious that clumps behave differently than
their parent clouds. The clump mass surface densities increase over
two order of magnitudes along lines of constant virial ratios except
towards the most central points where p and the virial ratios increase.
To our knowledge no theoretical equivalent to the plots we are
producing here exists. However, a scenario in which parsec-scale
clumps are collapsing while their parent molecular clouds are in
quasi-static equilibrium seems to intuitively match what we see.

An important aspect of Fig. 7 is the relatively large range of
velocity dispersion profile indices on cloud scale (the green lines).
They range from being flat 8 ~ O to relatively steep 8 > 0.5. The
fact that molecular clouds of several 10* Mg on tens of parsec-
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scale may have velocity dispersions that are barely above 1 kms™!

clearly shows that Larson’s relation is just a statistical average over
clouds of very different dynamical states. In fact, it is possible that
the range of velocity dispersion profiles correspond to different
evolutionary stages in the formation and evolution of molecular
clouds and clumps within. Any scenario that attempt to explain the
dynamical decoupling of clumps needs to do so in the context of this
observed variety of large-scale velocity dispersion profiles.

6 SUMMARY AND CONCLUSION

We performed the analysis of 27 IRDC embedded within 24
molecular clouds. We computed the mass, velocity dispersion, and
virial ratio profiles of each of them using three different data sets:
Herschel-derived H, column density maps, GRS 3CO(1-0)-derived
H, column density cubes, and NoH*(1-0) data cubes. The combi-
nation of these data allowed us to probe both the dense and diffuse
parts of the clouds, with radii from ~0.2 pc up to ~30 pc. Using 1D
power-law models we can explain the origin of the different features
observed in those profiles and we conclude that (1) the vast majority
of cluster-forming molecular clouds are consistent with being self-
gravitating on all scales; (2) the diffuse part of the cloud has a shallow
density profile (y ~ 1) that steepens (y ~ 2) in the densest parts on
a couple of parsec scale; (3) the velocity dispersion profile switches,
for most clouds, from B ~ 0.5 in the diffuse part of the clouds to
B ~ 0 in the denser parts. We discuss the possible interpretation
of such a decoupling of the clumps from their surrounding cloud
and conclude that the observations are best explained by a universal
global collapse of dense clumps embedded within stable molecular
clouds, even though we cannot completely rule out a scenario in
which the entire cloud collapses, with small-scale feedback, such as
protostellar outflows, impacting the gas kinematics on clump scales.
We also notice that the velocity dispersion profiles on molecular
cloud scales (i.e. >2 pc) show a large variety of 8 values, some very
far from the standard Larson’s relation, which might be linked to
their evolution since the time of their formation.

Understanding the origin of the observed low star formation
efficiency (SFE) in molecular clouds is one of the main goals
of star formation research. A low SFE involves a scale/density-
dependent dynamical state of the gas in which most of a cloud mass
is not directly involved in the formation of stars. Observationally,
the existence of a star formation threshold has been discussed
in the context of the study of nearby star-forming clouds (e.g.
Heiderman et al. 2010; Lada, Lombardi & Alves 2010; Pokhrel
et al. 2020). However, so far, no studies has searched for direct
evidence of a transition regime in the dynamical properties of the gas
within individual molecular clouds. The work presented here clearly
suggests that such transition regime does exist. Because parsec-scale
clumps are believed to be the direct progenitors of star clusters
(e.g. Krumholz, McKee & Bland-Hawthorn 2019), our results hence
suggest that star cluster formation is not a scale-free process.

Our results also carry a number of key questions and implications.
First, we here do not explain what the trigger of the clump collapse is,
whether it is the result of a gravitationally instability or the diffusion
of magnetic fields, or any other mechanism. We also do not explain
what is the main agent that counter-balance gravity in the diffuse parts
of the clouds. These questions will have to be answered if one wants
to derive a comprehensive scenario for the formation of star clusters.
Also, one implication of our results is the fact that star formation
is likely to be mostly confined to these parsec-scale collapsing
clumps. Therefore their properties define the initial conditions for
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cluster formation, and understanding the link, on one side, between
the properties of clumps and that of their associated protostellar
population, and on the other side, between the global population of
Galactic clumps and the star formation rate and efficiency of the
Milky Way remains a fundamental challenge.
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APPENDIX B: VELOCITY DISPERSION:
METHOD COMPARISON

In addition to the Gaussian fits presented in the paper, we also tested
two other methods that are often used in the literature. The first of
those is a traditional moment method, referred to as moments in this
appendix, for which we compute the zeroth-, first-, and second-order
moments within a given velocity interval. The zeroth-order moment
is used to compute the mass. The first- and second-order moments are
used to compute the velocity dispersion. The velocity intervals are
determined by eye and are defined so that the cloud main component
and any overlapping emission from overlapping clouds, in velocity
space, are included (see Fig. B1 for an example). The second method
we tested, referred to as peak in this Appendix, is based on the FWHM
of the column density spectrum peak. The velocity dispersion is
taken as FWHM/2.35, and the velocity interval over which the mass
is calculated is taken as eight times the dispersion, and is centred in
a way that matches the asymmetry of the peak velocity with respect
to the FWHM velocity interval (see Fig. B1). To obtain the mass we
just integrate the spectra over that velocity range.

Fig. B2 compares the resulting masses, velocity dispersions, and
virial ratios as obtained for the three methods (Gaussian fit, moment,
and peak). The top row shows the comparison between the Gaussian
fit and peak methods, while the bottom row shows the comparison
between the Gaussian fit and the moment method. This shows that,
as far as the masses are concerned, the method used does not make
much of a difference, and the reason is that most of the mass is
located within the central few channels that are covered by all three
methods. The main differences between the methods are related to
the estimate of the velocity dispersions. One can see that the peak
method nearly systematically produces lower velocity dispersions
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Figure B1. Examples of 3CO-based H, column density spectra for SDC18.624-0.070 in black. The multi-Gaussian fits are shown as thin yellow lines, the
shaded green area corresponds to the components we believe are associated with the cloud. The velocity intervals for the Moment method are shown as vertical
orange ticks, while the velocity intervals for the peak method are shown as vertical red ticks.
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Figure B2. Comparing cloud properties using different methods for estimating the velocity dispersion of 3CO(1-0). In the top row we compare the Gaussian
fit results on the x-axis, the method used in the rest of the paper, against the peak results on the y-axis. In the bottom row, the x-axes remain the same, but the
y-axis shows the moment results. The black dashed lines represent the one-to-one relationships, and each colour corresponds to a different cloud, each cloud

having a number of measurements taken at different radii.

than the Gaussian fit method. This is expected as that method only
focusses on the central peak of emission and will therefore exclude
any large velocity dispersion wings that might be present. The results
of the peak method are similar to what we would get by fitting the
spectra with single Gaussians. When comparing the moments results
to those of the Gaussian fits one can see that they are, overall, in
broader agreement, even though the moment method tend to produce
larger velocity dispersions for some clouds. Those are the clouds
for which a spectrally overlapping components has been excluded
from our Gaussian fit results but included within the moment one
(as for SDC18.624—0.070 presented in Fig. B1). The virial ratios
differences are a direct consequences of the differences observed in
the velocity dispersion measurements, leading to virial ratios than
can be as high as ~50 in some cases when using the moment method
and as low as ~0.1 when using the peak method.

For completeness, we also plot the mass, velocity dispersion,
and virial profiles as obtained for both the moment and peak
methods (see Fig. B3). As expected from our previous discussion,
the main differences lie in the velocity dispersion profiles, whereby
the moment method produce a larger discontinuity between clump
and cloud scales, while the peak method makes the discontinuity less
prominent. However, as our models show (Figs 9 and 10) for shallow
cloud density profiles as those observed (i.e. y < 1.5) significant
velocity discontinuities are expected, which indicates that the peak
method is likely underestimating the true gas velocity dispersion.

Overall, we believe that the Gaussian fits method provide better
results than any of the other two as it allows to include large velocity
dispersion wings and exclude, at the same time, components that we
know are not physically related to the cloud of interest. It is definitely
the best method to measure the velocity dispersion of '*CO clouds.
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Figure B3. Same as Fig. 7 but with the mass and velocity dispersion estimated via the peak (top) and moment (bottom) methods.

APPENDIX C: THE N;‘:%; =0 CASE

In this Appendix, we quantify the impact of not removing a back-
ground column density on the clump-scale mass profile, effectively
setting N;‘;’;’; = 0. Fig. C1 shows the corresponding mass profiles.
One can see that the profiles, as expected, appear a lot more
continuous than when a background is removed. Interestingly, there

0% 10!
Radius (pc)

Figure C1. Same as the mass profiles displayed in Fig. 7 but for the
case where N;dg}?+ = 0 (i.e. no background subtraction for the clump-scale
masses). The three black dashed lines show three i, =2 and y oy = 1 models
of three different masses and external radii. These models are not convolved

in order to maximise the visibility of the slope change.

MNRAS 525, 2935-2960 (2023)

is no obvious change of mass profile slope, which seems to be in
apparent contradiction with our previous claim that clumps have a
steeper density profile than their parent molecular cloud. In order
to check whether or not we would be able to observe such a slope
change, we produced a series of three models (see Section 4) with
Yin = 2 and Yo = 1 of different masses. Those three models are
represented as black dashed lines in Fig. C1. These models clearly
show that as a result of line-of-sight mass contamination one is
unable to observe any significant change in the mass profile slope,
i.e. the measured mass at clump scale is dominated by the cloud-
scale foreground/background mass (see also Fig. 11). Therefore, the
apparent contradiction is not one, and background subtraction is
necessary if one wants to evidence any change in the radial density
profile power-law index.

APPENDIX D: MODELS OF BIJECTIVE MASS
AND VELOCITY DISPERSION ESTIMATES

Here, we describe how we built the projected version of the spherical
models presented in the paper.

First, let us consider a sphere of radius with the following the
following density profile:

N\
p(r) = po (*) , (D1)
ro

where r( and pg are normalization constants. Then the enclosed mass
within radius r, meq(r), is given by

r -v
Mrea(r) = / o0 <i) dmrdr, (D2)
0 ro
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Figure D1. Sketch illustrating the definition of the different variables.

3-y

3—-y

mreal(r) = 4ﬂporg (DS)
Now we need to derive the observed mass, mgp(r), derived from
the observed column density map using the bijection method. The
column density is obtained by

Ny =2 / ™ oz, (D4)
0

where b is the impact parameter, equivalent to the projected radius,
z is the distance along the line of sight from the tangent point of
the sphere of radius b, and zy,y is the maximum distance along the
line of sight from the tangent point to the edge of the cloud. Fig. D1
summarizes these different variables. The variable z can be expressed
as

z=r?—b2, (D5)

with its maximum value z,,,x being

Zmax = \/ Rgloud -, (D6)

where R.jouq 18 the cloud radius. Equation (D4) can then be written
as

Zmax
N(b) = 2por] / B +22) " dz. (D7)
0
The observed mass within a projected radius b = r is given by

Maps(r) = 270 / | N)bab. (D8)
0

Equation (D7) can be solved analytically for some specific values
of y, but can easily be solved numerically for any value of y as long
as0 <y <3.

Now, let us consider that the same sphere has the following velocity
dispersion profile:

\7*
o(r) =0y (E) ; (D9)

where o is a normalization constant. The corresponding mass-
weighted velocity dispersion is given by

" 47tr2d
Ereal(r) = w» (DIO)
mreal(r)
4 y—B 3—y+B
O real(r) = 900" : . D11)
mreal(r) 3 - 14 + /3

Now, the observed velocity dispersion & o iS given by

N®)

Equation (D13) can easily be numerically integrated for different
combinations of 8 and y values. Note that here, we derived the
expression of T ohs(r) and mens(7) in the case of single power law
profiles, but, when extended to broken power laws, the expressions
becomes longer as one integration has to be made for each part of the
profile. The logic behind it being the same as for single power-law
profiles, we will not derive their expressions here.

APPENDIX E: IMPACT OF NON-UNIFORM
VELOCITY DISPERSION PROFILES ON THE
VIRIAL RATIO PARAMETER

As noted by MD17 the non-uniformity of the velocity dispersion
within clouds impact their virial ratio estimates. Here, we show the
derivation of the corresponding correcting factor, noted a3 in MD17.

The kinetic energy of a spherical cloud of radius R, density profile
p = p(R) (%)7}/, and velocity dispersion profile o (r) = o (R) (%)ﬂ
is given by

3 24,2
E.(r)= E/ p(r)o(r)y4mnr-dr, (E1)
0
2 py—28
E.(r)= 67_[—)0(R)(7(R) R Py (E2)
3428—vy

Note that here we chose ry = R as it will simplify the calculations.
In equation (E2), p(R) and o (R), the density and velocity dispersion
at radius r = R, are not observable quantities. But p(R) and o(R) are
the average density and mass-weighted velocity dispersion within
radius » = R. One therefore needs to derive the relation between
p(R), o(R) and p(R), a(R) in order to sub-in the former within the
equation of kinetic energy. For the density, we have

R 2
- p(r)dmr=dr
p(R) = Jo AT (E3)
Jo Amr2dr
3
p(R) = /O(R)37- (E4)
-Y
For the velocity dispersion, we have
R 2
47tr=d
&(R) = Jo o @p@mridr (;(r)p (r)dmr-dr (ES)
Jo p(rAmr2dr
3
5(R) = J(R)ﬁ. (E6)

We can now sub these expressions in the equation of kinetic energy
for r=R:

o B+B—y)
Ex(R) = 2mp(R)T(R)*R3 , E7
(R) = 2tp(R)T(R) G- G128 (E7)
3 B+B—y)
E.(R) = = Mo (R)? . ES
«(R) 5 o( )(3_]/)(3+2ﬂ_y) (E8)

The correction factor on the kinetic energy a; (keeping the same
notation as in MDI17) resulting from the non-uniform velocity
dispersion is therefore given by

_ GHB—yP
G=yB+28-7)
25

For B = 0.5 and y = 1, we obtain a correction factor a3 = 33,
which is basically negligible. This is quite different to the correction

(E9)

as
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factor evaluated by MD17, which gives a; = % for the same power-
law indices. After exchanging with the authors, it has been found that
MD17 wrongly assumed that the observationally measured velocity
dispersion was o (R) as opposed to o (R). This mistake leads to the
differences in the estimated correction factors highlighted here. Since
as is close to unity, we did not take it into account in the virial ratio
estimated presented in this article.

APPENDIX F: PROPERTIES COMPARISON
WITH H09

In Fig. F1, we present the comparison of kinematics distances
between this paper and Heyer et al. (2009). One can see that for
half the clouds we have in common with H09, the distance differ.
The reason is that we opted for the near kinematic distances for all
of our clouds, while they opted for the far kinematic distance for

Y 10
~ 84 7,
o 7/
Q 7’
©
o 6 7 /
2 4- /‘ ® o
] ..
Y &
Y _ /
c 2 P
g y
A 0 T T
0 5 10

Distance H09 [kpc]

Figure F1. Distance comparison for the subsample of 12 clouds common to
our study, i.e. y-axis, and that of Heyer et al. (2009), i.e. x-axis.

Velcoity dispersion [km/s]

T T
107t 10° 10t 102
Radius [pc]

Figure F2. Radius versus velocity dispersion for all Heyer et al. (2009)
measurements. The blue symbols show the measurements done within the
original boxes from Solomon et al. (1987). The yellow symbols show the
measurements made within the half-power isophot of the column density
peak within that box. The 12 clouds that are in common between our and
Heyer’s study are shown as yellow and cyan symbols. The dashed and dot—
dashed lines show the Larson’s and Solomon’s relations.

a significant fraction of their sample. However, as justified in the
main body of this paper, it is more likely that all this IRDC-hosting
molecular clouds lie at the near distance.

In Fig. F2, we present all velocity dispersion measurements as
a function of radius from H09. As explained in the main body of
the paper, the blue points are cloud—size measurements, while the
yellow points are within the FWHM of the emission peak. The points
highlighted with solid black circle are those in common between HO9
and our sample. The dashed lines show L81 and S87’s relationships.
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