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Abstract

The uses for dielectric nanoparticles, in particular nanodiamond (ND), cover a wide
variety of fields including drug delivery and biomarkers in medicine. This is due to
the properties of ND, being non-toxic, mechanically hard, and offering facile func-
tionalisation chemistry. An important aspect modulating these properties is the
presence of sp2 hybridisation at the surface, which changes the surface chemistry
and the optical absorption properties. Treatments to reduce surface sp2 have been
developed, however, a non-destructive method to accurately measure the sp2/sp3
ratio of single NDs is lacking. This thesis presents such a method, determining this
ratio combining the optical microscopy methods of quantitative differential interfer-
ence contrast (qDIC), extinction, and photothermal microscopy.

By converting an optical phase gradient to an intensity change, DIC enables
the detection of dielectric nanoparticles. A method to determine the size of these
particles from DIC has been developed, for which a calibration has been carried out
using polystyrene beads of 100 nm radius. This showed the technique to be accurate
to better than 10% in volume, with the smallest detectable particles being limited
by background and shot noise. Measurements of milled nanodiamonds with nominal
sizes of below 50 nm, showed a nearly exponential size distribution with a mean size
of 28 ± 1.4 nm.

When illuminated, nanoparticles (NPs) cause attenuation of the transmitted
light due to scattering and absorption, the sum of which is the extinction caused
by the NP. A wide-field microscopy method by which the extinction cross section
of NPs can be obtained has previously been developed. Since pure sp2 samples are
absorbing under illumination by visible wavelengths, and scattering can be neglected,
measurements of the extinction cross section could be obtained.

Photothermal background has been shown to be present in stimulated Raman
scattering (SRS) measurements. The absorption of the Stokes beam causes a tem-
perature change, which by the formation of a thermal lens causes a modulation of
the pump beam, detected as stimulated Raman loss (SRL). Using this photother-
mal imaging on individual nanodiamonds, by using a Stokes wavelength which is
absorbed by surface sp2 and delaying the pump by a set time, photothermal signal
from the NDs can be used to determine the absorption by sp2. Correlative qDIC
measurements of the same nanodiamonds, along with correlative optical extinction
and photothermal measurements of a pure sp2 sample, allowed for quantitative de-
termination of the sp2/sp3 ratio of individual NDs. Investigations into NDs that
had been commercially purchased, and subsequently treated by a combination of
temperature annealing and acid etching to reduce the amount of surface sp2, were
carried out. It was found that the treatment procedure reduced the surface sp2
significantly, from up to 150% coverage (meaning a layer and a half of sp2 surface
coverage around the ND) when untreated to around 30% when treated. The small-
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est area of sp2 detectable using this technique was 52 nm2, corresponding to a full
surface layer coverage of a diamond with an edge length of 10 nm assuming cubic
geometry.

Similarly to NDs, carbon nanotubes (CNTs) also have a wide range of uses in
medical and biotechnology applications due to their tensile strength, and their elec-
trical properties. The electrical properties of a given CNT depend on a property
known as its chiral index. Techniques by which this property of individual CNTs
can be determined are available in the form of atomic force microscopy and Ra-
man spectroscopy, however these require specialised setups to carry out. While the
progress of work here was limited due to the Coronavirus pandemic, an investigation
to determine the best sample preparation procedure to deposit CNTs onto a cover-
slip ensuring the presence of individual nanotubes has been carried out. Subsequent
initial measurements of individual CNTs to determine their extinction cross section
using a wide field microscope were started. It was found that a nanotube concentra-
tion of 2µg/ml provided an adequate distribution of CNTs on the coverslip surface
such that individual nanotubes could be identified.

Given the respective properties of carbon allotropes such as NDs, making them
desirable in many applications, are heavily dependant on the structures of individual
NPs, it is important to have the ability to accurately characterise them prior to
use. Presented here is a method by which the surface sp2 content in individual
NDs can be measured using non-destructive techniques. This would allow for such
characterisation of samples prior to use, providing the ability to screen samples
which contain either too much or too little sp2 for a given application.
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Chapter 1

Introduction

1.1 Bulk Diamonds and Nanodiamonds

1.1.1 sp2/sp3 Structure and Formation

sp2 and sp3 hybridisation, when discussing carbon compounds, refer to graphitic and
diamond-like carbon, respectively. During the formation of carbon compounds, the
restructuring of the electron orbitals of carbon atoms gives rise to strong covalent
bonds. Carbon has the electron configuration 1s2 2s2 2p2, with the 2s and 2p
states being nearly degenerate, allowing mixing by a small perturbation. Mixing
the s and all three p orbitals results in sp3 hybridisation, with orbitals extended
in a tetrahedral geometry. Mixing only two of the three p orbitals creates Sp2
hybridisation, resulting in a planar triangular geometry. Therefore, sp3 hybridisation
results in four partially filled hybrid orbitals, while sp2 hybridisation results in three
hybrid orbitals with equal energy levels [1]. The process by which sp2 hybridisation
occurs requires one s orbital and two p orbitals, from which a σ-π bond is formed with
a bond angle of 120◦ [2]. For sp3 hybridisation, one s orbital and three p orbitals
are required, forming a tetrahedral structure with bond angles of 109.5◦. The ‘s
character’, or the ratio of s orbitals to p orbitals, of each of these hybridisations
gives an idea of which is more stable. Sp2 hybridisation has a greater s character
(33%), compared to that of sp3 hybridisation (25%), meaning the electrons are
held closer to the nucleus with shorter bonds and hence are more stable due to
the increased energy required to break them [3]. An experiment published in 1983
used Fourier transform nuclear magnetic resonance (FT NMR) of carbon-13 nuclei
in a graphite lattice to determine the carbon-carbon bond lengths in the lattice.
This experiment found that graphite has a bond length of around 142 pm [4] and
corroborated previously found bond lengths of pyrolytic graphite found using x-ray
diffraction [5]. This is shorter than the bond length found for diamond which is
154 pm [6]. Figure 1.1 shows the structures of graphite and diamond, with their
respective bond lengths and angles.

1.1.2 Diamond Growth

In order for diamonds to form, very high pressures and temperatures are typically
required. Naturally occurring diamonds are thought to form by way of carbon-
ate melts at depths of up to 200 km in the lithospheric mantle, denoted by the
red shaded region in the carbon phase diagram in Figure 1.2, in which diamond is
metastable. Models of diamond formation in this region typically use temperatures
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1.1. Bulk Diamonds and Nanodiamonds

of between 1100◦C to 1200◦C, and pressures of 6 GPa [7, 8]. However, a recent
experiment conducted by Palyanov et al. was designed to mimic the conditions by
which diamonds naturally form primarily in the lithospheric mantle in the presence
of an electric field to better understand the process of natural diamond formation.
The experiment used pressures of 6.3 GPa and 7.5 GPa along with temperatures of
1300◦C to 1600◦C, and a potential difference of 0.4 V to 1 V across electrodes sepa-
rated by distances of 8 mm at 6.3 GPa and 6 mm at 7.5 GPa, to produce diamonds
from carbonate-silicate and carbonate melts. The experiment showed that some of
the characteristics found in the diamonds obtained were similar to those found in
so-called Type Ia natural diamonds (see definition below), such as a high nitrogen
content, at around 1000 atomic parts per million, and carbonate inclusions [9]. Type
I diamonds are the most common naturally occurring diamonds, making up 98% of
those found, which are further subdivided into Type Ia and Type Ib, of which Type
Ia makes up 99%. Type Ia diamonds contain nitrogen aggregates such as A centres
(two substitutional nitrogen atoms in the lattice) and B centres (substitutional ni-
trogen atoms surrounding a central vacancy in the lattice), and absorb infrared light
at 1282 cm−1 and 1175 cm−1, respectively [10, 11]. Type Ib diamonds also contain
substitutional nitrogen atoms in the lattice, however, at a lower concentration than
is found in type Ia diamonds forming singly substituted atoms as opposed to aggre-
gates. These type Ib diamonds are less common due to the tendency for nitrogen
atoms to aggregate in diamond lattices over the length of time the diamonds spend
in the upper mantle [12]. Type II diamonds are less common naturally, and have
subtypes IIa and IIb. Type IIa make up between 1 - 2% the number of natural dia-
monds found and have very low concentrations of nitrogen (< 1 ppm), therefore any
colour present in the diamond is due to plastic deformation in the diamond lattice
caused by dislocations [13]. Type IIb diamonds are the rarest natural diamonds,
containing substitutional boron atoms in the diamond lattice. Due to the boron
being an acceptor in the diamond lattice, type IIb diamonds are p-type semiconduc-
tors with an acceptor activation energy of 0.34 eV [14, 15]. Hence, this defect in the
diamond lattice causes a strong absorption of infrared light at 2803 cm−1 (3.56µm)
as well as increased absorption in the visible light spectrum from red through yellow
wavelengths, causing the blue appearance of these diamonds [11, 16].

The primary ways by which diamonds can be made synthetically are by deto-
nation, high pressure high temperature (HPHT) synthesis, and by chemical vapour
deposition (CVD). HPHT synthesis replicates the natural formation of diamonds
[17], and has two variants, catalytic and non-catalytic synthesis, using presses to
achieve the required pressures and temperatures for diamond growth. As can be
seen from the purple shaded region in Figure 1.2, non-catalytic HPHT requires very
high pressures of around 15 GPa and temperatures between 2000◦C and 4000◦C.
Catalytic HPHT diamond synthesis typically uses catalysts such as Fe, Ni, or Co
to reduce the required pressure and temperature significantly, to be around 5 GPa
to 6 GPa and between 1300◦C to 1600◦C [18]. The conditions required for cat-
alytic HPHT synthesis can be seen in the blue shaded region of the phase diagram
in Figure 1.2. HPHT using catalysts requires purer starting material, particularly
limiting initial nitrogen and hydrogen present, and has been shown to produce NDs
with metallic inclusions due to the molten catalyst becoming trapped in the diamond
lattice during growth [19]. It was shown [20] that the nitrogen and hydrogen from a
starting material, such as melamine powder, disturbed the nucleation of diamond,
while also reacting with the Mn, Co, and Ni catalysts forming nitrides and hydrides,
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120°

142 pm

109.5°
154 pm

Figure 1.1: Structure of graphite (left) with bond angle of 120◦ and bond length of 142 pm.
Structure of diamond (right) with bond angle of 109.5◦ and bond length of
154 pm.

thus changing the properties of the catalysts and reducing diamond growth. As such
it is better to use graphite as a starting material. Diamonds grown by HPHT can
have a number of uses ranging from jewellery to machining. A method of grow-
ing boron doped diamonds (BDDs) by HPHT, for electrochemical components, has
also been developed using pressures of 5.5 GPa at 1200◦C from graphite powder and
aluminium diboride, with carbonyl Fe and Ni powders as catalysts. The resulting
diamonds showed a high enough concentration of boron to be used in electrochemical
applications while having a negligible number of sp2 bonds [21].

CVD synthesis is a process by which atoms from a plasma are deposited onto
a substrate under vacuum conditions, and can be used to produce diamonds in a
variety of ways, the most common being hot filament and microwave plasma. Other
types of CVD include RF discharge [23], electron assisted [24], dc discharge [25],
and laser-assisted deposition [26]. All methods involve a gas mixture containing a
hydrocarbon, hydrogen, and sometimes oxygen. In hot filament CVD a tungsten
filament is heated to between 1700◦C and 2000◦C to break the bonds between atoms
in the precursor gases (typically methane and hydrogen), forming atomic hydrogen
and carbon [27]. Microwave plasma CVD uses microwave generators of up to 100 kW
power to produce microwaves of 2.45 GHz which in turn generates and sustains a
plasma by impact ionisation of the precursor gases [28, 29]. Unlike in other diamond
synthesis methods using solid and liquid phases (such as HPHT), CVD works in
gas to solid phase, with a gas pressure below 10 kPa. The resulting carbon atoms
are then deposited onto a substrate, typically made of silicon or silicon carbide
which is heated to between 700◦C and 1200◦C. The green shaded region in Figure
1.2 shows the conditions under which CVD occurs, note it is the only synthesis
method in which diamond is not in the stable phase. This is why the hydrogen
gas is important when conducting diamond growth by CVD. Atomic hydrogen is
what allows for diamond growth in these systems as the hydrogen etches away sp2
bonded atoms, thus promoting sp3 growth [27]. The Bachman diagram in Figure 1.3
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Figure 1.2: Carbon phase diagram showing the temperatures and pressures required for
diamond and graphite formation. Temperatures and pressures required for
detonation (orange region), HPHT (purple and blue regions), and CVD (green
region) formation of diamond can also be seen. Figure adapted from [22].
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Figure 1.3: Bachman diagram with a blue line showing the region of diamond growth
using CVD. The area above the blue line shows the region of graphitic growth,
while the region below the line represents the region of no deposition. Figure
adapted from [31].

shows the ratios of the respective elements (C, H, and O) required for CVD growth
of diamonds. In this diagram, the blue region shows the ratios of each element
that will allow for diamond growth, while the region above this is where carbon
concentration is too high causing non diamond carbon to form, and below the ratio
of oxygen to carbon is too high resulting in no growth [30].

Detonation or shock wave synthesis is a simple and quick way to produce nan-
odiamonds. These are typically between 5 nm and 100 nm in size, and are made
up of sp3 bonded carbon as with bulk diamond, but surrounded by sp2 due to the
latter parts of the formation at lower pressure/temperature. While this allows them
to have similar properties to their bulk material counterparts, they have some ben-
efits due to their size such as functionalised surface groups which allow for greater
colloidal stability [32]. There is also a change to the phase diagram worth noting
which applies at the nanoscale, and is dependant on the cluster size being pro-
duced. For smaller clusters the liquid phase occurs at lower temperatures, while the
pressure for diamond formation increases due to the Gibbs free energy being depen-
dant on the surface energy [33]. Detonation synthesis uses strong high explosives
such as trinitrotoluene (TNT) and hexogene, causing extremely high pressures and
temperatures for a very short period [34]. The resulting purity of the detonation
nanodiamond (DND) has been shown to depend on the explosives mixture used,
with 100% TNT yielding < 4% ND while a 60%:40% TNT:RDX mixture resulted in
a yield of 8.4% ND [35]. The orange shaded region in Figure 1.2 shows the typical
conditions under which detonation synthesis occurs.
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1.1.3 Nanodiamond Milling

It is also possible to produce NDs from bulk material by a process known as ball
milling. This method uses balls made typically of steel or tungsten carbide, to grind
the bulk diamond down to sizes of less than 100 nm, and has been shown to produce
NDs with a high yield of fluorescent defects [36, 37]. This occurs particularly when
HPHT grown diamond is used as a precursor, but makes this technique suitable for
production of NDs for bioimaging and medicine (as is discussed further in Section
1.1.5) [38].

1.1.4 Characterisation and Treatment Methods

During diamond synthesis it is common for defects to occur in the diamond lattice.
As discussed previously, it is possible for non-diamond carbon to be deposited during
CVD synthesis if incorrect gas mixtures are used. Initial measurements for finding
an sp2/sp3 ratio of carbon in diamonds used Raman spectroscopy to determine
whether microwave or hot filament CVD produced higher quality diamond films
[39]. To do this, a diamond quality factor (fq) was calculated from Raman spectra
using the equation

fq = 100
1 + 75Ind/Id

· , (1.1)

where Id is the area of the 1332 cm−1 Raman sp3 peak, and Ind is the sum of the
sp2 D and G peak areas. The G peak occurs at 1575 cm−1, and is the primary
Raman mode for sp2 bonded carbon, while the D peak can be seen at 1355 cm−1

which is the breathing mode for the sp2 rings and indicates the presence of defects
in the sp2 structure. It was found that both synthesis methods produced diamond
with similar fq. This method has also been used to determine how the methanol
concentration used during hot filament CVD affects the resulting film quality factor
[40]. More recently, the possibility of using x-ray photoelectron spectroscopy (XPS)
to determine the ratio of sp2 and sp3 carbon in diamonds has been explored. To
do this the C1s XPS peak (which indicates the presence of C - C, C - O - C, and
O - C = O bonds in a sample), carbon KVV auger spectra (standing for core-
valence-valence and indicating the release of auger electrons which has been linked
to the amount of sp2 carbon in a material [41]), and valence band spectra (providing
information about the density and occupancy of electronic states in a material) were
analysed and compared with fq. It was found that the sp3 fraction calculated using
all analysis methods showed good agreement with each other. However, the C1s and
KVV auger analysis methods only allow for analysis at depths down to 2 nm and
1 nm into the films, respectively [42]. Prior to this, XPS had been used to determine
the sp2 percentage present in HPHT grown nanodiamonds with sizes of < 10 nm by
deconvolution of the C1s peak. It was found that as much as 25 wt% sp2 carbon
was present in both shells surrounding the diamonds, and as stand alone dots in the
lattice. Air annealing of the diamonds at temperatures of 450◦C for 30 minutes was
sufficient to remove this sp2 carbon [43].

As well as surface sp2, there are other defects that can be found in diamonds
after synthesis. Other materials such as silicon, titanium, and ferrous salts have
been found in NDs formed by detonation synthesis along with the sp2 shell which
commonly surround these DNDs. Methods by which these defects can be removed
from the diamonds have been studied, and it is possible to use acids such as hy-
drochloric acid and hydrofluoric acid to remove them [44]. Removing these defects
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is particularly important for some applications, particularly biological ones, as these
metals can change the behaviour of diamonds in aspects such as increasing cytotox-
icity. In these circumstances, it is preferable to start with single crystal CVD grown
diamond which are milled to produce nanodiamonds. However, it has been shown
that using a tempered steel grinding bowl to do this can lead to iron impurities in
the diamond, and the use of silicon nitride instead results in non-diamond carbon
formation [45].

1.1.5 Biological Uses of Nanodiamonds

Diamonds have a number of applications outside of gem diamonds. Research into the
use of nanodiamonds for biological applications has been one of them. Importantly
for these applications, studies have shown that NDs (made up of sp3 carbon) have
the lowest cytotoxicity when compared with sp2 carbon based nanoparticles such as
carbon black, multi-wall carbon nanotubes, and single-wall carbon nanotubes [46].
Some previous studies have shown evidence that DNDs can cause the destruction of
white blood cells by changing the kinetics of active oxygen generation [47], though
this could have been due to high level of sp2 present on DND surfaces as discussed
in Section 1.1.2. Results of studies into the effects of NDs on red blood cells showed
that 5 nm DNDs and 100 nm HPHT grown NDs show no effects on red blood cell
viability. It is worth noting that the NDs did affect the red blood cells in terms of
their deformability which the authors suggest would need to be controlled during
treatment [48]. Similarly, other studies have found that NDs which had undergone
purification by oxidation in air and using strong oxidative acids, such that the surface
was functionalised with a variety of different oxygen containing groups including
carboxyl groups, cause minimal damage to human blood in vitro. Moreover, low
ND concentrations do not affect red blood cell oxygenation and do not induce an
immune response in an in vivo animal model [49, 50]. Further investigations into
the cytotoxicity of NDs ranging from 2 - 10 nm in size found that diamond is also
non-toxic to cell lines from macrophages and neuroblastomas [51].

Nanodiamonds can be used for a variety of biological applications including an-
ticancer therapy, gene delivery, as antimicrobial agents, and for biomedical imaging
[52]. To be used as an anticancer treatment, the surface of the NDs are function-
alised to carry drugs which can then be released into tumour cells. A range of drugs
have been studied for this purpose such as a combination of paclitaxel and cetux-
imab. This combination has been shown to bind specifically to colorectal cancer
tumours, with the NDs subsequently being taken up by cells by a process known as
macropinocytosis, causing inhibition of tumour growth and death of cancerous cells
by inducing apoptosis [53]. Other drugs that have been studied are tetracyclines and
4-hydroxytamoxifen. An important aspect of this research is the adsorption and des-
orption to the nanodiamonds. A study published in 2016 showed that tetracycline
binds strongly to ND surfaces functionalised with a COOH group. The desorption
of this drug was found to be dependant on pH, as desorption was found to be lower
at a more alkaline pH compared to acidic pH [54]. Another challenge to treatment
of cancer is metastasis, in which a part of the initial tumour breaks away and travels
to another part of the body, typically via either the bloodstream or the lymphatic
system [55], and often occurs for chemoresistant tumours. Epirubicin has been in-
vestigated for its adsorption ability to NDs, as well as its effectiveness in killing
chemoresistant cancer stem cells when delivered by NDs. In order to load the NDs
with epirubicin, a basic solution was required and could be carried out with 20%
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loading efficiency (the ratio of the amount of drug adsorbed on the NP compared
to the total amount used in their preparation). The resulting NDs showed a high
effectiveness at killing chemoresistant cancer stem cells as well as impairing tumour
initiation [56]. It has also been shown that other types of drug resistant tumours
such as MCF-7/ADR cells, commonly used to model breast cancer cells, could be
treated with a combination of doxorubicin and malaridine at a ratio of 5 : 1 bonded
to the ND surface [57].

Gene therapy is typically carried out using a viral vector, meaning that a virus
is used to enter a cell and deliver DNA to cells in a process known as transfection
[58]. One such example of this is the use of the Rous sarcoma virus transposing
its DNA into eukaryotic cells [59]. Recently however, there has been research into
the use of NPs for this purpose due to the cytotoxicity of the viral vectors. NP
materials used include gold, silica, calcium phosphate, and diamond [33, 60]. It has
been shown that NDs of 2 - 5 nm size purified using Fenton oxidation can cross HeLa
cell membranes and diffuse into the nucleus of the cells, delivering a plasmid into
the nucleus, and hence showing that NDs can be used for transfection of genetic
material into cells [61].

NDs have also been loaded with carbohydrate and antibiotic drugs to treat bac-
terial infections. It was found that mannose functionalised NDs were effective in
preventing the adhesion of E. coli to both biotic and abiotic surfaces, while also
blocking biofilm formation [62]. However a subsequent study suggests that, while
mannose functionalised NDs show some effect on the survival of S. aureus bacteria,
they have little effect on E. coli [63]. More recently, research into the use of nanodia-
monds embedded in gutta percha, functionalised with the antibiotic amoxicillin, has
been carried out for use in root canal therapy. This is motivated by the enhanced
mechanical properties of the ND over using unmodified gutta percha [64]. Clinical
trials for the use of gutta percha reinforced with 5 nm NDs for root canal therapy
began in 2016 and was due to be completed in December 2021 [65].

Beyond the uses of NDs using the functionalisation of the nanodiamond surface
to carry a drug or material for treatment, their fluorescence is used in bioimaging.
Most imaging methods using diamonds make use of particular defects in the diamond
lattice, the most common of which are nitrogen vacancy (NV) centres. Though NV
centres can occur naturally, vacancies can be created by either proton or electron
irradiation, while nitrogen atoms can be directly implanted into the lattice. After
implanting the nitrogen atoms and generating vacancies, the diamonds are annealed
at temperatures above 500◦C for several hours in vacuum to allow for the vacan-
cies to migrate through the lattice to pair with a nitrogen atom, forming an NV
centre [66, 67]. The structure of an NV centre in a diamond lattice can be seen in
Figure 1.4. Typically, when imaging biological samples using NV centres, it is their
fluorescence properties that are exploited. The most common NV centre produced
during the irradiation and annealing method is the negatively charged NV− cen-
tre, which absorbs strongly around 560 nm and fluoresces around 700 nm, while not
suffering from photobleaching (though it is worth noting they can lose their charge
to become a non fluorescent NV0 centre) [68]. The non-toxicity and fluorescence of
NDs containing NV centres has been tested, as well as NV containing NDs encased
in both porous silica (PS) and mesoporous silica nanoparticle (MSN) shells. It has
been shown that the addition of the PS and MSN shells do not significantly affect
the non-toxicity of the NDs, and when using the MSN shell there are fewer electron
traps at the ND surface due to the change in surface chemistry giving rise to an
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Figure 1.4: Diagram showing the structure of a nitrogen vacancy centre in a diamond
lattice.

enhanced photo-luminescence signal. Further, it was shown that the porous silica
coating allowed for better dispersion of NDs in aqueous solution leading to better
uptake of NDs into cells [69]. An in-vivo study of the toxicity of fluorescent NDs
has also been carried out in C. elegans worms. It was found that the NDs caused no
increased morbidity or decreased reproductive potential in the worms [70]. The use
of NDs containing fluorescent NV− colour centres to track the spread of Alzheimer’s
disease has also been tested. NDs were functionalised with a peptide which can track
amyloid β (Aβ) aggregates, a known biomarker for Alzheimer’s. The results showed
that the NDs were taken up into cells and allowed for detection of the Aβ aggregates,
both in-vitro and in-vivo [71]. It is also possible to obtain other fluorescent vacancy
centres, such as the silicon vacancy (SiV) centre and the europium vacancy (EuV)
centre which show fluorescence peaks at 739 nm and 612 nm, respectively [72, 73].
Moreover, it has been reported that some surface groups can produce fluorescence
signals such as hydroxyl, ketone, and ester groups which produce broad fluorescence
peaks centred at around 500 nm, 520 nm, and 570 nm, respectively [74]. It is impor-
tant to note that, during experiments into the efficiency of NV centres, surface sp2
has been shown to suppress the fluorescence signal from NV centres by removing
the charge and forming NV0 centres, while surface oxygen groups seem to activate
NV centres [75, 76, 77].

Studies exploiting the Raman response of diamonds have shown an alternative
to fluorescence to image NDs in cells. Non fluorescing single NDs have been imaged
inside both fixed and live HeLa cells using the strong coherent anti-Stokes Raman
scattering (CARS) signal from the LO phonon (a quantum of energy associated with
a lattice vibration) diamond resonance at 1332 cm−1. This study also quantified the
relationship between the CARS signal strength for single NDs, and their sizes found
by quantitative differential interference contrast microscopy (qDIC) [78]. However,
when using this method to image NDs, it is very important to eliminate any sp2
content in the diamond lattice. While sp3 has a very sharp Raman resonance peak,
sp2 carbon has very broad resonances. It is also possible that the absorption of
light by the sp2 bonds causes the sp3 bonds to relax into graphite, leading to ND
instability.
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From the discussed biological uses of NDs it is clearly important to know the
amount of sp2 carbon present on the surface of single NDs. More generally, it
is important to quantify this ratio as a quality control when manufacturing NDs.
This is due to the difference in properties exhibited between sp2 and sp3 carbon, as
applications of NDs require their sp3 properties, and hence should contain as little
sp2 as possible.

1.2 Carbon Nanotubes

1.2.1 Structure and Formation

CNTs, discovered in 1991, are an allotrope of carbon with an sp2 structure rolled
along the Bravais lattice vector, which can be either single walled (SWCNTs) or multi
walled (MWCNTs) [79]. While single wall carbon nanotubes (SWCNTs) consist of
a single layer of sp2 carbon bonds, MWCNTs consist of multiple SWCNTs sticking
in each other and bonded by van der Waals forces. SWCNTs can have a range
of electrical properties depending on their wrapping direction (n,m), which also
determines a parameter known as their chirality. Chirality, in chemistry, refers to a
molecule which is not able to be superimposed on its mirror image. For CNTs, as
mentioned previously, the chirality is determined by two values n and m written as
(n,m), which denote both the orientation and diameter of the tubes with the chiral
vector, Ch, which is given in terms of the primitive lattice such that

C⃗h = na⃗1 +ma⃗2, (1.2)

as can be seen in Figure1.5. The chiral angle, which denotes the orientation of the
nanotube, is then given by

θ = tan−1(
√

3m
m+ 2n), (1.3)

This therefore gives information as to how the atoms in an unwrapped tube would
line up with those in a graphene sheet, with SWCNTs of smaller n,m values having a
smaller diameter the equation for which depends on whether the nanotube is chiral,
or achiral. While chiral nanotubes are those where the chiral angle is 0◦ < θ ≤ 30◦

while also having m ̸= n and a diameter, d, given by

d = a0
√

(m2 +mn+ n2)
π

(1.4)

with a0 being the length of vector a1 [80], there are two forms of achiral nanotubes.
These are known as zig-zag, where either m or n is 0 meaning θ = 0 and the diameter
is given by

d = a0m

π
, (1.5)

and armchair where m = n therefore denoted as (n,n) [81] and the diameter is given
by

d =
√

3a0m

π
. (1.6)

The lattice structure for these achiral CNTs can be seen in Figure 1.5. While cal-
culations of the charge carrier densities of achiral SWCNTs have been shown to
be between 1022 and 1023 cm−3, meaning the electrical conductivity of these tubes
is similar to that of metals, a study looking at the bandstructures of nanotubes
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Figure 1.5: Lattice structures for both the armchair (Left) and zig-zag (Right) type achiral
carbon nanotubes, with the tube axis going vertically from bottom to top of
the figure. Based on Figure 12 in the paper by Sinnot et al. [81].

with a range of chiralities showed that SWCNTs can be split into three types, those
with metallic properties, those with narrow bandgap semiconducting properties, and
those with moderate bandgap semiconducting properties [82, 83]. A general rule in
this regard is that, metallic CNTs will have a chiral index where n = m, while those
with chiral indices of either n ̸= m or where n − m is a multiple of 3 are narrow
bandgap semiconductors. All others tend to be moderate band gap semiconductors.
This broad range of electrical properties, as well as the tensile strength and thermal
conductivity, make SWCNTs and MWCNTs very useful for a range of applications
including many in biotechnology, such as in drug delivery, as biosensors, and in
electrocardiography [84, 85, 86].

Methods for growth of CNTs include CVD, arc discharge, and high-pressure
carbon monoxide disproportionation (HiPCO). Of these, CVD is the most common
growth method as it allows for the most control over the growth procedure using
C2H2 over an SiO2-supported Fe catalyst. This method has been reported to produce
uniform nanotubes with lengths up to 2 mm with very high purity [81]. HiPCO works
by reacting CO with Fe(CO5) in a heated reactor, forming iron clusters which act
as nucleation sites for SWCNTs. Optimal temperatures for SWCNT growth by this
method are between 900◦C and 1100◦C, under pressures of around 30 atm to 50 atm,
which provide growth rates of up to 10 g per day [87]. The oldest CNT production
method is by arc discharge, which uses an electric current between two electrodes to
produce temperatures of between 4000 K and 6000 K in order to generate a plasma
from a gas. Carbon is then deposited onto the cathode after aggregating in the gas
phase and drifting towards the cathode while cooling which form bundles of CNTs.
Variations in the arc can result in impurities in the CNTs obtained, while adjusting
the temperature allows for the growth of different diameter tubes [88].

1.2.2 Chirality Measurements of SWCNTs

An area of focus of current research is to find methods by which the chirality of
nanotubes can be determined by optical microscopy. One metric by which this can
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be determined is by the absorption cross section of the CNTs. Nanotubes with a
chirality of (6,5) have been found to have an absorption cross section of around 1.7×
10−17 cm2 per C atom at a wavelength of 991 nm, using a combination of fluorescence
and atomic force microscopy (AFM). This corresponds to an extinction coefficient of
around 4400 M−1cm−1 [89]. The absorption cross-section of the optical transitions
for (6,5) SWCNTs has also been obtained using absorption microscopy, which found
a value of 3.2 × 10−17 cm2 per C atom [90]. Raman spectroscopy has also been used
to characterise the chirality of SWCNTs. In 1997 a study focussed on armchair type
SWCNTs which are non-chiral with chiral indices of (8,8), (9,9), (10,10), and (11,11).
The first-order Raman active vibrational modes of the SWCNTs were measured
and compared with those expected from theory, excited using five different laser
wavelengths and powers. It was found that the observed peaks matched well with
theory [91]. Raman breathing modes of semiconducting SWCNTs, ranging from
0.7 nm to 2.3 nm, have also been used to establish the dependence of tube chirality on
their optical transitions. It was found that higher-order transitions scaled differently
compared with the first (referring to transitions from the valence band to higher
level conduction bands) and second order (referring to transitions from the valence
band to lower level conduction bands) transitions due to a delocalised electron wave
function [92]. Further measurements of the dependence of the diameter of SWCNTs
on Raman breathing modes for a range of metallic and semiconducting SWCNTs
have been carried out. These measurements found that the dependence of the tube
diameter, dt, and hence (n,m) on the frequency of the breathing modes is given by
ωRBM = A/dt, where A is a proportionality constant equal to 227 cm−1nm which
was determined to be in good agreement with the elastic properties of graphite [93].

1.3 Sizing Dielectric Nanoparticles

As has been discussed in Section 1.1 the uses of dielectric NPs, particularly NDs,
have increased in recent years. With this comes the need to characterise the sizes
of individual particles, especially for the medical field where NDs below 5 nm are
required to enter cells [61]. This section provides a brief introduction to some of the
methods that can be used to measure the sizes of dielectric NPs, from the currently
established industry standard being electron microscopy, to scattering methods such
as dynamic light scattering (DLS) and nanoparticle tracking analysis (NTA), as well
as newer techniques including interferometric scattering (iSCAT), coherent bright-
field (COBRI), optical extinction, and qDIC.

1.3.1 Electron Microscopy

The principle of accelerated electrons having an associated wavelength in the X-ray
region of the electromagnetic spectrum dates back to 1924 and Louis de Broglie [94].
While this laid the foundations for the use of electrons for imaging, it wasn’t until
the later development of the electromagnetic lens which allowed for the focussing of
electrons, which led to a prototype electron microscope being developed in 1931 [95].
There are three main types of electron microscopy, these being; transmission (TEM),
scanning (SEM), and reflection (REM). The earliest of these to be developed was
TEM, with the first commercial microscopes being produced by Siemens in 1939
[96]. TEM microscopes consist of an electron gun, producing a beam of electrons,
which is collimated onto a specimen using condenser lenses to provide homogeneous
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illumination. As with an optical microscope, this electron beam is then transmitted
through the specimen to a series of objective and magnification lenses which project
the image onto a detector [97]. REM works in a similar way, however, as the name
suggests rather than being transmitted through the sample to a detector, the electron
beam reflects off the surface of a specimen to the detector. SEM works differently
in that, an electron gun and condenser lenses are used to produce focus on the
sample, a deflection coil is used to deviate the path of the electron beam allowing
for a raster scan pattern to be traced over the sample. An image can then be built
up in one of two ways; by backscattered electrons, or by secondary electrons. The
backscattered electrons are those which originate from the electron beam, and are
elastically scattered back from the sample [98]. This detection modality is typically
used to differentiate between areas with different chemical structures in samples due
to the proportion of backscattered electrons being dependant on the atomic weight
of elements. Secondary electrons, on the other hand, are produced by inelastic
scattering of the incoming electrons by electrons in the sample, which after single
or multiple scattering exit the sample, typically at low energies (below 50 eV) from
the sample causing electrons to be released from the atomic structure of the sample.
These secondary electrons are attracted by a low voltage and then accelerated and
detected by a scintillator and photomultiplier, an arrangement called an Everhart-
Thornley detector [99]. Both SEM and TEM have been used in the past to obtain the
size and shape of nanometre sized particles and objects, having maximum resolutions
of a few nm and < 0.1 nm respectively, with these techniques becoming the industry
standard when characterising nanoparticles [100, 101, 102].

While there are a number of key drawbacks to these techniques, including cost
and the need for a vacuum for measurements, one of the key issues is expertise
required to effectively utilise electron microscopy. Particularly for SEM, sample
preparation can be a limiting factor when it comes to usability due to the lack of
standardised practice. While there are some efforts at standardisation, one such
method shows the complexity involved, with spin coating of the sample onto a sili-
cone wafer substrate for measurements to avoid aggregation of NPs being measured.
This technique, however, requires understanding of the pH, zeta potential, and con-
centration, among other metrics of the sample material and dispersant in order to
obtain statistically reliable results [103]. For SEM it is also necessary to have a con-
ductive sample, as the technique requires a high electron density, therefore dielectric
samples need to be coated with a conductive material prior to measurements. For
TEM, the drawbacks are less due to difficulty and primarily based on cost of the
equipment required.

1.3.2 Dynamic Light Scattering and Nanoparticle Tracking Analy-
sis

Another technique often considered an industry standard is DLS. The setup of this
technique is simple, with a laser shone onto a cuvette containing a dispersion of the
sample, with the interference in the scattering of the light from different particles
in the sample on a detector being used to determine their sizes. Determination
of particle size using this technique exploits the Brownian motion of the particles,
which gives information about their diffusion coefficient, and hence using the Stokes-
Einstein equation the hydrodynamic radius of the particles can be calculated [104].
As with electron microscopy, DLS comes with a number of unique drawbacks. A
key issue with this technique is the response to large particles arising due to the
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dependence of Rayleigh scattering intensity increasing with the sixth power of the
particles diameter, I ∝ d6. This means that, for measurements of nanoparticles,
just a small number of relatively large particles can dominate over the signal of
the sample intended to be measured [105]. Depending also on the characteristics of
the particles being measured, such as surface charge, the hydrodynamic radius can
overestimate the true radius of the particles as it can be measuring both the particle
and water molecules bonded around it.

Initially made commercially available in 2006, NTA can overcome some weak-
nesses of DLS by utilising the Brownian motion of individual NPs to determine their
trajectories and hence size. The technique typically uses a charge coupled device
(CCD) camera to image the scattered laser light from the individual NPs, rather
than from an ensemble as with DLS, and from the equation

(x, y)2 = 2kBT
3rhπη

(1.7)

where kB is the Boltzmann constant, T is the temperature, (x, y)2 is the mean
squared displacement per time of the particle, and η is the medium viscosity, the
hydrodynamic radius, rh, can be determined [106]. Measurements of gold NPs
down to 30 nm size have been carried out using NTA, while dielectric polystyrene
(PS) beads of 60 nm can also be measured using this technique [107]. While these
experiments have showed that small amounts of large particles, around 1000 nm
size, mixed in with the sample does not affect the ability of NTA to accurately size
dielectric NPs down to 60 nm in size, there are still limitations to the technique.
Typically these limitations arise due to the refractive index of the sample particles
being too similar to that of the dispersion medium, as well as large amounts of
background signal from highly polydisperse samples as with DLS, therefore, sample
preparation is still important to obtain accurate size measurements for NPs [108].

1.3.3 iSCAT and COBRI

The two techniques known as iSCAT and COBRI microscopy are both based around
the principle of elastically scattered light from particles interfering with incident
light. The difference comes down to where this interference occurs, with iSCAT
being the scattered light interfering with incident light reflected from the interface
between the glass and the mounting medium, while in COBRI interference occurs
with transmitted incident light [109]. The first measurements of biomolecules using
iSCAT were conducted in the early 90’s to measure the bending of sliding micro-
tubules [110]. Subsequently, iSCAT has been used for a broad range of applications
such as label free imaging and detection, and particle tracking [111, 112]. Mass
photometry, which uses scattering to obtain label free measurements of the masses
for individual biomolecules [113], has also been carried out using iSCAT, providing
high resolution and precise measurements [114].

Similarly, COBRI has also been utilised to track single nanoparticles, with both
single metallic and dielectric nanoparticles being tracked using the technique. The
authors of a study published in 2019 reported the ability to track single gold nanopar-
ticles of 10 nm labelled to lipid molecules, as well as the ability to track dielectric
silica nanoparticles with sizes of 50 nm and 100 nm with a sensitivity limit of around
30 nm [115].

Statistical analysis of both iSCAT and COBRI has since been carried out in
order to obtain values for the lower bounds of the sensitivity for both techniques.
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It was determined that iSCAT provided better axial localisation precision, which
was expected to be due to the relative phase accumulated between the reference and
signal fields being larger than for that with COBRI. However, for mass spectrometry,
it was found that there was no difference in the sensitivities achieved by the two
techniques due to these measurements relying less on phase change [109].

1.3.4 Optical Extinction Microscopy

Optical extinction occurs when light travels through a medium causing attenuation
of the beam. This attenuation can be due to scattering (σscat) and absorption (σabs)
from the medium, which add together to give the extinction cross section, given by
the equation [116, 117]:

σext = σabs + σscat. (1.8)

Given in units of area (typically nm2), the extinction cross section thus describes
the area that, when multiplied by the incident intensity, gives the power scattered
and absorbed by a NP [118].

There are currently a number of techniques by which one or more of these cross
sections can be found for individual NPs, the most common of which is dark field
scattering microscopy [119]. This technique works based on the scattered light from
NPs being detected against a dark background, and given its simplicity the tech-
nique has been used extensively for a range of applications including single particle
tracking and measurements of NP morphology [120, 121]. It is, however, difficult
to recover the quantitative scattering cross section from this method as all aspects
of the optical setup, as well as particle size and shape, must be understood for this
to be done [122, 123]. Other techniques such as near field microscopy can also be
used to determine quantitative information about the scattering from nanoparticles.
Near field methods use the nano-antenna effect, wherein subwavelength size NPs
confine and enhance the electromagnetic field thus boosting the excitation rate and
emission intensity [124]. Information of the phase of the scattered light can then
be collected, which when analysed gives information for the local surface plasmon
resonance for metallic nanoparticles. This has previously been used to measure the
plasmon resonance of single gold nanoparticles [125]. While the above techniques
can provide quantitative measurements of the scattering and extinction cross sec-
tions, they are unable to provide measurements for the absorption cross section of
materials unless that for the scattering from materials is sufficiently small such that
the extinction cross section is approximately equal to the absorption cross section
[119].

Methods to determine the absorption cross section are typically non-linear, with
the most common being photothermal methodologies. The principle of photothermal
lensing and microscopy are discussed further in Section 1.5, however, they are used
here due to there being no contribution to the signal due to direct scattering from
the sample material which is useful for measurements on biological samples [126].
There is however, scattering from the photothermal lens produced. These techniques
have been used to measure the absorption of gold NPs down to a size of 1.4 nm,
and have been shown to be capable of measuring single NPs with absorption cross
sections of less than 1 nm2 [127].

A technique by which the extinction cross sections of single NPs can be measured
has also been developed by Payne, et al. in 2013. In this technique, transmission
images of gold NPs with sizes of 40 nm and 100 nm were obtained using wide field
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microscopy. Defocussed images and background images were also obtained. These
images were then used to derive the relative transmission image contrast ∆ = (Id −
If )/Id and from this the local background ∆b = A−1

b

∫
Ab

∆dA, where Id was the
defocussed intensity, If was the focus intensity, and Ab was the area over which a
spatial integration was calculated for the local background. From this the extinction
cross section could be calculated using the equation

σext =
∫
Ai

(∆ − ∆b)dA, (1.9)

where Ai was the area over which the integration was carried out to obtain the signal
from the analysed particle, the radius of which was half that of Ab which encompasses
the disk between ri and rb. It was concluded that this technique provided a viable
way to obtain quantitative information regarding the extinction cross section of a
nanoparticle using conventional wide field microscopy, with a sensitivity on the order
of 100 nm2 [128]. In 2018, a method by which the sensitivity of this technique could
be improved was developed. By using a lateral shift, rapid reference method 25,600
frames could be obtained in 1 minute when a frame rate of 400 Hz was achieved. Here
the lateral shift was used rather than an axial shift to ensure the local background
of the particles was not affected by artefacts possibly present at other focal positions
while the rapid shifting reduced any background caused by the stage drifting during
measurements. Consequently, the large number of averages provided by this method
allowed for a much higher sensitivity to be obtained. This improved sensitivity has
been demonstrated during measurements of 5 nm GNPs, wherein the background
was measured in the same way as the particles and showed a signal equivalent to
that which would be observed from a NP with an extinction cross section of 0.4 nm2

[129]. Further, this extinction protocol has been used to determine the absorption
cross section of GNPs and hence determine the shape of the NP, be it a nanorod
or sphere. To do this a combination of brightfield and darkfield measurements were
obtained for individual particles, which gave the extinction and scattering cross
sections, respectively. Equation 1.8 could then be used to calculate the absorption
cross section of each particle [130].

1.3.5 Differential Interference Contrast Microscopy

Quantitative phase contrast techniques provide label free methods by which biolog-
ical samples can be imaged, and as such have gained popularity in recent years.
There are a number of methods available to obtain quantitative phase contrast mea-
surements, such as transmission of intensity, ptychography, and differential phase
contrast, among others [131]. The transmission of intensity equation (TIE) was first
proposed in 1983 by Michael Teague as a way to computationally reconstruct the
phase of a wave in optical microscopy [132, 133]. In recent years, this phase re-
construction technique has been applied to measurements of algal samples obtained
using a cheap open source 3D printed microscope to distinguish between different
species as well as non-biological samples [134]. Similarly, ptychography is another
computational technique, however this uses coherent interference patterns from the
scattering of light off of microscopic objects to generate images [135]. Due to the
versatility of this phase reconstruction technique, it has been combined with the use
of an electron microscope to obtain sub angstrom resolution of 2D materials [136].
One common method of differential phase contrast technique, and the one presented
in this thesis due to its accessibility, is DIC.
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DIC microscopy was developed in 1952 by Georges Nomarski [137], and makes
use of interferometry to obtain information about the phase contrast of a mate-
rial. This is made possible by the use of a modified Wollaston prism to convert
the detected optical gradients in materials into an intensity difference. As with
CARS microscopy of NDs, discussed in Section 1.1.5, nanodiamonds have been im-
aged using phase contrast techniques such as DIC and Hoffman modulation contrast
(HMC) microscopy both inside of cells and on their own [138]. This gives evidence
that large NDs can be used as optical scattering labels in cells without the need
for colour centres or fluorescing molecules on the surface of the NDs. This tech-
nique however, is not inherently able to provide quantitative insight into the size
of nanoparticles, though there are methods using further equipment and in depth
analysis that can be used to recover this quantitative information. In 2008, a tech-
nique using a structured aperture wavefront sensor was developed. It was reported
that by using this technique the amplitude and phase gradient data could be sep-
arated, providing a resolution of 2µm and allowing for the imaging of birefringent
samples [139]. Another method by which quantitative information can be resolved
from DIC images is integrating phase-shifted DIC images in Fourier space. By us-
ing this method a minimum phase contrast of 0.25 radians was observed [140, 141].
Further, in a technique developed by McPhee, et al., quantitative information could
be recovered using Wiener deconvolution and filtering (further information on this
technique can be seen in Section 2.2.2). This technique has been used previously to
obtain quantitative information about primarily biological samples, such as measur-
ing the lamellarity of giant lipid vesicles [142], and measuring the thickness of lipid
bilayers with 0.1 nm precision [143]. This method has also been shown to be able to
provide measurements for thickness changes in lipid bilayers of around 1 nm [144].
Dielectric particles have been investigated using this technique, as a way to obtain
measurements for the volume of nanodiamonds in order to obtain a quantitative
relationship between nanodiamond size and CARS signal strength, as mentioned
previously in Section 1.1.5 [78]. However, to date, no comprehensive calibration of
this qDIC method has been shown for dielectric particles, nor has there been any
calibration of the sensitivity limit. Therefore, an in depth calibration of this method
for imaging dielectric particles has been carried out and is reported in Chapter 3.
This allows for accurate size measurements of dielectric particles such as nanodia-
monds to be carried out in future experiments without the need to recalibrate the
technique for each measurement.

1.4 Raman Scattering

1.4.1 Background Knowledge

In 1928, after a series of observations of liquids including methanol, ethanol, and
ether, C. V. Raman published work on a new type of scattering, known now as
Raman scattering [145]. In the same year, this same effect was independently ob-
served in quartz crystals [146]. Unlike Rayleigh scattering, which is elastic, Raman
scattering is an inelastic scattering of photons from a molecular structure, which
can be categorised further into Stokes and anti-Stokes. Stokes Raman scattering
occurs when an incident photon is scattered off of a material losing an amount of
energy (hν), which is correspondingly gained by a molecular vibration. In anti-
Stokes Raman scattering, the opposite occurs whereby a photon scattered from a
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material gains energy and a molecular vibration correspondingly loses energy [147].
An example of Rayleigh, Stokes Raman, and anti-Stokes Raman scattering can be
seen in Figure 1.6 using a quantum mechanical picture and an energy level diagram,
whereby no real electronic transitions need to be involved. This Raman effect is used
extensively to identify materials using a technique known as Raman spectroscopy
[148]. Measurements of the Raman spectra for both sp3 and sp2 carbon were car-
ried out independently in 1969. In a study by S. A. Solin and A. K. Ramdas, the
first-order (between 1000 and 1700 cm−1 involving a single phonon transition) and
second order (between 2300 and 3300 cm−1 involving a two phonon transition) Ra-
man spectra of diamond were investigated using both an Ar ion and He-Ne lasers.
It was concluded that the first-order Raman spectrum showed a single sharp peak
at 1332 cm−1 [149, 150]. Similarly, an experiment was conducted to find the Raman
peaks of both single crystal graphite and polycrystaline graphite by F. Tuinstra and
J. L. Koenig, using an Ar ion laser. They found that there are two first order peaks
associated with graphite, the first being a peak at 1575 cm−1 which was associated
with the single crystal graphite (known as the G peak), and the second occuring at
1355 cm−1 was associated with the polycrystaline graphite (known as the D peak)
[151]. Second order Raman modes have also been studied for carbonaceous mate-
rials, providing information about the vibrational states throughout the Brillouin
zone as opposed to first-order Raman modes which only contain vibrations at the Γ
point [152]. A number of second order peaks have been attributed to diamond in the
past, with early observations recording 10 distinct peaks ranging from 2176 cm−1 to
2666 cm−1 [153]. More recent observations of synthetic HPHT grown microdiamonds
have shown a second order resonant peak at 2619 cm−1 [154]. There are currently
a number of different techniques which exploit Raman scattering. In particular,
beyond spontaneous linear Raman scattering, coherent non-linear Raman has at-
tracted significant interest, in the form of coherent anti-Stokes Raman scattering
CARS, and stimulated Raman scattering (SRS) [155]. Interest in these techniques
has arisen due to the weak response that spontaneous Raman scattering provides,
with signals typically having a cross section per illuminated area of between 10−6

and 10−7. This is due to the modulation of the refractive index by phonons being
very small compared to the resonant excitation of electrons during absorption, and
depends on the orientation of the crystal relative to the polarisation of the incident
light [149].

1.4.2 Stimulated Raman Scattering

Stimulated Raman scattering (SRS) was first observed accidentally in 1962 during an
experiment, conducted by Woodbury and Ng, in which nitrobenzene was introduced
to a ruby crystal, causing a strong emission to be seen other than that expected at
694.3 nm from the laser. While initially mistaken for fluorescence, it was later shown
to have been caused by a higher order photon process [156]. Unlike spontaneous
linear Raman scattering, which is a single photon process, SRS is a three photon
process (third order non-linearity), whereby a pump photon with frequency, ωp,
excites a material to a virtual energy state (as in Figure 1.7) while a second beam
known as the Stokes beam, which is temporally and spatially synchronised with the
pump beam, is used to stimulate relaxation of the system to the vibrational excited
state, E2. The frequency of this Stokes beam is given as ωs, with the difference
between the pump and Stokes frequencies being that of the vibration energy gap,

– 18 –



Chapter 1. Introduction

Rayleigh scattering Anti-Stokes 
scattering

Stokes scattering

E0

E0 + hν

Virtual energy 
states

Figure 1.6: Diagram showing Rayleigh (Left), anti-Stokes (Centre), and Stokes scattering
(Right) using a quantum mechanical energy level diagram, with vibrational
energy levels (E0 and E1 = E0 + hν) and virtual electronic states.

ωv, between E1 and E2
ℏωv = ℏ(ωp − ωs). (1.10)

This process results in a loss of pump intensity, while simultaneously resulting in a
gain in Stokes intensity [157]. Therefore, measurements of signal in SRS microscopy
can either be of a gain in stokes power, known as stimulated Raman gain (SRG),
or as a loss of pump power known as stimulated Raman loss (SRL) [158]. As such,
the main benefit of using SRS is that the efficiency of the weak Raman interaction
is increased [159].

As well as its benefits over spontaneous Raman scattering, SRS also offers ben-
efits over CARS microscopy. Particularly as it is background free (as discussed in
Section 1.4.3) and provides a chemical contrast which is simple to interpret making it
ideal for imaging biological samples. In this area it has been used to successfully dif-
ferentiate between healthy tissue and tumours, with in vivo experiments conducted
on mice showing SRS to be more effective at determining tumour margins than
conventional white light illumination, correlating well with histopathology [160].

1.4.3 Coherent Anti-Stokes Raman Scattering

CARS is a wave mixing technique which, similarly to stimulated Raman scattering
(SRS), makes use of a pump and Stokes beam to obtain a vibrational contrast equal
to the difference between the pump and Stokes frequencies. The first step of this
process is exactly as with SRS, with the pump and Stokes beam acting as in Figure
1.7. However, following this, the sample is once again pumped to a higher virtual
state from which the molecules ‘relax’ back to the molecular ground state producing
an anti-Stokes signal, as with the anti-Stokes interaction seen in the left panel of
Figure 1.8. As alluded to previously, one disadvantage of this technique over SRS is
that it has a larger background signal. During CARS measurements, it is possible to
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Figure 1.7: (a) Quantum mechanical energy level diagram showing the excitation to a
virtual energy state caused by the scattering of the pump photon (ωp) to a
Stokes photon (ωs) from a molecule, with vibrational energy levels E1 and E2
separated by ℏωv. (b) Input power of the pump and Stokes beams. (c) Output
from SRS scattering showing a decrease in pump power representing SRL, and
the increase in the Stokes power representing SRG.

obtain a non-vibrationally resonant background (NVRB) the process for which can
be seen in the right panel of Figure 1.8. It is worth noting that, if the virtual energy
state seen in this figure is near to a real electronic energy level, this interaction can
become a resonant four wave mixing process for which the signal is very strong.
These NVRB interactions occur when the anti-Stokes frequency, ωas, is given by
[161]

ωas = 2ωp − ωs. (1.11)

One particular benefit of CARS, and SRS, over spontaneous Raman scattering in
particular, is that the signal is enhanced by several orders of magnitude. This is due
to the coherent nature of the induced vibrations, whereby atoms oscillate with the
same phase [162].

Due to the strong signal obtained from CARS measurements, it is possible to
carry out label free measurements of single nanoparticles. As has previously been
discussed in Section 1.1.5, one such experiment showed that single nanodiamonds,
without the presence of fluorescent NV centres, were observed using a CARS setup.
It was shown that, not only could single non-fluorescent NDs be observed using
CARS, but by making use of correlative qDIC, sizing of the NDs was also possible
using CARS with the smallest detectable particles having a size of 27 nm. This
was taken further, with quantitative CARS measurements of NDs being obtained
in HeLa cells, showing the possibility of tracking non-fluorescent dielectric NPs in
biological tissue [78].

1.5 Photothermal Microscopy

The photothermal effect was first reported on in depth in 1965 and made use of
a Raman scattering setup to investigate the heating effect of a laser on liquid and
solid samples. The authors concluded that localised heating around the laser beam
of the samples caused a lensing effect due to a refractive index gradient across the
sample [163]. In 1976 a new absorption spectroscopy technique based on thermal
lensing (photothermal effect) was developed. The experiment for which this tech-
nique was reported measured the temperature increase of liquids when illuminated
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Figure 1.8: Quantum mechanic energy level diagram showing the CARS process (left)
and the NVRB interaction (right). Excitation to a virtual energy state in
both cases is caused by the scattering of two pump photons (ωp) to a Stokes
and anti-Stokes photon (ωs) with the molecule relaxing back to the ground
state.

using both a single laser beam, and a dual laser beam. The results showed accurate
values for the C-H stretching vibrations, as well as measurements for the absorption
of anthracene which matched well with previously obtained measurements [164].
More recently, the photothermal effect of NPs such as gold nanoparticles (GNPs)
both with and without graphene coatings have been investigated under near in-
frared illumination. It was found that the graphene coated GNPs showed enhanced
photothermal effects [165]. The photothermal effect has been applied to optical mi-
croscopy, leading to a number of photothermal microscopy techniques. An initial
proposal for photothermal microscopy measurements of absorbing nanoparticles was
published in the 1990’s, and subsequently used to detect individual nanometre sized
NPs [166]. Advancements in the technique were reported in 2006, with a heterodyne
photothermal method developed and used to image individual silver NPs. Further
discussed was the theoretical ability of the technique to obtain absorption spectra
for gold NPs [167]. Beyond simple detection of particles, photothermal microscopy
has been shown to be a viable method for the tracking of NPs by a technique known
as single nanoparticle photothermal tracking (SNaPT). To do this, laser induced
scattering was utilised around nano-absorbing materials allowing for the detection
of 5 nm gold beads in live cells [126]. Further, investigations into dielectric nanopar-
ticle have also been carried out using photothermal microscopy, which allowed for
sizing of aggregated and non-aggregated NDs [168].

Photothermal artefacts have been observed in SRS measurements, appearing as
an enhanced background signal, due to this being a third order non-linearity with
a second order heating process and a third order transmitted field. During such
measurements, the Stokes beam can be absorbed by the sample which can induce
a thermal lensing effect around the particle. This in turn causes a change of diver-
gence of the pump beam, hence creating an SRL signal detected due to aperture

– 21 –



1.6. Motivation

clipping [169]. Artefacts have been observed in measurements of polystyrene beads,
and more recently in gold [170, 171]. Practical use of photothermal lensing during
SRS measurements include detection of trace gases, most notably hydrogen, with
sensitivities of 9 parts in 106 [172]. In this report, the principle of photothermal lens-
ing observed during SRS measurements is applied to the determination of sp2/sp3
ratios in single NDs.

1.6 Motivation
The main motivation for this project was to develop new optical microscopy meth-
ods to quantify the sp2/sp3 ratio in individual nanodiamonds and to measure the
morphometric characteristics, specifically (n,m), of individual carbon nanotubes. As
discussed in the previous section, it has been shown that NDs have potential appli-
cations in a variety of fields with particular focus on medical applications. To that
end, a quantitative knowledge of the the sp2 carbon content of individual NDs is im-
portant due to the increased cytotoxicity of sp2 carbon based materials compared to
that of sp3 carbon, as discussed in Section 1.1.5. The presence of sp2 carbon in the
diamond lattice also increases the tendency of diamonds relaxing to graphite during
laser scanning imaging. Current methods to obtain the ratio of sp2 to sp3 carbon
in individual NDs are limited in capability, as discussed in Section 1.1.4. The main
aim of this project was to develop a method by which the sp2/sp3 ratios of single
NDs could be measured accurately and with high sensitivity, this was accomplished
using a combination of three optical microscopy techniques. Calibration of the qDIC
method for dielectric NPs was carried out which allowed for accurate sizing of single
NDs. Correlative photothermal and qDIC measurements of NDs provided an un-
derstanding of the sp2 content of individual NDs which is absorbing light and thus
generating a photothermal effect, however initially these were qualitative measure-
ments and required a calibration of the response. Photothermal measurements were
carried out using an SRS setup (described in Section 2.4.1). Subsequent correlative
extinction and photothermal measurements of graphene were conducted to calibrate
the response of the photothermal method for a pure sp2 sample, and hence obtain
quantitative measurements for the sp2/sp3 ratios of individual nanodiamonds. It is
worth noting that, obtaining the ratio from optical extinction alone would not be
possible due to the significant light scattering from NDs. Therefore, it was necessary
to measure the absorption due to sp2 free of the dielectric sp3 background separately
from the sp3 response free of the sp2 absorption background.

Further to this, (n,m) measurements of SWCNTs using extinction microscopy
based on conventional wide field microscopy were carried out. As discussed in Section
1.2.2, current methods to determine the chiral index of nanotubes require Raman
spectroscopy, or a combination of other techniques such as fluorescence microscopy
and AFM. As part of this project, optical extinction microscopy using a wide field
microscope setup was planned to be carried out on SWCNTs of both known and
unknown chiralities. The aim of this was to provide quantitative measurements of
the chirality of SWCNTs using a conventional wide field microscope. However, due to
time restrictions, brought about by the Coronavirus pandemic, these measurements
were not completed. In this thesis, the initial sample preparation and experimental
results are presented in Chapter 5.
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Samples and Methods

2.1 Samples

2.1.1 Hydrogen Peroxide Glass Cleaning

The hydrogen peroxide cleaning method used for all coverlips and slides during
this work was developed previously. This method involves initially wiping the glass
surfaces with clean room wipes, after which coverslips and slides were immersed in
toluene while being sonicated for 20 minutes, followed by immersion in acetone and
again being sonicated for 20 minutes. They were then immersed in water and boiled
for 3 minutes, before finally being immersed in hydrogen peroxide and sonicated for
a final 20 minutes. The coverslips and slides could then be left immersed in hydrogen
peroxide in a refrigerator until required.

2.1.2 Polystyrene Beads

PS beads with 200 nm diameter and 3% coefficient of variance (cv) (Alpha Nanotech)
were used to calibrate the qDIC analysis. PS bead samples were dispersed in DI
(deionised) water to a concentration of 4×109 particles/ml, and drop cast onto
24 × 24 mm #1.5 Menzel Gläser glass coverslips which had been cleaned using the
hydrogen peroxide cleaning protocol described in Section 2.1.1. Once dried using a
hot plate at 60◦C with the samples covered, 20µl of the chosen mounting medium
was pipetted onto the coverslip and then degassed for 10 minutes to remove and
slow down the future formation of air bubbles from the oil. As mounting medium,
silicone oil (with refractive index, n, = 1.518) (Sigma Aldrich, AP 150 Wacker) or
water immersion oil (n = 1.334) (Zeiss, Immersol W 2010) were used. Once degassed,
the sample coverslips were mounted on slides with the immersion medium between
them, which had also undergone the hydrogen peroxide cleaning procedure, and
sealed using clear nail varnish. Prior to being sealed, any mounting medium that
had been squeezed out from under the coverslip was cleaned using cleanroom wipes.

In order to show the precision and sensitivity of the qDIC technique, samples
similar to those of the 200 nm PS beads were prepared using fluorescing 30 nm di-
ameter PS beads (Sigma Aldrich, L5155) with fluorescence excitation and emission
peaks at 470 nm and 505 nm, respectively (as seen in Figure 3.24).
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2.1.3 Graphene

For calibration of the photothermal response to pure sp2 samples, nominally 500 nm
sized pristine graphene flakes (PGFs, Graphene Supermarket) dispersed in ethanol
were used. The PGFs were diluted in ethanol to a concentration of 1012 particles/ml
before being drop cast onto a 24×24 mm #1.5 Menzel Gläser glass coverslip cleaned
using the hydrogen peroxide cleaning protocol. 20µl of silicone oil (n = 1.518) was
then pipetted onto the coverslip, which was subsequently mounted on a hydrogen
peroxide cleaned slide, with the coverslip and slide being squeezed together by hand.
The edges were then sealed using clear nail varnish.

2.1.4 Nanodiamonds

ND samples, grown using high pressure high temperature (HPHT) synthesis and
milled to sizes of 0-50 nm, 0-150 nm, and 0-250 nm (Nanodiamant MSY 0 - 0.05µm,
0 - 0.15µm, and 0 - 0.25µm) were used as samples to determine sp2/sp3 ratios of
single NDs. For each size range, a treated and untreated sample was prepared.
Treatment of the nanodiamond samples was carried out previously by Ryan Lewis
(a postgraduate student at Cardiff University). Treatment consisted of etching the
samples using sulfuric acid, nitric acid, and piranha solution for 2 hours before
air annealing was carried out at 600◦C for 6 hours. Each of the nanodiamond
samples were dispersed in water to desired concentrations, which were pipetted onto
hydrogen peroxide cleaned 24 × 24 mm #1.5 Menzel Gläser glass coverslips, before
being mounted in silicone oil (n = 1.518) on a hydrogen peroxide cleaned slide and
sealed using clear nail varnish.

2.1.5 Carbon Nanotubes

SWCNTs of which > 40% had a chiral index of (6,5), while the remaining ≤ 60% was
not defined by the manufacturer, and a mean diameter of 0.78 nm (Sigma Aldrich)
were used for extinction measurements, in order to calibrate the technique for ob-
taining the chiral index of CNTs. For this the samples were dispersed in water using
a SWCNT water dispersant (US Research Nanomaterials) and wet cast onto hydro-
gen peroxide cleaned 24 × 24 mm #1.5 Menzel Gläser glass coverslips, as discussed
further in Section 5.2. In order to find the sample plane during setup for the extinc-
tion measurements, 50 nm gold nanoparticles dispersed in water at a concentration
of 4 × 109 particles/ml were spin coated onto the sample surface after the CNTs
had been wet cast. The samples were then mounted in silicone oil (n = 1.518) on a
hydrogen peroxide cleaned slide and sealed using clear nail varnish.

2.2 qDIC Microscopy

2.2.1 Setup

In order to obtain DIC images of the PS bead and ND samples, an inverted Nikon Ti-
U microscope was used with a Hamamatsu Orca 285 CCD camera (with 18,000 elec-
trons full well capacity, 7 electron read noise, [and at minimum gain used throughout]
4.6 electrons per count and 192 counts offset, 12 bit A/D converter) which produced
images of 1344 × 1024 pixels with pixel size of 6.45 µm. In order to laterally and
axially position the sample relative to the objective, a Prior Proscan III with a
stepper motor driven x-y stage (0.04 µm step size), and an objective focus drive (2

– 24 –



Chapter 2. Samples and Methods

nm step size) were used. For transillumination, a Nikon 100 W tungsten halogen
lamp (Nikon V2-A LL 100 W) was used with a Schott BG40 filter used to remove
wavelengths above 650 nm as the DIC polarisers are not suited to wavelengths above
this, and a Nikon green interference filter (GIF) to produce light with a peak emis-
sion wavelength of 550 nm and a full width at half maximum (FWHM) of 53 nm.
Light then passed through a de Sènarmont compensator (a rotatable linear polariser
followed by a quarter-wave plate, Nikon T-P2 DIC Polariser HT MEN51941) and a
N2 Nomarski prism (Nikon N2 DIC module MEH52400 or MEH52500 used for the
dry condenser and oil condenser, respectively). In this setup, the angle between the
linear polariser used in the de Sènarmont compensator and the fast axis of the wave
plate, θ, could be controlled such that at θ = 0◦ the light was linearly polarised along
the fast axis of the wave plate meaning linearly polarised light exited the compen-
sator, for most other cases of θ the light exits the compensator elliptically polarised.
The light was then focussed onto the sample using either a dry or a high numerical
aperture (NA) oil-immersion condenser, depending on the objective used to ensure
NA matching as much as possible. The dry condenser (0.72 NA, MEL56100) was
used for the 20× 0.75 NA, (MRD00205) dry objective in conjunction with a 1.5x tube
lens, while the high NA oil condenser (set to either 1.27 NA or 1.34 NA, MEL41410)
was used with the 60× 1.27 NA (MRD70650) water immersion objective and the
100× 1.45 NA (MRD01905) oil immersion objective. The maximum NA of the oil
condenser of 1.34 NA was used for the 1.45 NA objective. Prior to the tube lens,
light passed through a second Nomarski prism (DIC sliders MBH76220, MBH76264,
and MBH76190 used for the 0.75 NA, 1.27 NA, and 1.45 NA objectives, respectively),
and another linear polariser (Nikon Ti-A-E DIC analyser block MEN 51980) referred
to as the analyser, before passing through the tube lens and to the camera. This
setup can be seen in Figure 2.1 below. For each sample, stacks of 256 images were
obtained at positive and negative polariser angles, with the linear polariser used in
the de Sènarmont compensator being rotated to provide these angles as mentioned
previously, with a 120 ms exposure time per image and 0 ms delay between images.
The lamp intensity for each stack was set to result in an average of around 2900
counts on the camera, to avoid saturation while being close to the FWC to minimise
shot noise.

2.2.2 Recovering Quantitative Phase Information

The technique used to recover quantitative phase information about a sample, de-
veloped previously and initially reported on by McPhee, et al. [142] uses light,
with a peak wavelength of 550 nm, passed through a de Sènarmont compensator
(as described in Section 2.2.1) which allows the angle between the fast axis of the
waveplate along the direction (1,1) and the polariser, θ, to be adjusted to control
the polarisation state of the light. This can be shown by the Jones vector equation

E⃗ = E0
1√
2

(
1
ei2θ

)
(2.1)

where E⃗ is the electric field vector, and E0 is the field amplitude. Using this setup,
when θ = 0 the light is linearly polarised along the diagonal (1,1), which is also the
fast axis of the quarter waveplate. While in general the light is elliptically polarised,
at angles of 90 and 180 degrees it is linearly polarised and at 45 degrees it is circularly
so. The first Nomarski prism shown in Figure 2.1 consists of two birefringent crystals
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Unpolarised light source

Rotatable linear 
polariser

Quarter wave plate

Nomarski prism

Nomarski prism

Linear polariser 
(analyser)

Tube lens

Camera

Objective

Condenser

Sample

θ

Fast axis

Figure 2.1: Sketch of the principal optical elements of microscope setup used to obtain DIC
images of the polystyrene beads and nanodiamond samples with the arrows
and dots indicating the polarisation state of the light. Here it is shown that
the linear polariser in the de Sènarmont compensator can be rotated creating
an angle, θ, to the fast axis of the quarter wave plate. The analyser is then
shown orthogonal to the fast axis of the wave plate.
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arranged such that their optical axes are at an angle causing the incident beam to
split into two orthogonally linearly polarised components, separated by a small angle.
The beams are then focused onto the sample by the condenser, where the directional
split times the condenser focal length creates the shear distance, s⃗, which is similar
to the diffraction limited lateral resolution. As the beams pass through the sample,
they each undergo a phase shift, ϕ, proportional to the optical thickness of the part
of the sample they pass through. The phase difference, δ(r⃗), of the beams at a
position, r⃗, is therefore given by

δ(r⃗) = ϕ

(
r⃗ + s⃗

2

)
− ϕ

(
r⃗ − s⃗

2

)
. (2.2)

Once through the sample, the beams pass through the objective and are recombined
in a second Nomarski prism. A Nomarski prism is a type of Wollaston prism,
however, in this type of prism the beams immediately diverge due to the different
directions of the group velocity of the beams. Once at the crystal boundary, the
beams are refracted towards each other such that they converge at an interference
plane. The second polariser, known as an analyser, which is aligned orthogonally
to the fast axis of the quarter wave plate allows the orthogonally polarised beams
to interfere. Any phase difference of the beams after passing through the sample
results in a change of polarisation state of the beams causing variations in the
intensity after the polariser dependent on gradients of optical thicknesses across the
sample. Finally the transmitted beam is imaged by a tube lens onto the camera and
the image intensity, IDIC, at each point of the sample is then given by

IDIC(r⃗, θ) = Iex
2 (1 − [cos(2θ − δ(r⃗))]). (2.3)

The angle θ used controls the image contrast. If the angle is set to be too large for
a sample with a small phase shift, the image contrast will be too low, equally if the
angle is set too low for larger phase shifts then the image contrast could be too high
as can be predicted from Equation 2.3. For quantitative analysis, and to remove
spatial inhomogeneities, the dependence on the term Iex is eliminated as follows.
Images, I±(ϕ), are obtained at positive and negative angles, +ψ and -ψ, and the
contrast, Ic(r⃗), is calculated as

Ic(r⃗) = I+ψ(r⃗) − I−ψ(r⃗)
I+ψ(r⃗) + I−ψ(r⃗) . (2.4)

This can be rewritten as

Ic(r⃗) = sin(2θ) sin(δ)
cos(2θ) cos(δ) − 1 . (2.5)

The phase difference, δ(r), can be obtained by rearranging Equation 2.5 to give

sin(δ) = Ic
cos(2θ)

√
1 − I2

c − 1
sin(2θ)

1
1 + I2

c cot2(2θ) . (2.6)

A Wiener filtering process is then used, where the image is integrated in the Fourier
domain with the phase difference of the image being described as a convolution,
denoted by star, between the phase profile, ϕ(r⃗), with two Dirac delta functions sep-
arated by the shear vector, s⃗. The initial equation for the phase difference described
above is given by

δ =
[
δ

(
r⃗ + s⃗

2

)
− δ

(
r⃗ − s⃗

2

)]
∗ ϕ(r⃗), (2.7)
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for which the Fourier transform of this equation is

F(δ) =
∫ ∞

−∞

[
δ

(
r⃗ + s⃗

2

)
− δ

(
r⃗ − s⃗

2

)]
e−2πir⃗ν⃗dr⃗· F(ϕ). (2.8)

Given then that the Fourier transform (denoted by F) of a Dirac delta function is
F(δ(x+a)) = e2πiνxa, where ν⃗ is the spatial frequency, equation 2.8 can be rewritten
as

F(δ) = [eiπν⃗s⃗ − e−iπν⃗s⃗]F(ϕ). (2.9)

By substituting in the wave vector, k⃗, for ν⃗ (ν⃗ = k⃗
2π ) the DIC tranform of the sample

phase map in the Fourier domain can be expressed as

F(δ) = ξF(ϕ) (2.10)

where ξ = 2i sin
(
s⃗· k⃗

2

)
. There are however, issues that can arise when F(δ) is

divided by ξ when trying to calculate the phase, ϕ, for a given point. At regions
where s⃗· k⃗ are equal to an integer multiple of π, a division by zero results. Further,
this method does not take into account any limitations of the camera being used,
in which a noise component is always present which is amplified when |ξ| << 0.
Wiener deconvolution can be used to deal with these issues.

In Wiener deconvolution, an estimated signal to noise ratio of the data when
deconvolved, κ, is used to limit the enhancement of noise in the image. The Wiener
filter is given by

W = 1
ξ + (κξ∗)−1 , (2.11)

and hence Equation 2.10 is changed to

WF(δ) = F(ϕ) (2.12)

from which the phase can be recovered by applying an inverse Fourier transformation
to both sides of Equation 2.12. When using this method, it is important to carry
out a systematic investigation into the best value for κ to be used. This is due in
part to the final signal to noise ratio in the deconvolved image not being known at
this point, but also because of the stripes arising at large values of κ. The shape
and intensity of these artefacts are determined by the value of κ used, with higher
values typically elongating the stripes (scaling as

√
κ). Examples of the effect of

increasing κ can be seen in Figures 3.1 to 3.3.
Once the phase image has been obtained using this method, the integrated phase

area was found for each particle in the image using an in house written ImageJ script,
as described in Payne, et al. [128]. The integrated phase area of each particle in the
phase images could then be calculated using

Amϕ =
∫ ri

0
ϕ(r⃗) 2πr dr, (2.13)

where ri is the radius of the region around the particle used for the integration. This
was carried out in the analysis software as a sum of all the pixel values within the
ri region around each particle. The local background around each particle is found
by using the same integration from ri to 2ri. By substituting in the equation for
optical phase,

ϕ(r⃗) = 2π (np − nm)t(r⃗)
λex

, (2.14)
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wherein np is the refractive index of the particles, nm is the refractive index of the
surrounding medium, and t is the thickness, the volume can be found by rearranging
the resulting equation

Amϕ = 2π(np − nm)V
λex

. (2.15)

For a spherical particle its radius can then be expressed as R = 3
√

3V
4π .

2.3 Extinction Microscopy

2.3.1 Setup

Extinction measurements of the graphene sample was carried out using the same
microscope and illumination as in Section 2.2.1. A green bandpass filter (Thorlabs
FBH-550-40) and neutral colour balance filter (Nikon NCB) were used to obtain
illumination with a peak wavelength of 550 nm and FWHM of 40 nm. Home built
azimuthal and radial polarisation filters were used to achieve negligible or strong
axial polarisation at the sample to confirm the presence of graphene flakes. These
were made using 3D printed disks with 6 segments each, into which aluminium wire-
grid foil (MLP-WG, MeCan, USA) was mounted. This polarising film was oriented
such that the polarisation direction was along the centre of each segment for the
radial polariser, and across the centre for the azimuthal polariser as can be seen
in Figure 2.2. Unpolarised measurements were also obtained to find the size of the
graphene flakes. Light was focussed onto the sample using the oil condenser, and the
1.45 NA objective was used and a 1x tube lens in conjunction with a water cooled
scientific-CMOS camera (PCO Edge 5.5, with 30,000 electrons full well capacity,
1.69 electron read noise, [and at minimum gain used throughout] 0.54 electrons per
count and 98 counts offset, 16 bit dynamic range) to image the transmitted light.
For the measurements obtained using the radial polariser, a home-made dark-field
illumination ring blocking the 0-1 NA range was used, replacing the PH1 module of
the oil immersion condenser. This setup can be seen in Figure 2.3.

Radial Polariser Azimuthal Polariser

Figure 2.2: Diagrams showing the home built, six segmented, radial (left) and azimuthal
(right) polarisers, with their respective polarisation directions given by yellow
arrows.
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Unpolarised light source

Radial/azimuthal 
polariser (removable 
for unpolarised 
measurements)

Tube lens

Camera

Objective

Condenser

Sample

0 – 1 NA dark field ring 
(for radially polarised 
measurements only)

Figure 2.3: Diagram showing the key components used for the extinction measurements
described here. The radial and azimuthal polarisers could be inserted and
removed between measurements, or removed entirely for unpolarised measure-
ments, while the dark field ring after the condenser was used only for the
radially polarised measurements.
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2.3.2 Extinction Image Development

The procedure for extinction microscopy followed was the same as that described
in [128] and [129]. A series of images were obtained, with the sample being shifted
back and forth by 1.4µm in the x direction to provide an average over Na = 12800
frames per stack of images. Given an excitation wavelength, λ, of 550 nm, along
with a pixel pitch, dpx, of 6500 nm, a magnification, M , of 100, and the camera full
well capacity, Nfw, of 30000 electrons, the shot noise, σn, for these measurements
was calculated to be around 3 nm2 using [128]

σn = 3λdpx
2MNA

√
π

NaNfw
. (2.16)

An image subtraction method was then applied such that the intensities of the
images from the initial, I0, and shifted, Is, positions could be used to find the
relative extinction contrast image, ∆, of the particles

∆ = (Is − I0)
Is

. (2.17)

Once this relative extinction image was found, the extinction cross section of the
particles could be found in the same way as the integrated phase area was calculated
for the qDIC measurements. Integration at a radius around the particle, ri, such
that this radius encompassed the second airy ring (this was chosen as the majority of
the signal is encompassed by this area) given by ri = 3λ

2NA , allowed for the extinction
cross section to be calculated using

2σext =
∫
Ai

∆0dA+
∫
Ai

∆sdA. (2.18)

2.4 Photothermal Microscopy

2.4.1 Setup

In order to obtain photothermal measurements of the nanodiamond and graphene
samples a stimulated Raman setup was used. The laser source consisted of a Ti:Sa
(MaiTai HP, Spectra Physics) pulsed laser with a centre wavelength of 820 nm,
optical pulses of 150 fs, and 80 MHz repetition rate pumping an optical paramet-
ric oscillator (Inspire OPO, Radiantis), from which the idler was used as a Stokes
beam, as well as providing the pump for SRL. The Stokes beam was then passed
through a glass block before a travelling wave acousto-optic modulator (IntraAc-
tion ATM-781A2) was used, with the +1 diffracted order selected, to modulate
the beam amplitude at 2.5 MHz while also shifting its frequency by 78 MHz. The
pump beam was sent down a separate beam path from the OPO, with a PI lin-
ear delay stage allowing a delay to be set between the Stokes and pump beams in
the photothermal microscopy experiment, the beams did not overlap in time and
therefore no stimulated Raman effect could be seen, meaning any signal was due
to the photothermal modulation of the pump beam. Once through the delay line,
the pump beam was then recombined with the Stokes beam path using a dichroic
mirror, DBS1, (MellesGriotLWP-45-RP808-TP1064-PW-1025-C) which transmitted
wavelengths above 950 nm while reflecting those between 780 and 870 nm. Once
recombined, the pump and Stokes beams were passed through a second glass block,
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DBS2

l/2

xyz scanner

Objective

sample

Inverted microscope AOM
DBS1

AM @ m

Stokes
0+s

pump

ZF52A ZF52A

SRS PD

DBS3

condenser

F2

Lock-in

D
el

ay
 S

ta
ge

Figure 2.4: Diagram showing the beam-paths and microscope setup used to obtain the
photothermal measurements. The Stokes beam is shown passing through the
acousto-optic modulator (AOM) providing the frequency shift νs from its ini-
tial frequency ν0. A dichroic beam splitter (DBS) can then be seen which
recombines the pump and Stokes beams prior to passing through the glass
block (ZF52A), and through the microscope optics to the detector. Figure
provided by Prof. Borri and Prof. Langbein.

providing control of the linear chirp and spectral focusing of the beams as discussed
in [170], before passing through the microscope optics to the sample.

For all measurements a 1.45 NA, 100x oil immersion objective (Nikon CFI Plan
Apochromat lambda, MRD01905) was used, with the sample mounted on an inverted
Nikon Ti-U microscope stand. The beam was scanned by x-y galvo mirrors relayed
into the objective back focal plane. An oil immersion condenser with adjustable
NA, and maximum 1.34 NA, was used to collect the photothermal signal. The
pump beam is then separated from the Stokes beam using a shortpass filter, F2,
(Semrock FF01-945/SP) allowing the modulation of the pump beam to be detected
with an SRS photodiode (Hamamatsu S6976), which has an 86% quantum efficiency
at 820 nm, and a home built 2.5 MHz resonant circuit (with a DC impedence of 3.6
Ω). Detected modulation of the pump beam was analysed using a dual phase lock-in
amplifier (Zurich Instruments HF2LI). This setup can be seen in Figure 2.4.

2.4.2 Photothermal Modulation

Using the setup as described above, the Stokes beam was set to have a wavelength
of 1080 nm with the glass blocks adjusted to provide a pulse duration of 1.12 ps
and a spectral resolution of 34 cm−1, while the pump beam had a wavelength of
820 nm. This allows a reference SRS signal for the silicone oil mounting medium
to be found at 2904 cm−1, the spectrum for which can be seen in Figure 2.5, away
from the first order diamond and graphite SRS signals at 1332 cm−1 and 1575 cm−1,
respectively. This was also away from the second order graphite Raman peaks at
2700 cm−1 and 3250 cm−1. Once the peak SRS signal was found, the phase of the
lock-in could be set such that the signal phase relative to the electronic reference was
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zero (i.e. in phase). The delay line could then be set to allow the Stokes beam to
arrive at the sample first, followed by the pump beam at a prescribed time later (in
this case 2.69 ps) such that a photothermal signal could be obtained while avoiding
any Raman signal from either the Raman vibrations of diamond or graphite. This
photothermal signal occurred due to absorption of the Stokes beam by sp2 bonds in
the samples, which in turn caused heating of the oil surrounding each particle hence
changing the refractive index of said oil. The change in refractive index subsequently
modulated the pump beam profile (photothermal lensing) causing a pump loss (due
to the clipping of the mode in the collection geometry) which could be measured
by the SRS photodiode. For each measurement, the in-phase and in-quadrature
components of the signal were acquired and here called real, ℜ, and imaginary, ℑ,
parts from which the photothermal signal amplitude, SLI , measured by the lock-in
could be found using the equation

SLI =
√

ℜ2 + ℑ2, (2.19)

while the phase of the photothermal signal, ϕ, can be calculated by

SLI = |SLI |exp(iϕ). (2.20)

To obtain the real and imaginary signals from a measured image, a mask was applied
to the background using imageJ as can be seen in Figure 2.6, and the sum of all pixels
making up an individual particle was obtained using the Raw Integrated Density
function. By then applying the known pixel area, Apx, the integrated amplitude of
the particle could be calculated using

ALI = ApxSLI . (2.21)

Also acquired was the DC signal, SDC , which could be used to calculate the
relative modulation of the pump beam. By also taking into account the point spread
function (PSF), the peak relative modulation, Mrel, for each particle could then be
obtained using

Mrel = 3.6 × 10−4ALI
APSFSDC

, (2.22)

where 3.6 × 10−4 was the relative impedance between SDC (3.6 Ω) and ALI (10 kΩ),
and the average PSF area being APSF = (0.26µm)2 for typical particles. While this
was the average APSF , for individual particles this could vary between (0.1µm)2

and (0.5µm)2 depending on their size. Due to the higher impedance of the photodi-
ode, the relative impedance is applied such that the DC signal matches that of the
photodiode.

2.4.3 Photothermal Lifetime

To find the photothermal lifetime, which is the time taken for the photothermal
lensing to dissipate, it was assumed that the resulting photothermal signal due to
instantaneous heating, S(t), has an exponential decay such that the signal is given
by

S(t) = S0
e

−t
τ

1 − e
−T
τ

, (2.23)

over a period 0 ≤ t ≤ T (in this case 400 ns from the 2.5 MHz modulation), where τ
is the photothermal lifetime, and S0 is the instantaneous photothermal signal. From
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Figure 2.5: Raman resonance peaks for silicone oil between 2650 cm−1 and 3150 cm−1.

a) b)

Figure 2.6: Photothermal image of the untreated 250 nm ND sample (a, gray scale from
m = 0 V [black] to M = 0.3 mV [white]) and an image of the same region with
a threshold applied and displayed using a binary (black/white) colour map for
analysis (b).
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this the complex lock-in signal amplitude measured at the fundamental frequency,
SLI , could be described as as

SLI =
√

2
T

∫ T

0
S(t)e−2πiτ/Tdτ. (2.24)

By integrating this equation and introducing the value α = T
τ , the equation

SLI = S0
e−α − 1

(−2πiα)(1 − e−α) (2.25)

could be obtained, which can be simplified to SLI = S0
α+2πi , allowing the instanta-

neous photothermal signal to be found using

S0 = SLI
α− 2πi. (2.26)

Finally, the following equation can be rewritten to find the photothermal lifetime

α

2π =
ℜ( 1

SLI
)

ℑ( 1
SLI

)
, (2.27)

first by substituting in α = T
τ which gives

τ = T

2π
ℑ( 1

SLI
)

ℜ( 1
SLI

)
, (2.28)

and then by using the identity
ℑ( 1

SLI
)

ℜ( 1
SLI

) = −ℑ(SLI)
ℜ(SLI) , Equation 2.27 can be written as

τ = T

2π
−ℑ(SLI)
ℜ(SLI)

, (2.29)

from which the photothermal lifetime can be calculated.
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Chapter 3

Sizing individual dielectric
nanoparticles using qDIC
microscopy

3.1 Introduction

With growing uses of dielectric nanoparticles (NPs) such as nanodiamond in a wide
variety of applications, ranging from biomarkers and drug delivery in medicine to
quantum and industrial applications, accurate sizing of these particles has become
ever more important [52]. Particularly in the case of biomarkers and drug delivery
in medicine, the size of a NP is especially important as the uptake into cells is
highly dependant upon it [61]. Currently the industry standard when it comes to
sizing NPs is electron microscopy, however, this comes with drawbacks [101, 102].
In general, electron microscopy is a low throughput technique capable of imaging
only a limited number of particles at a time and must be carried out in a vacuum.
More specifically, when sizing organic dielectric materials, electron microscopy is
limited due to a lower electron density when compared with metallic materials [103].
Another common technique for sizing NPs is DLS as has been discussed in (Section
1.3.2). Limitations of DLS can be seen if large particles are present mixed in with
the analyte, which can significantly skew the results due to them dominating the
scattering response. As a result of this, and given the measurements are for particle
ensembles, the technique is low resolution thus requiring separation of polydispersed
samples prior to measurement [105]. Further, the technique does not measure the
geometric size of the sample, but rather the hydrodynamic size which can cause an
overestimation of the particle sizes.

Using wide-field optical microscopy to measure the sizes of NPs requires knowl-
edge of the optical properties of the materials being measured to link the strength
of the optical signals to NP sizes. This is due to the diffraction limit of optical mi-
croscopy, meaning a spatial resolution of around 200 nm, which is larger than most
NPs being measured, in other words the size of a NP cannot be directly resolved
under a light microscope. However, the benefits of using wide-field optical setup
include a high throughout, simplicity, and low cost. Due to this, there are several
techniques which now make use of the benefits listed for NP sizing. As discussed
previously in Section 1.3, extinction microscopy, iSCAT, COBRI, and a number of
DIC techniques have been developed to measure quantitative properties (including
sizes) of dielectric NPs. Extinction microscopy for instance, has been shown to be
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effective at measuring GNPs down to 2 nm, however, for dielectric NPs the sensi-
tivity of this technique is limited to much larger particles such as PS beads on the
order of 100 nm [128]. This is because, in the small size limit, the optical extinction
technique is more sensitive to particles that strongly absorb light such that the ex-
tinction cross section is roughly equal to the absorption cross section. Given then
their negligible absorption of visible light, extinction microscopy is not well suited
for measurements of small dielectric NPs. Alternatively, phase contrast techniques
such as iSCAT and COBRI have been used to measure single dielectric NPs, with
the former being used to observe biological macromolecules, and the latter being
used to track silica NPs down to 50 nm size with a sensitivity limit down to 30 nm
[115].

A number of methods to recover DIC images have been developed, as discussed
in Section 1.3.5. While DIC still has all the benefits of wide field microscopy, it is
also a simple and widespread interferometric technique with few specific components
being required that are not commercially available. Previously, the qDIC analysis
technique (see Section 2.2.2) has been used to measure quantitative properties of
biological samples, such as the lamellarity of giant lipid vesicles and the thickness of
lipid bilayers [142, 143, 144]. This chapter shows the optimisation and calibration
of this technique for measuring 100 nm and 15 nm radius PS beads. Parts of this
chapters content is published in [173].

3.2 κ and ri Optimisation

δ(r⃗) phase images of the 100 nm radius PS beads mounted in silicone oil (SO),
using 1.45 NA, 1.27 NA, and 0.75 NA objectives at a phase offset of ψ = 30◦, are
shown in Figures 3.1a, 3.2a, and 3.3a, respectively. A shadow-cast pattern, typical
of DIC images, can be seen with no blemishes or vignetting showing the capability
of removing the Iex dependence in the image contrast. The peak and dips present
in the stripe pattern in the retrieved ϕ(r⃗) (see Equation 2.12) images (Figure 3.1b,
c, and d) are due to the elongation of the PSF, with the two beams used being
elongated orthogonal to each other along and across the shear. This effect is less
pronounced when the 0.75 NA objective was used, as can be seen in Figure 3.3. If
further quarter waveplates were to be added after the first prism and before the
second prism, the light would be circularly polarised causing a circular PSF to be
seen and hence eliminate the effect.

In order to calibrate the qDIC analysis, the values used for κ and ri from Equation
2.11 and Equation 2.13 were varied to determine their effect on the obtained value
for the measured integrated phase area (Am

ϕ ) of the beads. To achieve this, analysis
was carried out varying κ from 0.5 to 105 and ri from 1 to 9 pixels for the 0.75, 1.27,
and 1.45 NA objectives using a phase angle of ψ = 30◦ and the PS bead sample
mounted in either silicone or water oil. As can be seen in Figure 3.4, the value
obtained for Am

ϕ for the sample measured with the 1.45 NA objective increases as
κ increases up to ri = 4 before starting to level off at values of κ > 50. A similar
pattern was observed for each objective. The values (κ, ri) found for the point at
which saturation occurred were found to be (105, 4), (1000, 8), and (1000, 8) for
the 0.75 NA, 1.27 NA, and 1.45 NA objectives, respectively. The dependence of
κ and ri on Am

ϕ for the 1.45 NA objective can be seen in Figure 3.4a. However,
it is clear from Figure 3.4b that the signal to noise ratio (SNR), calculated using
SNR = Amϕ /σ, obtained at these values is very small. Due to this, the (κ, ri) values
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Figure 3.1: DIC images of the PS bead sample mounted with silicon oil imaged with 1.45
NA and a phase offset of ψ = 30◦. (a) δ(r⃗) on a grey scale as shown, from m =
-0.05 to M = 0.05. The shadow cast impression of DIC is evident, with the
shear s = 0.23(1, 1)/

√
2µm in the (x, y) coordinates with x horizontal and y

vertical. ϕ(r⃗) images showing a region of (2.71 × 2.07)µm2 around a selected
bead indicated by the dashed circle in (a) are shown for κ = 1 (b, m = -0.015
to M = 0.03), κ = 200 (c, m = -0.02 to M = 0.04), and κ = 1000 (d, m =
-0.03 to M = 0.03), with the red and blue circles having the radii ri and 2ri,
respectively. ri = 2.5, 4, and 8 pixels in b, c, and d, respectively. Adapted
from [173].
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Figure 3.2: DIC images of the PS bead sample mounted with silicon oil imaged with 1.27
NA and a phase offset of ψ = 30◦. (a) δ(r⃗) on a grey scale as shown, from
m = -0.050 to M = 0.050 (black scale bar = 30µm). ϕ(r⃗) images showing a
region of (4.30 × 3.33)µm2 around a selected bead indicated by the dashed
circle in (a) are shown for κ = 1 (b, m = -0.041 to M = 0.041), κ = 100 (c,
m = -0.050 to M = 0.060), and κ = 10000 (d, m = -0.039 to M = 0.059),
with the red and blue circles having the radii ri and 2ri, respectively. ri = 1.5,
2, and 8 pixels in b, c, and d, respectively.

for which the best SNR using each objective were found (SN). To do this, 1000
background points (points where no particle was visible) were analysed using the
same procedure for the same κ and ri range, and the integrated phase area for each
point was calculated. The resulting distributions were then fitted with a Gaussian
to find the standard deviation of the background (σ). The SNR for each κ and ri
pair was then calculated. Figure 3.4b shows that, for the 1.45 NA objective, the
SNR increases with ri from zero due to the increasing A. However, after a certain
ri value, in the case of the 1.45 NA objective ri > 2.5, the SNR decreases again due
to the increasing σ of the background. At κ > 1 for all objectives, the SNR again
decreases as the σ obtained for the background continues increasing while Am

ϕ starts
to saturate as κ increases. The values found as the SN pairs were (1, 1), (1, 1.5),
and (1, 2.5) for the 0.75 NA, 1.27 NA, and 1.45 NA objectives, respectively. The
highest SNR decreases with the NA, with the values of 550, 400, and 130 for the
1.45 NA, 1.27 NA, and 0.75 NA objectives, respectively.

A third pair of values was subsequently chosen for each objective to obtain a
good SNR while minimising systematic errors (SE) due to a minimised sensitivity
to the shape of the PSF. The ri values were chosen for each objective such that it
corresponded to the PSF size, as can be seen in Figure 3.4c, with the κ value being
chosen to give a good SNR at the selected ri values. Hence, the pairs chosen for this
were (100, 2), (100, 2), and (200, 4) which gave SNR values of 49, 180, and 160 for
the 0.75 NA, 1.27 NA, and 1.45 NA objectives, respectively. The respective SNR
values for each objective at saturation were found to be 6, 14, and 20. Plots similar
to Figure 3.4, showing how Am

ϕ and SNR vary with ri, for the 1.27 NA and 0.75 NA
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Figure 3.3: DIC images of the PS bead sample mounted with silicon oil imaged with 0.75
NA and a phase offset of ψ = 30◦. (a) δ(r⃗) on a grey scale as shown, from
m = -0.015 to M = 0.015 (black scale bar = 30µm). ϕ(r⃗) images showing a
region of (6.92 × 5.19)µm2 around a selected bead indicated by the dashed
circle in (a) are shown for κ = 1 (b, m = -0.005 to M = 0.010), κ = 100 (c,
m = -0.010 to M = 0.021), and κ = 10000 (d, m = -0.021 to M = 0.030),
with the red and blue circles having the radii ri and 2ri, respectively. ri = 1,
2, and 4 pixels in b, c, and d, respectively.
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Figure 3.4: Phase area Am
ϕ (a, m = 0 to M = 2950 nm2) and SNR Am

ϕ /σ (b, from m =
0 to M = 550) as function κ and ri for a PS bead mounted in silicone oil
and imaged using the 1.45 NA objective. The chosen SN, SE and C pairs are
indicated.
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Figure 3.5: Phase area Am
ϕ (a, m = 0 to M = 4950 nm2) and SNR Am

ϕ /σ (b, from m = 0
to M = 400) as function κ and ri for the 1.27 NA objective.
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Figure 3.6: Phase area Am
ϕ (a, m = 0 to M = 3100 nm2) and SNR Am

ϕ /σ (b, from m = 0
to M = 130) as function κ and ri for the 0.75 NA objective.
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can be seen in Figures 3.5 and Figure 3.6, respectively, with the relevant the SN,
SE, and C pairs marked.

3.3 PS Bead Refractive Index
While the refractive index of polystyrene is known to be about n = 1.59, the exact
value depends on the packing density of the polymer. Therefore, measurements of
the refractive index of the beads were carried out as follows. The average measured
integrated phase areas (Am

ϕ ) for both the PS beads mounted in water oil (WO) and
silicone oil (SO) were found by fitting a Gaussian distribution to the measured Am

ϕ

of the beads imaged using a polariser angle of ψ = 30◦ and analysed using the C
pair for each objective. The C pair was chosen for analysis here as it had the lowest
systematic errors of the three possible pairs, also (as is also discussed later in Section
3.4) a correction factor is required when using the SE and SN pairs which had yet
to be obtained. The average Am

ϕ in this case was proportional to the difference in
refractive index between the particles and mounting medium, np − nm, such that

Am
ϕ = C(np − nm), (3.1)

where np and nm represent the refractive index of the PS beads and medium, respec-
tively, and C was the constant of proportionality. From Equation 2.15 it is expected
that the phase area is proportional to the medium refractive index with x intercept
(the point at which the obtained integrated phase of the PS beads would be zero)
being the refractive index of the PS beads, as at this point the refractive index of
the PS beads and its surrounding medium would be the same. From rearranging
Equation 3.1, the refractive index of the beads can also be calculated using

np = nwo

 1
Aso
ϕ

Awo
ϕ

− 1

(1 − nso
nwo

)
, (3.2)

where nwo and Awoϕ is the refractive index of the water oil and the phase area of the
beads mounted in water oil. nso and Asoϕ are the refractive index of silicone oil and
phase area of the beads mounted in silicone oil. The error for the particle refractive
index, ∆np, could be found from the error in phase area for both mounting media,
Awoϕ for the water oil mounted beads and Asoϕ for those in silicone oil, such that

∆np =

√√√√( ∂np
∂Awoϕ

· ∆Awoϕ

)2

+
(
∂np
∂Asoϕ

· ∆Asoϕ

)2

. (3.3)

As can be seen in Figure 3.7, the values obtained for the refractive index of the
PS beads were np = 1.5884 ± 0.0005, np = 1.6007 ± 0.0016, and np = 1.5984 ± 0.0013
for the 0.75 NA, 1.27 NA, and 1.45 NA objectives, respectively. This is in good
agreement with the expected refractive index for polystyrene at the wavelength used
for these measurements, as such for all measurements going forward np = 1.59 was
used for the PS beads.

3.4 Correction Factor and Radii
Due to the lower Am

ϕ value obtained at the SE and SN values compared to that of the
C pair, a correction factor needed to be found in order to obtain an accurate value
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Figure 3.7: Average integrated phase area, Am

ϕ , of 100 nm radius PS beads in oil and water
immersion media for the 0.75 NA (Black), 1.27 NA (Blue), and 1.45 NA (Red)
objectives with fits using Equation 3.1.

for the phase area and hence volume, and radius of the beads. This was achieved by
calibration, comparing the Am

ϕ value for the particles in each image at the SE, SN,
and C pairs. The value obtained for each particle using the C pair was then divided
by those of the SE and SN pairs, resulting in correction factors for each individual
particle. These were then plotted as a histogram and a Gaussian fit was applied.
The resulting distributions and fit for the silicone oil mounted sample, imaged using
the 1.45 NA objective, can be seen in panels a and c of Figure 3.8 for both the SN and
SE pairs. The resulting correction factors for this combination were ρ = 3.48 ± 0.27
and ρ = 1.25±0.07 for the SN and SE pairs, respectively. Similar plots for the other
objectives and samples can be seen in panels a and c of Figures 3.9 to 3.13, with the
resulting correction factors for each plot being found in Table 3.2.

Once the correction factor for each case was found from analysis of all particles
in a single field of view for the 0.75 NA objective and 4 fields of view for the 1.27 NA
and 1.45 NA objectives, it was applied to the obtained Am

ϕ for each particle to such
that a corrected phase area for each (Acϕ) could be found using Acϕ = ρAmϕ . From
Acϕ the volume and hence radius for each particle was calculated using Equation
2.15 using the refractive index found previously (n = 1.59). The corrected radii were
then plotted as histograms to which a fit was applied to obtain the mean size of the
individual beads and their standard deviation as can be seen in panels b and d of
Figures 3.9 to 3.13, to be compared with the manufacturers specifications. It was
expected that the distribution of bead sizes would be Gaussian in nature, with the
aggregate size decreasing in a Poissonian manner dependant on the number of beads
per aggregate. As such, the fit used comprised a series of eight Gaussians, ensuring
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a significant number of aggregate distributions were taken into account, such that

p(r) =
8∑

n=1

Bn

σn
√

2π
exp

(
−(R−Rn)

2σ2
n

)
, (3.4)

where Rn was the effective radius of an n-bead aggregate given by Rn = 3
√
nR1, σn

was the n-bead aggregate standard deviation given by σn = σ1n
−1/6, and Bn was

applied to give a Poisson distribution of bead aggregates using the equation

Bn = B
λne−λ

n! . (3.5)

Here, B is a normalisation factor, with λ representing the average number of beads
per aggregate. To derive the equation for Rn, the beads are assumed to be spherical
such that

R3
n = n

3V
4π . (3.6)

Given then that R3
1 = 3V/4π, this could be rewritten as

R3
n = nR3

1. (3.7)

So that Rn = 3
√
nR1. Similarly, to derive the equation for σn, the standard deviation

of a single particle volume is defined as

σV1 = σ1
∂V

∂R
|R1 , (3.8)

from which the standard deviation of an n particle aggregate can be written as

σVn = σ1
√
n
∂V

∂R
|R1 . (3.9)

The corresponding radius deviations are then given by

σn = ∂R

∂V
|Rn

√
n
∂V

∂R
|R1σ1, (3.10)

and given that ∂V/∂R ∝ R2 this can be rewritten as

σn = 1
R2
n

√
nR2

1σ1. (3.11)

Given then the relationship for the number of beads and effective radius this can be
simplified to

σn = σ1
6
√
n
. (3.12)

Figures 3.8c and d show the corrected radii histograms for the sample mounted
using silicone oil, imaged using the 1.45 NA objective, and analysed using the SN
and SE pairs, respectively. The fits for the plots yielded values of R1 = 101.2 nm,
σ1 = 2.2 nm, and λ = 0.01 for the SN pair, while for the SE pair R1 = 100.5 nm,
σ1 = 3.0 nm, and λ = 0.03. Similar plots for the other mounting medium and
objectives can again be seen in Figures 3.9c and d to 3.13c and d. The resulting PS
bead radii and standard deviations from all plots can be seen in Table 3.2. For most
cases, the standard deviation obtained was higher for the SN pair as compared to
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Figure 3.8: Histograms of the correction factors and corrected radii for the 100 nm radius
PS beads immersed in silicone oil imaged using the 1.45 NA objective and
analysed using the SN (a, b) and SE (c, d) pairs.
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Figure 3.9: Histograms of the correction factors and corrected radii for the 100 nm radius
PS beads immersed in water oil imaged using the 1.45 NA objective and anal-
ysed using the SN (a, b) and SE (c, d) pairs.
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Figure 3.10: Histograms of the correction factors and corrected radii obtained for the
100 nm radius PS beads immersed in silicone oil imaged using the 1.27 NA
objective and analysed using the SN (a, b) and SE (c, d) pairs.
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Figure 3.11: Histograms of the correction factors and corrected radii for the 100 nm radius
PS beads immersed in water oil imaged using the 1.27 NA objective and
analysed using the SN (a, b) and SE (c, d) pairs.
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Figure 3.12: Histograms of the correction factors and corrected radii for the 100 nm radius
PS beads immersed in silicone oil imaged using the 0.75 NA objective and
analysed using the SN (a, b) and SE (c, d) pairs.
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Figure 3.13: Histograms of the correction factors and corrected radii for the 100 nm radius
PS beads immersed in water oil imaged using the 0.75 NA objective and
analysed using the SN (a, b) and SE (c, d) pairs.

Figure 3.14: Scanning electron microscopy (Left) and transmission electron microscopy
(Right) images of the 200 nm diameter PS beads obtained by the manufac-
turer.
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Figure 3.15: Atomic force microscopy image (m = 0 nm to M = 300 nm) showing the
200 nm radius PS bead sample. The height profile of a single bead with a
diameter of 179 nm across the yellow dashed line, is shown in the inset with
a 1:1 aspect ratio.

that obtained with the SE pair. This was caused by the correction factor of these SN
pair measurements having a broader histogram, and therefore would cause increased
error in the corrected radii obtained for individual beads.

When compared with the manufacturers specifications (radius of 100 nm with
a cv of 3%), the sizes obtained here match well. This was confirmed by scanning
electron microscopy (SEM) and transmission electron microscopy (TEM) images
obtained by the manufacturer of the beads, as can be seen in Figure 3.14, which
showed mean radii of 95 nm and 93.5 nm, respectively. Also obtained were atomic
force microscopy (AFM) measurements using a Bruker Dimension Icon, seen in
Figure 3.15, which showed a 5% smaller mean radius (89.5 nm) when compared to the
SEM and TEM measurements. The slightly elliptical nature of the beads observed
in the AFM image is most likely due to the tip used for the AFM measurements
which has a finite sharpness, causing the width of the beads appear greater than
their height.
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3.5 Background and Shot Noise

Having determined the accuracy of the technique, it was also important to deter-
mine the precision of the measurements. This was determined by the photon shot
noise, and the background due to additional structures on the sample such as glass
roughness.

Discussing first photon shot noise, we know that the shot noise in Ic, σc is depen-
dant upon the number of acquisitions, Na, as well as the number of photoelectrons
detected per pixel per readout such that σc = 1/

√
2NeNa. From this we can calcu-

late from the maximum number of frames acquired here, Na = 256, and given the
number of photoelectrons on the order of 104, that σc = 0.04%. Analysing also how
the phase angle can have an impact on the noise Equation 2.5 can be used to find
that

σc = σδ

∣∣∣∣dIcdδ
∣∣∣∣ = σδ

∣∣∣∣ sin(ψ)
1 − cos(ψ)

∣∣∣∣ . (3.13)

This shows that the noise can be reduced by decreasing the phase angle used for
the measurements, however, there is a trade off with this as at lower values of ψ the
transmitted intensity of light is also reduced. Measurements using this setup have
also shown that the optics are not ideal and of particular note is that some light
is still transmitted at ψ = 0 degrees without sample present. This transmission
was characterised for the objectives used, using measurements of the transmitted
intensity obtained at phase angles of ψ = ±20, ±30, ±60, and ±90 degrees, as well
as at ψ = 0 degrees. The values for the mean intensity for the phase angles given,
at regions with no particles present in the sample, and using all objectives discussed
here were obtained and are shown in Table 3.1. Using the equations η = f(ψ)1−cos(ψ)

2
and f(ψ) = ⟨I0⟩

⟨Iψ⟩−⟨I0⟩ , the background transmission fraction, η, was calculated for
each phase angle and objective. The average background transmission fraction was
found to be η = 0.80%, 0.64%, and 0.86% for the 1.45 NA, 1.27 NA, and 0.75 NA
objectives, respectively. Notably, from Equation 2.3 it can be calculated that for the
lowest phase angle used, ψ = 30◦, the transmitted intensity is only 6.7% that of Iex
meaning the background transmission found here makes up a significant proportion
of the ideal transmission. It was therefore necessary to correct for η during the
analysis by subtracting the background from the measured intensity, Im± , such that

I± = Im± −
⟨Im± ⟩2η

(1 − cos(ψ)) . (3.14)

To determine the noise due to the background, such as glass roughness, the in-
tegrated phase area for 1000 points were measured in regions with no polystyrene
beads present. These background points were analysed in the same way as the beads
using the SN and SE pairs. To determine then the standard deviation, σ, of the
background a Gaussian fit was applied to the histograms plotted, as can be seen in
the inset of Figure 3.16. This analysis was done for Na = 1, 10, 100, and 256 frames.
The resulting values for σ were fitted with the function

σ =
√
σ2
s

Na
+ σ2

b , (3.15)

where σs was the single frame shot noise, and σb was the background error, as seen
in Figure 3.16.
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Figure 3.16: Standard deviation σ, from the distribution of Am
ϕ in regions of the sample

without PS beads, versus number of averages Na, for PS beads mounted
in silicone oil imaged using the 1.45NA objective and phase offsets ψ of 30
(black), 60 (blue), and 90 (red) degrees. The inset shows the histogram of
Am

ϕ for Na = 100, analysed using the SE pair imaged at ψ = 30 degrees, and
the fitted Gaussian distribution (black line).
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Figure 3.17: As Figure 3.16, but for the 1.27 NA objective

– 54 –



Chapter 3. Sizing individual dielectric nanoparticles using qDIC microscopy

1 1 0 1 0 0

1 0 1

1 0 2

1 0 3

sta
nda

rd 
dev

iati
on 

σ (
nm

2 )

n u m b e r  o f  a v e r a g e d  i m a g e s  N a

S N

S E

Figure 3.18: As Figure 3.16, but for the 0.75 NA objective
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Figure 3.19: As Figure 3.16, but for the water oil mounted sample.
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Figure 3.20: As Figure 3.17, but for the water oil mounted sample.
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Figure 3.21: As Figure 3.18, but for the water oil mounted sample.
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Figure 3.22: Overview of the background error σb for different phase angles ψ, objectives

0.75, 1.27, and 1.45 NA, water oil (WO) and silicone oil (SO) immersion, and
analysis pairs SE and SN.

This showed that the noise decreased with the number of averages until Na > 100
at which point a saturation is visible, indicating that the background error limit was
reached. For the 1.45 NA objective, with the sample mounted in silicone oil, this
background error was found to be σb = 1.94 and 16.66 nm2, corresponding to PS bead
radii of 13 and 18 nm, when the SN and SE pairs were used for analysis, respectively.
The values for σb for the other objectives and mounting oil can be seen in Table 3.2.
From this it is clear that, given enough averages, the shot noise of the images can be
lowered to a point such that the sensitivity limit is determined by the background
error alone. In general, this background error is not limited by the phase angle
used, as seen in Figure 3.22. However, for the 0.75 NA objective the background
error appears to increase with increasing phase angle, though this is likely due to
systematic errors in the measurements. Also strange is the similarity in values for
σb between immersion oils. It was expected that, due to the similarity in refractive
index between water oil and glass, the silicone oil measurements would have a higher
background error due to the glass roughness being visible. The similarity in σb
suggests that the background limit is likely due to residual impurities on the glass
surface leftover from the cleaning procedure. Evidence of this can be seen from the
similarity in smallest detectable radii found for the 1.27 NA objective, which were
8.8 and 8.7 nm for the silicone oil and water oil mounted samples, respectively. The
best way to get around this background limit would be to have particles that could
attach and detach from the coverslip surface. By doing this, there would be no glass
roughness to limit the background error, as well as minimising the impurities seen
in these measurements, allowing a sensitivity given by shot noise only.

To visualise the scaling of the shot noise presented in Equation 3.13, the single
frame shot noise values found from Figure 3.16 were plotted against the phase angle.
This can be seen in Figure 3.23, and shows the sensitivity increases as expected with
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decreasing phase angle. The function

σs = σs0

∣∣∣∣1 − cos(ψ)
sinψ

∣∣∣∣ (3.16)

is shown, with the noise at ψ = 90 degrees being σs0. Good fits were found for all
objectives, with σs0 = 55, 89, and 198 nm2 for the 1.45 NA, 1.27 NA, and 0.75 NA
objectives, respectively. When using the SN pair for analysis, lower values for the
single frame shot noise can be obtained, as seen in Table 3.2, with the lowest found
being σs = 14 nm2 equivalent to a 25 nm radius PS bead mounted in silicone oil.
This was obtained when the 1.27 NA objective was used, with the sample mounted
in silicone oil, and analysed using the SN pair. For the sample mounted in water
oil, the smallest single frame shot noise was found when using the 1.45 NA objective
at σs = 16 nm2, equivalent to a PS bead of radius 17.5 nm. It is thus clear that σs
can be reduced in three ways for this technique, these being to increase the NA of
the objective which in turn improves the spatial resolution of images, to use the SN
pair for analysis rather than the SE pair which improves the signal to noise ratio
(as shown in Section 3.2), and to decrease the phase offset used for measurements
giving an increased phase contrast for the particles. It can also be seen that due to
the increased refractive index difference when using water oil as opposed to silicone
oil, the size limit can also be reduced due to the increased refractive index difference.
By using the example presented earlier where particles can detach from the surface
of the coverslip, hence assuming the measurements are not limited by σb, and by
increasing the number of averages obtained to Na = 1000 it would be feasible to
increase the sensitivity to observe PS beads of 3.8 nm radius for a phase offset of
ψ = 30 degrees. An example of how this sensitivity could be improved further,
assuming ideal optics where η = 0, would be to use a phase offset of ψ = 1 degree,
to give a radius limit of 1.8 nm. It should be noted that the dependence described
in Equation 3.16 only holds when the transmitted signal on the camera can be kept
at the same level, meaning for the ψ = 1 degree example a lamp intensity of 100×
greater than would be required for measurements at ψ = 10 degrees is necessary
due to the transmitted intensity scaling with 1/ψ2. As such this dependence breaks
down the closer one gets to a phase offset of 0 degrees as it becomes harder to obtain
sufficiently high transmitted signal on the camera.

3.6 30 nm PS Bead Measurements

In order to confirm the sensitivity of the qDIC technique, measurements of fluoresc-
ing 30 nm diameter PS beads, with a size distribution between 20 and 40 nm were
carried out. For these measurements, a 1.49 NA 100× objective was used with a
phase offset of ψ = 20◦. Fluorescence measurements of these beads were also carried
at the same regions to confirm the position of the beads, as can be seen in Figure
3.25 (details of the measurements provided below). Analysis of the region seen in
Figure 3.25a showed a noise of σ = 1.6 nm2, with the dependence on the number of
averages fitted by Equation 3.15 with σs = 13.3 ± 0.8 nm2 and σb = 1.4 ± 0.1 nm2.
The errors for σs and σb discussed here were taken from the standard error of the
fits applied in Origin graphing software, using Equation 3.15. The polystyrene bead
which is clearly visible above the noise in the inset of the same Figure was found to
have a radius of 24 nm. Figure 3.27a shows the distribution of measured particles
(green histogram) and the background distribution (orange histogram) which had
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Table 3.1: Table showing the median counts obtained for the different objectives and phase
offsets ϕ, the resulting background fraction f , and background transmission
factor η, as well as the average of η for each objective, η̄.

ψ ⟨I0⟩ ⟨I+ψ⟩ ⟨I−ψ⟩ ⟨Iψ⟩ f
η

(%)
η̄

(%)
0.75 NA Objective

30
48.82

467.54 401.70 434.62 0.13
0.89

0.86

60 1524.29 1306.77 1415.53 0.04
90 2898.64 2449.13 2673.89 0.02
20

95.83
501.61 429.02 465.32 0.26

0.8630 891.65 764.52 828.09 0.13
60 2904.75 2461.42 2683.08 0.04
10

307.74
655.61 517.93 586.77 1.10

0.8520 1597.09 1346.04 1471.56 0.26
30 2808.64 2313.66 2561.15 0.14
10 573.249 1220.24 953.61 1086.93 1.12 0.8320 2780.06 2648.03 2714.05 0.27

1.27 NA Objective
30

37.33
441.54 404.11 422.83 0.10

0.68

0.64

60 1475.73 1366.07 1420.90 0.03
90 2865.59 2523.26 2694.43 0.01
20

72.30
465.95 426.96 446.46 0.19

0.6430 836.83 787.66 812.24 0.10
60 2795.25 2517.54 2656.40 0.03
10

253.68
592.30 555.38 573.84 0.79

0.6320 1536.80 1493.51 1515.15 0.20
30 2810.12 2635.14 2722.63 0.10
10 495.112 1139.14 1106.46 1122.80 0.79 0.6120 2817.31 2937.73 2877.52 0.21

1.45 NA Objective
30

46.77
444.16 406.59 425.37 0.12

0.87

0.80

60 1454.97 1297.56 1376.26 0.04
90 2823.39 2417.96 2620.68 0.02
20

90.87
477.74 428.47 453.11 0.25

0.8230 882.57 778.77 830.67 0.12
60 2766.27 2502.96 2634.62 0.04
10

299.38
659.17 579.45 619.31 0.94

0.7720 1546.78 1461.34 1504.06 0.25
30 2786.52 2579.88 2683.20 0.13
10 568.738 1221.61 1097.11 1159.36 0.96 0.7520 2809.55 2738.49 2774.02 0.26

1.49 NA Objective
20 411 2801 1467 2134 0.24 0.72 0.9630 337 2717 1619 2168 0.18 1.2
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Figure 3.23: Single frame shot-noise σs of Am

ϕ for the different objectives and phase offset
angles, ψ, when analysed using the corresponding SN pair. The lines are fits
using Equation 3.16.

been determined in the Extinction Suit software. The particles were identified by the
software using the ImageJ prominence function, whereby the value for the smallest
particle discernible by eye was chosen such that particles were analysed only when
the prominence was above this value. The software then selected and analysed 1000
background positions which had not been identified as particles to obtain the back-
ground distribution. While the resultant distributions overlap, it can be seen that at
Amϕ > 4σ above the noise, the probability of obtaining this phase area without the
presence of a particle is p = 3 × 10−5. As such, for a single field of view (assuming
a spatial resolution, s, of around 300 nm) only two detections are expected without
the presence of a particle, since s/√p = 53µm. This then means that the smallest
reliably observable particle would need to have a phase area greater than the afore-
mentioned 4σ limit which in the case of PS beads, with a refractive index of 1.59,
corresponds to an 18 nm radius as shown in the grey shaded region of Figure 3.27b.
From the particle size distribution, it can be seen that the number of particles with
radii larger than 18 nm is decreasing, meaning the beads must have a mean radius
< 18 nm, thus supporting the nominal 15 nm radius of the beads.

Measurements of the 30 nm beads showed they had peak excitation and emis-
sion wavelengths of 470 nm and 505 nm, respectively (as seen in Figure 3.24), mea-
sured using a spectrophotometer (Cary Eclipse). As such wide field epi-fluorescence
measurements were carried out using a metal-halide lamp (Prior Scientific, Lumen
L200/D) set at 10% of the maximum power. A Semrock GFP-A-Basic-NTE filter-
cube with an exciter filter transmitting the wavelength range 452-487 nm, and an
emitter filter transmitting the range 510-549 nm, were used to limit the excitation
and emission wavelengths to those required. This setup resulted in an illumination
intensity of about 4 W/cm2 at the sample and allowed the positions of the beads to
be confirmed. From Figure 3.25a and b, it can be seen that the particle present in
the inset discussed before can also be seen in fluorescence indicating that a PS bead
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Figure 3.24: Fluorescence excitation and emission spectra of the 30 nm diameter beads.

is present in this position. Analysis of the particles observed in fluorescence was
carried out in the same way as with the DIC measurements, using the dual radius
integration method, such that the integrated fluorescence (Afl) was obtained and
converted from units of counts to photoelectrons. Figure 3.27c shows that there is a
linear relationship between Afl and Am

ϕ , as was expected. It is worth noting that the
beads lost their fluorescence on a timescale of hours when immersed in silicone oil,
this was believed to be due to the lack of water tension allowing the fluorophore to
disperse into the oil which could account for the apparent background fluorescence
in Figure 3.25b. When the correlatively observed beads were plotted, as seen in
Figure 3.27d, there were a significantly smaller number of beads observed below a
radius of 20 nm when compared with qDIC measurements alone. This is likely due
to the loss of fluorophore lowering the measured fluorescence of the small beads to
below that of 4σ above the background Afl.

As with the 200 nm diameter PS beads, measurements of 30 nm beads mounted
in water oil were also carried out and can be seen in Figures 3.26 and 3.28. These
measurements gave very similar results to those carried out in silicone oil for the
bead radii, though the fluorescence distribution can be seen to be very different. It
was also found that the detection limit for these measurements was very similar to
those of the silicone oil mounted samples, which was likely due to the impurities on
the glass surface. Also carried out were AFM and DLS measurements, as before, to
confirm the size distribution of the beads. The histogram showing the size distribu-
tion found using AFM can be seen in Figure 3.30, and showed a mean size of 16 nm
with a broad cv of 44%. Similarly to the 200 nm beads, the finite sharpness of the
AFM tip has caused the beads to appear elliptical, though in this case the effect
is more obvious, as can be seen in Figure 3.29. DLS measurements of these beads
showed a mean of 24 nm and cv of 52%, this large mean size can be explained by
the the large size distribution of the beads as has been demonstrated from the AFM
results discussed previously. The broad distributions found for both the AFM and
DLS measurements in this case, however, support the size distribution found from
the qDIC measurements.

– 63 –



3.6. 30 nm PS Bead Measurements

a) b)

Figure 3.25: (a) qDIC phase ϕ(r⃗) on fluorescent PS beads of nominally 15 nm radius,
drop cast onto glass and surrounded by silicon oil, imaged with a 1.49 NA
objective at a phase offset of ψ = 20 degrees and analysed using κ = 1 and
Na = 256. Grey scale from m = -1 mrad to M = 1 mrad. The inset shows a
region of (2.07 x 1.55)µm2 around a bead highlighted by the yellow dashed
circle, on a greyscale from m = -0.4 mrad to M = 0.4 mrad. This bead has
an Am

ϕ corresponding to a radius of 24 nm. (b) epi-fluorescence intensity
Ifl (average of 5 frames with 3 s exposure time each) of the same sample
region, on a greyscale from m = 41 to M = 1647 phe (photoelectrons). The
excitation area was limited to the discernible disk region by a field aperture.
Inset as in (a), greyscale m = 37 to M = 4177 phe.

a) b)

Figure 3.26: (a) qDIC phase ϕ(r⃗) on fluorescent PS beads of nominally 15 nm radius,
drop cast onto glass and surrounded by silicon oil, imaged with a 1.49 NA
objective at a phase offset of ψ = 20 degrees and analysed using κ = 1 and
Na = 256. Grey scale from m = -1 mrad to M = 1 mrad. The inset shows a
region of (2.07 x 1.55)µm2 around a bead highlighted by the yellow dashed
circle, on a greyscale from m = -0.4 mrad to M = 0.4 mrad. This bead has
an Am

ϕ corresponding to a radius of 24 nm. (b) epi-fluorescence intensity Ifl

(average of 5 frames with 3 s exposure time each) of the same sample region,
on a greyscale from m = 41 to M = 3717 phe. The excitation area was limited
to the discernible disk region by a field aperture. Inset as in (a), greyscale m
= 41 to M = 1417 phe.
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Figure 3.27: Analysis of data shown in Figure 3.25 (a) histogram of the phase area Am
ϕ for

background (orange, σ = 1.6 nm2), and particles (green) located as maxima in
ϕ(r⃗) above 0.13 mrad. The region below 4σ is indicated in gray. (b) resulting
histogram of particle radius. (c) fluorescence photoelectrons Afl versus Am

ϕ ,
with a proportionality indicated as dashed line. (d) Histogram of particle
radius with corresponding Afl above 274 phe.
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Figure 3.28: Analysis of data shown in Figure 3.26 (a) histogram of the phase area Am
ϕ for

background (orange, σ = 1.6 nm2), and particles (green) located as maxima in
ϕ(r⃗) above 0.33 mrad. The region below 4σ is indicated in gray. (b) resulting
histogram of particle radius. (c) fluorescence photoelectrons Afl versus Am

ϕ ,
with a proportionality indicated as dashed line. (d) Histogram of particle
radius with corresponding Afl above 455 phe.
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Figure 3.29: Atomic force microscopy image (m = 0 nm to M = 50 nm) showing the 30 nm
radius PS bead sample. The height profile of a single bead with an elliptical
shape of (31 × 23) nm2 across the yellow dashed line, is shown in the inset
with a 1:1 aspect ratio.
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Figure 3.30: AFM height distribution of the 15nm radius bead sample, with a Gaussian

fit of mean and standard deviation 16 ± 7 nm.

3.7 Limitations

It is worth noting the most relevant assumptions and limitations of this technique
when sizing dielectric NPs. The first being that the particles measured were assumed
to be smaller than the diffraction limit such that the particle size is independent of
the PSF. This is due to the limitations of DIC at measuring long range phase gradi-
ents due to the technique being based on the spatial differential of the phase. It is
also assumed that the refractive index is constant over the wavelength range. While
this is not an issue in this case, due to the relative 10% bandwidth of the excitation
light as well as the nature of the NPs measured for this thesis, birefringence could
affect the phase contrast if aligned with the shear direction. For future measure-
ments, a further quarter waveplate could be added both before and after the sample
which would circularly polarise the light, for which the probed circular birefringence
is weak in natural materials. This adjustment to the setup would also prevent the
triple stripe pattern discussed in Section 3.2. Less relevant in this case, though still
relevant to dielectric NPs more generally, is the assumption of an isotropic response
from the particles. If particles were to have an elongated shape, an effect similar to
birefringence would be seen due to the polarisability being dependant on the field
orientation.

3.8 Conclusion

In conclusion, the analysis of the qDIC technique has been calibrated for the siz-
ing dielectric particles. Using nominally 200 nm diameter polystyrene beads, the
accuracy of the technique has been shown to be within a few nm, corresponding
to a relative accuracy of a few percent when compared to other sizing techniques.
The precision of the technique has also been shown, corresponding to a minimum
detectable polystyrene bead radius of about 10 nm when the 4σ consideration is
excluded, mostly limited by the background. However, by requiring the signal to
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be a minimum of 4σ above the background for reliable identification, polystyrene
beads with a minimum radius of 18 nm can be observed. This lower limit is due to
the background structures on the glass surface to which the particles were deposited
onto. To get around this, the particles could attach to and detach from the glass
surface dynamically, meaning the background could be subtracted over the course of
an acquisition rather than relying on a local background subtraction. For a total of
1000 frames this shot noise could be reduced to where 4 nm radius polystyrene beads
could be measured. Higher sensitivities can also be achieved by reducing the phase
angle used for measurements, possibly allowing polystyrene beads of 2 nm radius to
be measured.
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Table 3.2: qDIC results for 200 nm PS beads: correction factors ρ, particle integrated
phase area Aϕ and radii R with standard deviations, as well as shot noise σs

and background noise σb. Results for different mounting media, objective NA,
phase offset ψ, and analysis pair are shown. The radius limit was calculated
from σb using Aϕ = ρσb.

ψ NA Pair κ ri ρ
Aϕ

(nm2)
R

(nm)
σs

(nm2)
σb

(nm2)
Radius limit

(nm)
silicone oil =1.518

30

0.75 SN 1 1 7.07 3193.4 97.5 ± 4.30 62.0 ± 1.3 2.05 ± 0.32 16
SE 100 2 1.27 3164 97.2 ± 4.5 634.7 ± 4.7 50.39 ± 0.85 27

1.27 SN 1 1.5 3.76 3466.1 100.2 ± 4.4 13.61 ± 0.41 0.62 ± 0.09 8.8
SE 100 2 1.63 3539.3 100.9 ± 3.5 110.7 ± 2.6 9.36 ± 0.44 16

1.45 SN 1 2.5 3.48 3570.9 101.2 ± 2.2 17.9 ± 1.0 1.94 ± 0.17 13
SE 200 4 1.25 3497.3 100.5 ± 3.0 131.3 ± 5.1 16.66 ± 0.87 18

60

0.75 SN 1 1 7.07 4045.7 105.5 ± 5.7 121.5 ± 3.9 3.9 ± 1.0 20
SE 100 2 1.27 3518.2 100.7 ± 3.4 1250.6 ± 10.5 58.6 ± 2.1 28

1.27 SN 1 1.5 3.76 2907.6 94.5 ± 4.1 28.11 ± 0.55 0.46 ± 0.25 7.9
SE 100 2 1.63 3105.8 96.6 ± 4.2 235.3 ± 6.5 10.1 ± 1.4 17

1.45 SN 1 2.5 3.48 3549.8 101.0 ± 2.3 31.21 ± 0.50 1.53 ± 0.10 12
SE 200 4 1.25 3486.9 100.4 ± 2.5 215.1 ± 8.8 18.4 ± 1.5 19

90

0.75 SN 1 1 7.07 4011.3 105.2 ± 5.4 212 ± 13 0.0 ± 5.4 22
SE 100 2 1.27 3507.8 100.6 ± 4.4 2222 ± 30 77.2 ± 7.3 31

1.27 SN 1 1.5 3.76 2639 91.5 ± 4.2 49.17 ± 0.55 1.17 ± 0.18 11
SE 100 2 1.63 2735.7 92.6 ± 4.7 375.4 ± 3.9 14.14 ± 0.91 19

1.45 SN 1 2.5 3.48 3645.5 101.9 ± 2.1 51.1 ± 1.8 2.27 ± 0.38 13
SE 200 4 1.25 3602.8 101.5 ± 2.5 361 ± 13 24 ± 24 21

water immersion oil =1.334

30

0.75 SN 1 1 6.75 13000.1 102.0 ± 4.3 61.8 ± 1.4 4.00 ± 0.24 13
SE 100 2 1.23 12434.9 100.5 ± 2.5 644 ± 17 91.9 ± 3.0 21

1.27 SN 1 1.5 5.26 12103.9 99.6 ± 4.2 24.03 ± 0.54 1.56 ± 0.09 8.7
SE 100 2 2.12 11922.5 99.1 ± 3.7 106.94 ± 0.86 10.52 ± 0.14 12

1.45 SN 1 2.5 4.12 12472.1 100.6 ± 5.5 15.98 ± 0.37 1.45 ± 0.06 7.9
SE 200 4 1.38 12711.7 101.2 ± 4.3 139 ± 45 17.7 ± 7.2 13

60

0.75 SN 1 1 6.75 12031.1 99.4 ± 3.6 122.3 ± 3.8 4.66 ± 0.88 14
SE 100 2 1.23 10940.2 96.3 ± 2.8 1276 ± 14 100.0 ± 2.4 22

1.27 SN 1 1.5 5.26 10838.3 96.0 ± 5.1 50.6 ± 1.4 2.07 ± 0.29 9.6
SE 100 2 2.12 11008.5 96.5 ± 4.5 227.7 ± 3.4 11.83 ± 0.65 13

1.45 SN 1 2.5 4.12 14019.8 104.6 ± 5.6 32.43 ± 0.80 1.56 ± 0.16 8.1
SE 200 4 1.38 15431.8 108.0 ± 4.2 233 ± 12 18.7 ± 2.0 13

90

0.75 SN 1 1 6.75 11145.9 96.9 ± 4.2 197.2 ± 6.5 3.1 ± 3.1 12
SE 100 2 1.23 10272.6 94.3 ± 2.9 2108 ± 61 141 ± 11 24

1.27 SN 1 1.5 5.26 11249.8 97.2 ± 5.4 86.8 ± 3.6 2.5 ± 1.1 10
SE 100 2 2.12 11284.6 97.3 ± 4.6 395 ± 13 11.8 ± 3.5 13

1.45 SN 1 2.5 4.12 14923.1 106.8 ± 4.4 53.8 ± 1.7 2.39 ± 0.35 9.3
SE 200 4 1.38 14425.7 105.6 ± 5.7 370 ± 13 27.2 ± 2.2 15
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Chapter 4

Diamond sp2/sp3 Ratios

4.1 Introduction

Nanodiamonds have many medical and bio-imaging applications due to their low
cytotoxicity, ease of surface functionalisation, mechanical strength, and presence
of fluorescing defects such as nitrogen vacancy centres [51, 52, 71]. However, the
applications of NDs extends beyond these fields having quantum, industrial, and
electrochemical uses among others. Surface sp2 can have a detrimental effect on the
desired properties of NDs. Most prominent of which for medical and bio-imaging
applications are the suppression of fluorescence from NV centres, and the increased
cytotoxicity associated with sp2 carbon [46, 75]. The amount of sp2 present in each
ND is heavily dependant on the method used to synthesise them, with techniques
such as detonation synthesis producing a higher level of surface sp2 than HPHT or
CVD synthesis, followed by ball milling [35]. Processes to remove surface sp2 have
been well established in literature, using combinations of air annealing and acid
etches to remove defects from NDs, however, methods to quantitatively ascertain
the sp2 content of individual nanodiamonds has not yet been reported on to the
best of the author’s knowledge [43, 44]. Raman spectroscopy can be used as a
qualitative method to determine how much sp2 is present in ensembles of NDs,
while recent developments of a combination of XPS and Raman spectroscopy can
be used to quantitatively calculate the surface sp2 present in bulk diamond [39, 42].
However, due to the limitations of XPS, this technique is only capable of measuring
a few nm into the surface of a material.

Optical extinction microscopy has previously been shown to be capable of provid-
ing quantitative information of individual NPs [128]. However, as has been discussed
in Section 3.1, this technique is more sensitive to highly absorbing nanoparticles,
where the absorption cross section is approximately equal to the extinction cross
section thus having a negligible scattering cross section. As such, this technique
would not be able to provide an accurate measurement of the sp2 content for in-
dividual nanodiamonds due to the highly scattering nature of the NDs themselves.
However, this technique can be used to size individual NPs which are purely made
up of sp2 which is highly absorbing. Given the calibration reported on in Chapter
3, of the qDIC technique for sizing individual dielectric NPs, it is possible to size
individual NDs using this method instead. It is important to note that, again, this
technique alone could not be used measure the sp2/sp3 ratio of individual NDs as
the sp2 present on the surface of the NDs does not provide a phase contrast due to
it being highly absorbing.
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4.2. Nanodiamond qDIC and Photothermal Measurements

Photothermal artefacts have been shown to be present as a background in SRS
measurements, due to the absorption of the Stokes beam causing a localised heating
around the measured particles, in turn causing a lensing effect which modulates the
incoming pump beam. This modulation is recorded as additional SRL, as the pump
beam diverges and is cut off by the aperture [169]. Observations of this lensing
effect have been made recently during SRS measurements carried out on PS beads
and gold NPs, and has been used previously to quantitatively detect gases such as
hydrogen with high sensitivity [170, 171, 172]. Presented in this chapter is a method
whereby quantitative sp2/sp3 ratios of individual NDs can be ascertained using a
combination of optical microscopy techniques, with extinction microscopy and qDIC
used to size pure sp2 NPs and NDs, respectively. This was followed by correlative
photothermal measurements of both samples to ascertain the response to a given
amount of sp2, and hence the sp2 content of the NDs.

4.2 Nanodiamond qDIC and Photothermal Measure-
ments

4.2.1 Average Nanodiamond Volumes

Applying the calibration of qDIC technique to NDs, the three treated samples as
discussed in Section 2.1.4 mounted in silicone oil were measured. For the (0 - 150) nm
and (0 - 250) nm samples the 0.75 NA objective was used with a phase offset of
ψ = 30◦, while for the (0 - 50) nm sample the 1.27 NA objective was used with
a phase offset of ψ = 60◦. These objectives were used rather than the 1.45 NA
objective during these experiments to prevent saturation of the signal from the
NDs, which would have caused an underestimation of the ND sizes. It should be
noted that for this case, preventing saturation is not as simple as reducing the lamp
power. As is discussed in Section 2.2.1 to ensure minimal shot noise, and to maintain
consistency with the calibration carried out in Chapter 3, the counts on the camera
were to be maintained close to the full well capacity as possible (2900 counts in
this case). For each, stacks of 256 images were obtained and analysed using the SE
pair as described in Section 3.2. The resulting size distributions for each sample
are shown in Figure 4.1, and show an exponential decay in the number of particles
measured as the volume of the particles increased. As such, an exponential fit was
applied to each such that the number of particles for a certain volume was given as
p = p0 exp(−Vp/V̄ ), with V̄ being the average volume for each sample. The mean
volumes were thus found to be 2.1×104 nm3, 2.4×105 nm3, and 4.1×105 nm3 for the
(0 - 50) nm, (0 - 150) nm, and (0 - 250) nm samples, respectively. Converting this to
an average size for each sample was done using S = 3√

V̄ , due to diamonds having
a brick like shape, which yielded average sizes of 27.6 nm, 62.1 nm, and 74.3 nm for
the (0 - 50) nm, (0 - 150) nm, and (0 - 250) nm samples, respectively.

4.2.2 Condenser NA Optimisation

Photothermal signal detection in this experiment is reliant on the conversion of
a thermal lens, induced by the absorption of the modulated Stokes beam, to a
modulation of the detected pump beam, collected in this case by the condenser.
This thermal lens causes a divergence in the pump beam which allows for the NA of
the condenser, and hence amount of transmitted signal detected, to be optimised for
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Figure 4.1: Size histograms measured with qDIC on nanodiamonds in silicon oil. Particles

with nominal size ranges (0 - 250) nm and (0 - 150) nm were measured using
the 0.75 NA objective, while those with (0 - 50) nm sizes were imaged with the
1.27 NA objective. The SE pair was used for the analysis. Solid lines are the
exponential fits.
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maximum signal to noise. It was expected that at very small NA the majority of the
transmitted signal would be blocked, while at very high NA all signal is detected,
and thus minimising the effect of the divergence of the transmitted beam. It was
therefore expected that, at the NA for which half the transmitted beam is collected,
the optimum signal to noise would be observed.

Measurements were carried out on a (0 - 250) nm nanodiamond sample, mounted
in silicon oil, with the same region being imaged using the 1.45 NA objective at
decreasing values for the condenser NA between 0.45 NA and 1.34 NA. Figure 4.2
shows the dependence of the condenser NA on both the peak relative modulation, as
discussed in Section 2.4.2, and signal to noise ratio (SNR) for a single particle. The
SNR in this case was estimated using the photothermal signal for a given particle
(SLI), the photothermal background signal (SBG), and the photon shot noise of the
transmitted pump beam (from the DC signal) using

SNR ∝ SLI(NA) − SBG(NA)√
DC

. (4.1)

Both the peak relative modulation and the SNR are shown to increase as the con-
denser NA is decreased, with peak values seen at 0.6 NA. The same pattern was seen
for all particles in the region analysed, with the signal either decreasing or saturating
at this point, as such it was determined that 0.6 NA was optimal, and was therefore
used for all measurements going forward.

4.2.3 Correlative qDIC and Photothermal Measurements of Nan-
odiamonds

In order to quantify the sp2/sp3 ratio of single NDs, it was first necessary to find
their respective volumes, and subsequently the number of sp2 atoms present in each.
Given that the sp3 in the ND structure should be dominant, qDIC could be used
to determine the volume of the diamonds, as has been shown in Section 4.2.1, with
the refractive index used for the analysis being that of bulk diamond (n = 2.42). In
order then to find the number of sp2 atoms present in the diamonds, photothermal
measurements could be used due to the sp3 structure being transparent at the wave-
lengths used here. Hence the photothermal signal comes only from the absorption of
the Stokes beam due to sp2 bonded atoms causing modulation of the pump beam.

Figure 4.3a and b show the resulting δ(r) and ϕ(r) qDIC images for the untreated
250 nm ND sample. The usual shadow cast pattern can be seen in the δ(r) image,
with the expected stripe pattern seen in the ϕ(r) image due to the κ term used
in the Wiener filtering process. A correlative photothermal image can be seen in
Figure 4.3c, with the amplitude and phase encoded as the value, between 0 to 5 mV,
and hue, between −π to π radians, in the HSV (standing for Hue, Saturation, and
Value) image, respectively. The insets in Figure 4.3b and c show the same particles,
indicating that the nanodiamonds in these positions contain at least some sp2 bonded
carbon atoms in their structure.

In order to gain a qualitative understanding of the sp2 content of the NDs, the
volume for each particle in the image was found as described in Section 2.2.2. The
surface area for each could then be calculated simply using A = 6V 2/3, as this
gives the total area of an unwrapped 6-faceted cube. The peak relative modulation
found for the corresponding particles was then plotted against this surface area for
each sample, the results of which can be seen in Figure 4.4. This showed that in
general the treatment described in Section 2.1.4 reduced the amount of sp2 in the
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Figure 4.2: Plot showing the dependence of the condenser NA on the peak relative mod-
ulation (Black, left scale) and signal to noise ratio (Blue, right scale). Pho-
tothermal images of (2.26 × 1.89)µm2 are shown around the particle analysed
(m = 0 V to M = 0.015 V).
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a) DIC Δ M

m

b) DIC φ c) PT π

-π

10 µm

Figure 4.3: qDIC and photothermal images of the untreated 250nm NDs. (a) Differential
phase δ(r⃗) on a grey scale as shown, from m = -0.1 to M = 0.1. The shadow
cast impression of DIC is evident, with the shear s = 0.238(1, 1) =

√
2 µm

in the (x, y) coordinates with x horizontal and y vertical. (b) Corresponding
phase ϕ(r⃗) image (m = -0.1 rad to M = 0.1 rad), with an inset showing a
region of (3.94 × 3.55) µm2 around selected particles indicated by the yellow
square (m = -0.18 rad to M = 0.18 rad) using Wiener filtering with κ = 200.
(c) Photothermal image of the same region using an of a HSV colour map with
the value given by the amplitude (0 to 5 mV) and a hue given by the phase
(−π to π radians), and maximum saturation. The inset shows a zoom of a
selected region of (4.53 × 3.96) µm2 around the same particles as in b, using a
value mapped from 0 to 0.4 mV amplitude

nanodiamonds. This is further evidenced by the fit lines applied to the plot, with
that of the untreated NDs having a gradient value of 4 × 10−10 nm−2 compared
to the fit for treated NDs which had a gradient of 1 × 10−10 nm−2. From these it
can also be seen that the sp2 measured is predominantly on the surface as the peak
relative modulation increases roughly proportionally with the surface area of the
diamonds for both the treated and untreated samples. It is important to note that
the treated NDs used here had been stored at room temperature for a period of 4
years, however, it was not expected that these would have undergone graphitisation
in that time.

4.2.4 Photothermal Sensitivity

While the phase area sensitivity of the qDIC technique has been determined previ-
ously to be around 17 nm2 (corresponding to a nanodiamond with a size of around
12 nm) for the conditions used here, the sensitivity of the overall method is also de-
pendant on that of the photothermal technique. This was obtained by analysing a
number of positions for each region imaged with no ND present in the corresponding
DIC images. Resulting histograms for the in-phase and in-quadrature amplitudes
were plotted and Gaussian fits applied to both. These fits had standard deviations
of σ = 2.93 × 10−5 V and 2.89 × 10−5 V for the in-phase and in-quadrature compo-
nents, respectively. Using Equations 2.19 and 2.22, this equates to an amplitude of
σamp = 4.11 × 10−5 V and a peak relative modulation of Mrelσ = 3.05 × 10−7. In
order to ensure the particles are visible above the background noise, a sensitivity
limit of two standard deviations above the noise was assumed, meaning a sensitivity
limit of Mrel = 6.10 × 10−7. This sensitivity limit is shown in Figure 4.4 as a grey
coloured region, with any particles observed within this region in Figure 4.4 being
excluded from the fits applied.
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Given the linear fit applied to both the untreated and treated samples minimum
observable ND sizes of 16 nm and 32 nm were derived, respectively. This result
was as expected, with the higher sp2 content in the untreated NDs giving a larger
photothermal signal as compared to the treated NDs, in turn allowing for smaller
NDs to be visible when they are untreated as opposed to when they are treated.
Given the higher sensitivity for the qDIC measurements, it can be seen here that the
photothermal measurements are the limiting factor as to how small a particle can
be observed when using these combined techniques to obtain the sp2/sp3 ratios of
single NDs. Given however the low laser powers, measured at the beam entrance, of
2.5 mW and 5 mW for the Stokes and pump beams used, respectively, it is possible
for a greater sensitivity in the photothermal measurements to be obtained simply by
using higher laser powers. However, in so doing, further issues could be encountered,
such as causing the particles to be moved around the sample leaving bright streaks
in the images, and possibly causing graphitisation of the NDs due to heating of the
samples when the Stokes beam is absorbed by any sp2 present. Figure 4.5 highlights
the issue of particles moving around the surface, showing photothermal images of
a PGF sample imaged at increasing Stokes powers, from 2 mW to 18 mW, in an
attempt to find the best power to use for measurements. While at 2 mW there
is no movement of any particles, it is clear that at increasing powers the number
of particles moving around the sample increases. This would cause an issue when
analysing the images, as such use of lower powers was justified.

4.3 Phase Measurements

The phase of SLI for the various NDs and PGFs are shown in Figures 4.6 and 4.7,
respectively. A variation of the phase around 0.5π rad, within ± 0.3π rad, was
observed as was expected from literature. This is because the photothermal signal
requires some time to build and decay, such that a π/2 phase shift in the signal
would be expected when compared to the stimulated Raman loss signal of the oil
used to calibrate the measurements [167].

4.4 Correlative Extinction and Photothermal Measure-
ments of Graphene

Unlike diamond, which strongly scatters visible light, graphene is a strong absorber
not only in the visible range but also deep into the infrared. As such it is possible
to obtain the absorption cross section of individual graphene flakes using extinc-
tion microscopy. This absorption cross section is related to the surface area of the
graphene while also being directly proportional to the photothermal signal allow-
ing the number of sp2 carbon atoms in each particle to be calculated. Extinction
and photothermal images obtained of the same region for the pure sp2, PGF sam-
ple, can be seen in Figure 4.8a and b, respectively. Similarly with Figure 4.3, the
phase has been encoded as hue while the photothermal amplitude is given by the
HSV value in the same way as previously. To determine which particles seen in the
extinction image were single sheets of graphene, line profiles were taken along the
particles to show their peak extinction image contrast. For PGFs a peak extinction
contrast when unpolarised of around 1.5% was expected (see Equation 4.2 and re-
lated discussion below), with this value expected to remain the same, and decrease
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Figure 4.4: Correlation between the ND surface area A calculated from the ND volume
measured in qDIC, assuming cubic shape, and the peak relative modulation
Mrel measured in photothermal and attributed to sp2 bonds. Data for both
the untreated (black symbols) and treated (blue symbols) ND samples are
shown. Lines are fits proportional to A. The grey shaded region shows the
noise (2 standard deviations) of Mrel.

a) b) c)

Figure 4.5: Photothermal images of the same region of the PGF sample at Stokes powers
of (a, m = 0 V to M = 0.0036 V) 2 mW, (b, m = 0 V to M = 0.0036 V) 9 mW,
and (c, m = 0 V to M = 0.0036 V) 18 mW. White streaks along the images
show particles which have moved around the sample during measurements.
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Figure 4.6: Plot showing the calculated phase for all treated (Blue) and untreated (Black)

NDs measured against the size of each ND.
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Figure 4.7: Plot showing the calculated phase for all PGFs measured against the size of

each.
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b)a)

10µm

Figure 4.8: (a) Extinction image carried out for a PGF sample (from m = −0.1 to M =
0.1), with an inset showing a (4.97 × 4.61) µm2 region around the particles
shown in the yellow square (m = −0.08 to M = 0.08). (b) Photothermal
image showing the same region as (a) (m = 0 mV to M = 10 mV) with the
phase encoded as an RGB colour map as in Figure 4.3, and an inset showing
the same particles as in the inset for (a) (5.47 × 5.28) µm2 (m = 0 mV to
M = 50 mV).

for measurements using the azimuthal polariser and radial polariser (as discussed
in Section 2.3.1), respectively. For the particles analysed values for the peak ex-
tinction, when unpolarised, were found to be between 0.8 and 1.2%. For the radial
measurements, some decrease in the peak extinction was seen, however, not as much
as would be expected from a single graphene sheet. Possibly this discrepancy was
due to the ‘long shadow’ effect, which is the longer shadow cast by the particle when
illuminated by oblique light [117], though it could also be that the particles are not
single layer as expected but are several layers.

A home built software, Extinction Suite (as described in [128]), was then used
to determine the extinction cross section, σext, of the particles using the method
described in Section 2.3.2. The area of the particles, Agr, could then be calculated
from the extinction cross section and the absorption of the graphene, ηgr, such that

Agr = σext
ηgr

. (4.2)

When in a vacuum, the absorption of graphene would be expected to be around
2.3% as determined by the equation, ηgr(vac) = πα, where α is the fine structure
constant [? ]. However, due to the refractive index of the mounting medium used
here (n = 1.518), the expected absorption of the graphene is reduced to the 1.5%
mentioned previously (as ηgr = ηgr(vac)/n). From Agr it is then possible to calculate
the number of sp2 atoms within each graphene sheet. Given the 2 atoms per unit cell
of graphene, and the unit cell area of graphene being Au = 0.052 nm2, the number
of sp2 atoms in a particle, Nsp2, can be found simply by

Nsp2 = 2Agr
Au

. (4.3)

The peak relative modulation of the particles was found in the same way as for
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Figure 4.9: Correlation between peak relative modulation, Mrel, and the extinction cross-
section, σext, measured on graphene nanoflakes. The line shows a scaling
Mrel = βσext. The corresponding graphene area Agr = σext/ηgr is shown as
top axis.

the nanodiamonds in Section 4.2.3. The peak relative modulation was then plotted
against both the extinction cross section and the area, as can be seen in Figure 4.9.
A straight line fit was then applied to the data, from which it can be seen that Mrel

increases proportionally to the PGF area, as was expected. The results shown here
give a scaling factor of β = 1.15×10−9 nm−2 between Mrel and Agr, with variations
in this value being due to differences in shape between individual flakes, causing a
change in shape of the photothermal lensing.

4.5 sp2/sp3 Ratios
With the dependence of the peak relative modulation due to a known size of pure sp2
sample obtained from photothermal measurements of graphene flakes, as well as the
volume of each ND obtained using qDIC, it was possible to determine a quantitative
sp2/sp3 ratio for individual NDs. The number of sp3 atoms, Nsp3, in each ND was
calculated from their respective volume, VND using

Nsp3 = 8VND
Vu

, (4.4)
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Figure 4.10: Ratio, R, of the number of sp2 to sp3 bonded atoms for individual untreated

(black squares) and treated (blue squares) NDs against their sizes measured
using qDIC. The error in the size was 5%, as determined from Section 3.4.
Lines showing the ratios corresponding to different graphene monolayer cov-
erages are shown - 100% (black), 50% (blue), and 10% (red). The grey shaded
region indicates ratio at the photothermal noise limit 2σ.

where the volume of the diamond unit cell structure, Vu, is known to be 0.045 nm3

and contains 8 atoms. Using then the scaling factor, β, obtained in Section 4.4, the
number of sp2 atoms present in each ND could be calculated from the photothermal
signal of each seen in Figure 4.4. Knowing this, the sp2/sp3 ratio, R could be
calculated simply using R = nsp2/nsp3. Figure 4.10 shows this ratio plotted against
the size of each ND. In general the results discussed earlier still hold, with the
untreated diamonds containing a higher ratio of sp2 atoms when compared to that
of the treated diamonds.

Assuming the argument put forward previously, that the sp2 atoms are primarily
located on the surface of the diamonds, the thickness, and hence percentage coverage,
of the sp2 layer could be calculated. Due to the small layer thickness, t, compared
to overall size, S, the equation t = R·S/6 could be used to obtain the thickness of
the sp2 layer around the six sides of the cubic shape diamond. From Figure 4.10,
it can be seen that the all the treated NDs analysed have between 5 - 30% coverage
of surface sp2 while the untreated NDs can have as much as 150% surface coverage
of sp2, meaning there is a full layer and a half thick sp2 coverage surrounding the
surface of the NDs. However, the majority of untreated NDs have far less, with
around 50% sp2 coverage.
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4.6 Conclusion
In conclusion, a method by which the sp2/sp3 ratios of single nanodiamonds can
be calculated has been developed using a combination of qDIC and photothermal
microscopy. Nanodiamonds fabricated by HPHT growth and milled to size were
investigated, with some having been previously treated to remove sp2 while others
were left untreated. The results showed that the untreated diamonds contained up to
150% surface coverage of sp2, while the treatment method has significantly reduced
this sp2 content to typically below 30% surface coverage. Using this method, it
is possible to detect around 2 × 104 sp2 atoms, calculated from the peak relative
modulation found for the sensitivity limit, which corresponds to a full monolayer
coverage of a 10 nm diamond.

With the rise in uses of nanodiamonds in industry, medicine, in quantum ap-
plications, and many other fields, being able to determine the content of individual
diamonds becomes increasingly important. Of particular note is the stability of NV
centres, used in quantum applications, which can show spectral instability under op-
tical excitation in the presence of sp2. This technique offers an accurate method to
determine the sp2 content of individual nanodiamonds, such that the nanodiamonds
used for sensitive applications could be screened for suitability prior to use.
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Chapter 5

Extinction of Single Wall
Carbon Nanotubes

5.1 Introduction
CNTs, as discussed in Section 1.2, are an allotrope of carbon with a pure sp2 struc-
ture, consisting of a single layer of carbon atoms electronically bonded and rolled
around an axis forming a tube [79]. Due to this rolling, one of the properties of
CNTs is their chiral index, given in terms of their primitive lattice parameters n and
m [80]. This chirality determines many of the other properties of the CNTs includ-
ing whether they are semiconductors, metallic, as well as their diameters [82, 83].
As with NDs, CNTs have a wide variety of uses in medicine and biotechnology
[84, 85, 86] due to their tensile strength and electrical properties. As such, accu-
rate determination of the chirality of individual nanotubes has become important to
characterise, with methods such as AFM and Raman spectroscopy currently being
used [89, 91]. This chapter discusses the experiments conducted to use the optical
extinction microscopy method discussed in Chapter 4 and Section 2.3.1 to determine
the chirality of individual SWCNTs.

5.2 Preparation of CNT Samples
Prior to any extinction measurements being carried out on the CNTs discussed in
Section 2.1.5, preparation needed to be carried out to ensure predominantly indi-
vidual nanotubes would be deposited on the coverslip. For this purpose, a SWCNT
water dispersant from US research nanomaterials (US4498) was used and a titration
series of concentrations tested to find the optimum for individual CNT deposition.
A dispersion was prepared with a surfactant concentration of 6µl/ml and a CNT
concentration of 0.2 mg/ml. 20 ml of this initial dispersion was sonicated using a
Fisherbrand probe sonicator (Fisherbrand 12337338) at 30% power for 10 minutes
and left stored in a fridge overnight for the large aggregations on CNTs to settle.
Two methods to further dilute the dispersion were tested, using only DI water and
using a less concentrated surfactant dispersion. The less concentrated dispersion
was expected to maintain a sufficient level of surfactant such that the concentration
remained above that of the surfactant equilibrium in solution for full coverage of
the CNTs, to keep CNTs covered. These titration series were prepared by pipet-
ting decreasing quantities of the supernatant from the initial dispersion into 1 ml
of either the DI water or a 0.06µl/ml surfactant dispersion. Titrations from 1:10
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down to 1:1000 concentrations of the initial CNT dispersion were prepared for each
case. Coverslips were prepared for each titre, with the dispersions being wet cast
onto the coverslip surface and left for an hour prior to be rinsed off with DI water.
As discussed in Section 2.1.5, GNPs were then spin coated onto the coverslip prior
to them being mounted on slides and sealed. To determine which titration was best
to be used for full extinction measurements, live extinction microscopy was used.
The setup for this technique was the same as discussed in Section 2.3.1, however,
a reference background was obtained by averaging a stack of 6400 images of the
sample with the stage moved in a scanning pattern 10 µm in x and 10 µm in y.
In so doing, any particles present in the region imaged are averaged out to give
an image with the background intensity. Using the camera software, this reference
image was then subtracted from the live display allowing for extinction images of
the sample to be viewed in real time. Figure 5.1 shows the resulting live extinction
images (averaged in real time over of 256 frames) of the titration series, using an
excitation wavelength of 550 ± 20 nm. These show that for a CNT concentration
above 0.02 mg/ml samples are too dense for both titration series (as seen in Figures
5.1a, and d), however, when the surfactant solution was used to disperse to a CNT
concentration of 2 µg/ml, the distribution of individual CNTs on the sample was
good as can be seen in Figure 5.1e. Lower concentrations of CNTs are shown to be
too sparse on the surface, as is true for the 2 µg/ml sample diluted using only DI
water (see Figures 5.1b, c, and f). The grid pattern seen in the live extinction images
in all panels of Figure 5.1 was determined to be an artefact of the camera software,
while the streak artefacts are caused by the reference image for each being obtained
at a different FOV on the samples. This means the background for the reference
was slightly different to that of the imaged FOV, and when subtracted gives rise to
streaks in the resulting images.

5.3 Extinction Measurements of CNTs

5.3.1 Setup and Analysis

The same setup was used for these experiments as described in 2.3.1. Measurements
for wavelengths ranging from 400 nm to 800 nm were used at 50 nm increments.
Colour filters (Thorlabs FKB-VIS-40) were used to achieve this providing a peak at
the desired wavelength and a FWHM of 40 nm. Illumination was provided by the 100
W tungsten-halogen lamp, for wavelengths between 500 nm and 800 nm, while an
LED light source (Thorlabs LED4D106) was used for excitation wavelengths of 400
nm and 450 nm as the tungsten lamp emission was too weak in this range. For each
excitation wavelength, a linear polariser was used to polarise the light between 0 and
150 degrees, at increments of 30 degrees. The total number of brightfield acquisitions
for each polariser angle were 21600 for excitation wavelength of 400 nm to 450 nm,
while between 500 nm and 800 nm the total number of brightfield acquisitions per
polariser angle was 51200. This provided images with a minimum noise of around
1.6 nm2, estimated using equation 2.16, for the 550 nm excitation measurements.

Analysis of resulting extinction images was carried out using version 1.3 of an in
house software developed by Dr. Francesco Masia called NanotubeFit. In a similar
way to how the extinction cross-section is calculated using Extinction Suite, this
software found the extinction for positions along the length of each tube. The initial
position to be fit was selected by the user at any point along a given nanotube, with
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Figure 5.1: Extinction images showing the titration series carried out to determine the
optimum concentration of dispersant for CNTs. Titration series using DI water
(a [0.02 mg/ml, m = 712 to M = 64802], b [2µg/ml, m = 840 to M = 64654],
and c [0.2µg/ml mg/ml, m = 1018 to M = 64763]) or surfactant dispersion (d
[0.02 mg/ml, m = 814 to M = 64690], e [2µg/ml, m = 8876 to M = 64602],
and f [0.2µg/ml, m = 815 to M = 64837]) for the same purpose. The inset in
e) (m = 22984 to M = 41941) shows a region around an individual SWCNT of
(4.72×2.76)µm2. The grid pattern seen was deemed to be due to an artefact of
the camera software, and was not visible during live imaging, while the streak
artefacts were due to slight variations in the background intensity between the
reference and imaged FOV.

– 87 –



5.4. Conclusion

the PSF used for the fit defined by the user as either a Gaussian, Lorentz, Airy,
or sech2 function and the ‘ROI radius’ defined by the user being the size of the
radius within which the PSF was analysed. After analysing the initial position to
determine the extinction cross section, the algorithm then selected a second position
a given distance, defined by the user by a parameter called the ‘step size’ as a
factor of the PSF size, away from the initial position which was then analysed
to find the extinction cross section. This was then repeated along the length of
the nanotube until reaching the end of the tube. The algorithm determined the
edge of the nanotube when the analysed signal fell below the root mean square
of the noise multiplied by a user defined parameter called the ‘threshold edge’, at
which point the algorithm would reverse direction and refit the PSFs along the
length of the nanotube. The number of times the algorithm reversed directions to
refit the nanotube was determined by the user defined parameter called the ‘max
of iterations’. To allow for a curvature in the nanotube being analysed, another
parameter could be adjusted by the user called the ‘minimum radius of curvature’
which allowed the algorithm to change directions when an edge is reached to continue
analysis along the curved nanotube. It should be noted that nanotubes curved on
a smaller scale than the PSF, and those lying perpendicular to the coverslip could
not be accurately analysed using this software. By optimising these user defined
parameters, the residual signal of the fit could be minimised, hence giving higher
accuracy for the obtained extinction cross section along the nanotube.

5.3.2 Initial Amplitude Fits of SWCNTs

Figure 5.2 shows an extinction image of a single nanotube, and the resulting residual
image obtained from a fit performed using NanotubeFit, showing how the residual
was minimised given ROI used for the fitting procedure. To ensure the smoothest
fit, an ROI was chosen such that it encompassed the minimum of the second airy
ring for each PSF. In this case, this was 4.39× the half width at half maximum of
the first channel (being the λ = 400 nm and 0◦ polariser angle). For each tube a
different radius of curvature was found to be optimal due to their different shapes,
however for the tube shown in Figure 5.2 this was found to be best at 10× the half
width at half maximum of channel 1. Figure 5.3 shows the extinction amplitude
measured for each PSF along the length of the nanotube presented in Figure 5.2
from which the extinction cross section, and hence chiral index could be calculated
in future measurements.

This shows the viability of identifying individual SWCNTs using this technique,
while also showing an example measurement of the PSF amplitudes along an in-
dividual SWCNT from which the extinction cross section and hence chiral index
could be calculated in future measurements. However, further investigation into
the ideal parameters to be used for higher wavelengths are still required, as well as
optimisation of the fitting algorithm required for such chirality characterisation.

5.4 Conclusion

In conclusion, dispersions of individual SWCNTs with a concentration of 2µg/ml
have been prepared using a CNT water dispersant, showing a good distribution on
the sample. Optical extinction measurements of individual CNTs were subsequently
carried out, and amplitude fits of the extinction along the tube optimised to reduce
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Chapter 5. Extinction of Single Wall Carbon Nanotubes

a) b)

Figure 5.2: Extinction images (4.88 × 2.34)µm2), obtained using λex = 400 nm and po-
lariser angle of 0◦, showing the amplitude (a, m = - 0.0035 to M = 0.0035)
and residual (b, m = -0.02 to M = 0.02) for a CNT using an ROI of 4.39× the
HWHM of the PSF for the image.
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Figure 5.3: Measured extinction amplitude at each PSF along the nanotube shown in

Figure 5.2.
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5.4. Conclusion

the residual signal. This shows a proof of concept for the technique being used to de-
termine SWCNT chiralities. Unfortunately, due to the Coronavirus pandemic, there
was not enough time to carry out further measurements and perfect the analysis
procedure to accurately determine the chiralities for the SWCNTs. Further experi-
ments could be carried out in future to continue these experiments and perfect the
analysis procedure.
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Chapter 6

Summary and Conclusion

As has been discussed in Section 1.1.5, the potential medical uses for NDs are wide
ranging, and given the other quantum and industrial applications of NDs, charac-
terisation of individual diamonds is becoming ever more important. Among the
parameters needed to be characterised is the proportion of sp2 bonded carbon in
individual NDs, due to the way in which this can effect their properties. Currently a
number of methods to purify NDs of surface sp2 are available, however, the sp2 con-
tent of diamonds can only be found qualitatively for ensembles and quantitatively
for the surface of bulk diamond, using techniques such as XPS and Raman spec-
troscopy. To the best of the author’s knowledge, there is currently no non-destructive
method by which the sp2/sp3 ratios of individual NDs can be ascertained accurately.
This thesis aimed to present a method, using a combination of optical microscopy
techniques, to quantitatively measure this ratio.

Chapter 3 presents the calibration of a qDIC technique for size measurements
of dielectric NPs. For this stage of the calibration PS beads of 100 nm radius, and
a CV of 3%, were used. The resulting sizes obtained for the beads showed good
agreement with other techniques, within 6 nm radius, including SEM and TEM.
Further presented in this chapter was a characterisation of the background and
shot noise for this technique. Using fluorescing, 15 nm radius, PS beads it was
ascertained that the smallest detectable PS bead as seen by eye would be of 10 nm,
though beads reliably detected using the analysis software have a radius of 18 nm
due to the 4σ limit discussed. It should be noted that these measurements were still
limited by the background noise, likely due to structures on the glass leftover after
the cleaning cleaning procedure. However, if limited only by shot noise, this could
practically be reduced to 4 nm with a potential limit of 2 nm radius. Presented in
Chapter 4, was an application of this qDIC technique to NDs of varying sizes. Sizes
of the individual NDs were successfully obtained, and showed a nearly exponential
distribution in their sizes, with a mean of 28 nm found for the sample nominally
smaller than 50 nm.

Chapter 4 subsequently presents measurements of both individual NDs and PGFs
using photothermal microscopy. From correlative extinction measurements of the
graphene flakes, it was possible to obtain a quantitative relationship between the
photothermal modulation and the area of graphene present in a particle, with a
scaling factor of β = 1.15 × 10−9 nm−2. Using then the volume of individual nan-
odiamonds found using qDIC, and the obtained photothermal response for each,
the sp2/sp3 ratio could be calculated for individual nanodiamonds and hence the
thickness of the surface sp2 layer. It was found that by treating the nanodiamonds
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as discussed in Section 2.1.4, the total surface sp2 coverage for the diamonds could
be reduced from around 150% to 30%. The sensitivity of the photothermal mea-
surements was found to correspond to 2 × 104 sp2 atoms, which was calculated to
correspond to a full layer coverage of a 10 nm diamond. While it would be pos-
sible to improve this sensitivity by increasing the Stokes power used to induce the
photothermal lens around the particles, this was shown to cause issues particularly
with the PGFs which moved around the sample when higher powers were used. A
solution could be to fix the graphene flakes and nanodiamonds in place for future
measurements.

Finally, Chapter 5 presents the results from the initial investigation into using
optical extinction microscopy to determine the chirality of SWCNTs. A method by
which individual nanotubes were separated and dispersed in water was discussed,
with a nanotube concentration of 2µg/ml found to be best. Fits for the CNTs were
then presented showing the parameters used to minimise the residual signal for a
single nanotube, showing a proof of principle in using optical extinction microscopy
for chirality measurements on individual SWCNTs. Due to time limitations brought
about with the Coronavirus pandemic, further work was not possible. However,
future measurements could be conducted to obtain the chirality of whole nanotubes.

In conclusion, presented in this work is a method by which quantitative mea-
surements of the sp2/sp3 ratios of single nanodiamonds can be obtained using opti-
cal microscopy techniques. A combination of qDIC, and photothermal microscopy
can be used to accurately measure the number of sp2 atoms present in individual
nanodiamonds, while also providing the volume of each nanodiamond. This was
facilitated by correlative photothermal and optical extinction microscopy measure-
ments of pristine graphene flakes, from which the photothermal response to a given
amount a graphene was calibrated. With the increase in use of nanodiamonds in a
number of fields, and given the effect that surface sp2 can have on the properties of
the diamonds, this method provides a way to non-destructively ascertain the amount
of sp2 present prior to use. Further, a proof of concept is presented using optical
extinction microscopy to measure the chirality of individual SWCNTs which could
be expanded on by further work.
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presented here.
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In Preparation
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