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Abstract

In semantic navigation, a top-down map with accurate and complete semantic information is vital to subsequent decision-making. However, due to occlusions and limitations of the robot’s field of view (FOV), there are often unobserved areas in the top-down maps. To address this problem, recent works have studied semantic map prediction to complete the top-down maps. In this work, we propose to improve map prediction by integrating relational information. We propose RSMPNet, a relationship-guided semantic map prediction network, which makes use of semantic and spatial relationships to predict unobserved areas from accumulated semantic maps. Specifically, we propose a Relationship Reasoning Layer that includes two modules, namely 1) the Semantic Relationship Graph Reasoning Module (SeGRM) to capture the semantic relationship and 2) the Spatial Relationship Graph Reasoning Module (SpGRM) to utilize the spatial relationship. We also design a semantic relationship enhanced loss to enhance our model to learn semantic relationship information. Experiments show the effectiveness of our proposed network which achieves state-of-the-art performance in semantic map prediction. Our code and dataset are publicly available at https://github.com/jws39/semantic-map-prediction

1. Introduction

Indoor robots operating autonomously in unstructured real-world environments are increasingly required to help with people’s life and work these years. Rather than navigating from one point to another using a pre-built metric map, these “intelligent” robots are expected to be able to navigate to an object or a room in an unseen environment according to some given semantic information. This kind of task is defined as semantic navigation and has been increasingly studied recently. In semantic navigation, the robot should navigate to the target with the capability of inferring or reasoning the semantic layout of the environment based on current observations. Specifically, a top-down map containing the objects’ layout in a 3D environment can facilitate subsequent decision-making and planning to improve the robot’s performance [8, 30]. However, most works [8, 9, 11, 21, 25, 30] only build the semantic map in the robot’s field of view (FOV). In such a way, the robot can only get local and incomplete information, due to the limited FOV and the occlusions that often occur in complex indoor environments.

To solve these problems, researchers [6, 12, 13, 17, 20, 23, 27, 29] have started to study map prediction, which is also the aim of our work. As shown in Fig. 1, while the robot navigates in the environment, it takes semantic (obtained from some semantic segmentation algorithms) and depth images as input and then predicts the complete map from the accumulated partial map that it has seen. For the map prediction task, some previous works [12, 13, 20, 23, 27, 29] model geometric information only, like occupancy and layout, while other works [6, 17] infer semantics in unknown areas from the partial map to help the robot navigate to an object. However, these works usually make use of the information of object categories only without considering the relationships between them. We observe that the relationships between objects play an important role in human navigation in a new environment. We can infer what is in the
unobserved area using this prior knowledge. For example, a sink is usually in the kitchen, and chairs tend to be near a table. So such relationship information should also be considered in semantic map prediction.

Based on these observations, we propose a Relationship-guided Semantic Map Prediction Network (RSMPNet), a network that predicts the semantic map from observations using semantic and spatial relationships. The semantic relationship measures how similar two objects are in their semantic meanings. For example, pens and pencils are semantically similar. The spatial relationship measures how close two objects are in their spatial locations. For example, chairs are usually found around a table. To model semantic relationships, we utilize the similarity between categories at every pair of pixels in the semantic map. In addition, to model spatial relationships, for each pixel, we calculate its distances to all other pixels to build the prior knowledge such that nearby pixels contribute more to a pixel’s representation. Accordingly, motivated by Guan et al. [7], we propose a Relationship Reasoning Layer that explores the integration of a Semantic Relationship Graph Reasoning Module (SeGRM) and a Spatial Relationship Graph Reasoning Module (SpGRM) to learn prior semantic and spatial knowledge to enhance the feature representation effectively for map prediction. And we also design a new loss function to enhance the ability to learn the semantic relationship. Our contributions are as follows:

- We consider both semantic and spatial information in map prediction and evaluate different designs of a Relationship Reasoning Layer to capture semantic and spatial relationships.

- We also design a semantic relationship enhanced loss to improve the learning ability of the semantic relationship, which considers the prediction accuracy of both the map and the relationship.

- Extensive experiments show that our method can effectively learn semantic and spatial relationships to improve the performance of semantic map prediction.

2. Related Work

2.1. Map Prediction

Some researchers [12, 13, 20, 23, 27, 29] have focused on predicting unobserved regions from partial observations to improve the robot’s navigation performance. These works only predict an occupancy map using metric information to decide the subsequent goal. Kapil et al. [13] propose a method to predict the occupancy map of the area beyond the current FOV using a deep generative network. And they also take into account the uncertainty and ambiguity in mapping and exploration by using a multi-head network to get multiple predictions. Recently, some researchers [6, 17] have studied semantic map prediction. Liang et al. [17] first collect local top-down semantic maps with randomly removed regions and then use scene completion to predict unobserved regions. Georgakis et al. [6] first predict an occupancy map and then combine it with the single view top-down semantic map to get the full semantic map. These two works are related to our work, but they only use individual categorical information and do not consider using relationship information for map prediction. Instead, our focus is to extract more useful relationship information to improve semantic map prediction.

2.2. Semantic Navigation

With the rise of interactive simulator platforms [15, 26, 33], end-to-end learning-based approaches [9, 11, 19, 21, 25, 28, 35, 37] to semantic navigation have been widely studied. Some works [19, 28, 35, 37] directly use images as input and do not require a memory module, like a map. In such mapless navigation, the observations are encoded with networks directly, and the encoded representations are sent to the policy network, together with the embedding of the target, to generate an action. While for map-based navigation, an explicit semantic map with multi-channel one-hot-like representation is used to represent the environment’s semantic information (e.g. objects and rooms) in some works [1, 3]. Some other works [8, 9, 11, 21, 25, 30] use implicit neural representations that encode semantic information for effective action decision-making. However, these works do not consider the relationships among objects when building the map for navigation.

2.3. Relationship Guided Navigation

Rather than directly using semantic maps that only contain object classes, some works [4, 5, 18, 22, 31, 34] consider the relationships among objects for semantic navigation as well. Yang et al. [34] propose to use a Graph Convolutional Network (GCN) [14] for incorporating prior knowledge that encodes the object relationship extracted from the Visual Genome [16] dataset into a deep reinforcement learning framework. The robot uses the features from the knowledge graph for predicting corresponding actions. Some other works [5, 18, 22] also use GCNs to encode the relationship information, and the difference between them is the definition of the nodes. Different from the above works, which construct a graph to encode the relationship information, Druon et al. [4] use a context grid to represent this kind of semantic information. These works consider the object relationship during navigation, while in our work, we focus on leveraging the semantic and spatial relationships for enhanced semantic map prediction.
3. Our Method

The overall network architecture is shown in Fig. 2. The input to the network is an accumulated partial semantic map, which is obtained by aggregating the projected semantic maps from previous observations (semantic and depth images) as in the work [6]. The output is expected to be the complete semantic map. The network architecture is based on UNet [24], and the Relationship Reasoning Layer is inserted after each encoder and decoder layer. The Relationship Reasoning Layer consists of Semantic Graph Reasoning Module (SeGRM) which captures the semantic relationship, and Spatial Graph Reasoning Module (SpGRM) which captures the spatial relationship. Both SeGRM and SpGRM are based on graph convolutional neural networks (GCNs) [14]. The Semantic Relationship Map is used in semantic relationship enhanced loss to make the network better learn the semantic relationship. In the following subsections, we will first briefly introduce GCNs, and then describe the Relationship Reasoning Layer and the Semantic Relationship Enhanced Loss in detail.

3.1. Graph Convolutional Networks

Graph Convolutional Networks (GCNs) generalize the convolution operation from grid data to graph structures [32]. A graph is represented as $G = (V, E)$, where $V$ is the set of nodes, and $E$ is the set of edges. The main idea is to update the representation of one node by aggregating its own features and neighbors’ features. The operation in one layer of a GCN can be expressed as:

$$Z = \sigma(\hat{A} \cdot X \cdot \Theta),$$  \hspace{1cm} (1)

where $X$, $Z$ are the input and output features. $\Theta$ is the learnable parameter of the layer in GCN. $\hat{A}$ is the adjacency matrix representing relationships among nodes. $\sigma(\cdot)$ denotes a non-linear activation function.

GCN is widely used for capturing relational information. Some works [12, 13, 20, 23, 27, 29] have used GCNs to extract semantic relationships from a pre-built object graph. In these works, a node usually denotes an object, while in our method, nodes are pixels, and edges are the semantic or spatial relationships among pixels. Fig. 3 is an illustration of our two graph reasoning modules using GCNs to capture the semantic and spatial relationships. In both modules, the feature of node $N$ is updated from the features of other nodes. The weights of different nodes are represented by the thickness of the lines with the arrow. For the semantic relationship, some far nodes can still have big weights because of their similar semantic meanings, while for the spatial relationship, only nearby nodes have big weights because of their close distances.
Accordingly, the spatial-aware adjacency matrix, $\hat{A}_{GCN}$ is also used to do the propagation with Eq. (1). The feature map is iteratively updated using $\hat{A}$ and $\hat{M}$, as in Eq. (2). Then through SeGRM, the feature of each pixel is updated using $\hat{A}_{Se}$ as in Eq. (1).

$\hat{A}_{Obj} = W_1 X W_2$, $\hat{A}_{Obj} \in \mathbb{R}^{C \times C}$, \hfill (2)  

$\hat{A}_{Se} = M_p \hat{A}_{Obj} M_p^T$, $M_p \in \mathbb{R}^{H \times W \times C}$, $\hat{A}_{Se} \in \mathbb{R}^{HW \times HW}$, \hfill (3)

The SpGRM module aims to enhance features by aggregating information based on the spatial relationship. GCN is also used to do the propagation with Eq. (1). Accordingly, the spatial-aware adjacency matrix, $\hat{A}_{Sp} \in \mathbb{R}^{HW \times HW}$, is designed as below to capture such information:

$$
\hat{A}_{Sp} (x_i, x_j) = \text{distance}(x_i, x_j), \hat{A}_{Sp} \in \mathbb{R}^{HW \times HW}
$$

where distance$(\cdot, \cdot)$, following [7], is the Manhattan distance between the two pixel locations $x_i$ and $x_j$. Then the feature of each pixel is updated using $\hat{A}_{Sp}$ through the GCN.

The Relationship Reasoning Layer aggregates the SeGRM module and the SpGRM module. In the work of Guan et al. [7], they aggregate these two modules sequentially. However, sequentially aggregating the two types of relationships may result in the latter relationship overriding the former one in the output feature maps. Therefore, in our work, we aggregate these two modules parallelly. We first send the features to SeGRM and SpGRM modules individually, and then add the outputs of these two modules together (as shown in Fig. 2 (d)). The parallel aggregation does show better results than the sequential aggregation in our experiments.

3.3. Semantic Relationship Enhanced Loss

To enhance the ability to learn the semantic relationship, we design the loss function considering not only the accuracy of the map prediction, but also the accuracy of the semantic relationship. The loss function is as follows:

$$
L = \lambda_M L_M + (1 - \lambda_M) L_A,
$$

where $L_M, L_A$ denote the primary map prediction loss and the semantic relationship loss. $L_M$ is the cross-entropy of the predicted and the ground-truth semantic maps. For $L_A$, following the work [36], we first convert the given semantic map to a one-hot encoding $G \in \mathbb{R}^{H \times W \times C}$, and then calculate the ground-truth semantic relationship map as $A_{Se} = GG^T$. The semantic relationship loss is calculated as the binary cross-entropy between the semantic-aware adjacency matrix at the last relationship reasoning layer and the ground-truth semantic relationship map. $\lambda_M$ is the weight to balance prediction and semantic relationship loss. We empirically set $\lambda_M = 0.3$.

4. Experiments

In this section, we carry out extensive experiments to validate our proposed method. We first introduce how we collect the dataset. Next, we present the implementation details. And then, we demonstrate the effectiveness of the proposed modules in the ablation study and compare the results with the state-of-the-art map prediction methods.

4.1. Data Collection

The aim of our work is to predict the unseen areas in a top-down semantic map from the areas that have been seen.
Table 1. Ablation Study. We add modules one by one to evaluate their effectiveness. A ✓ indicates that the corresponding module is added. SeGRM/SpGRM: the Semantic/Spatial part in Relationship Reasoning Module. Sequ/Para: Combining these two modules in sequential/parallel way. Sem Loss: Semantic Relationship Enhance Loss.

<table>
<thead>
<tr>
<th>Method</th>
<th>Encoder</th>
<th>Decoder</th>
<th>SeGRM</th>
<th>SpGRM</th>
<th>Sequ</th>
<th>Para</th>
<th>Sem Loss</th>
<th>mIoU↑</th>
<th>mF1↑</th>
<th>mAcc↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0</td>
<td>ResNet18</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24.87</td>
<td>0.3845</td>
<td>33.18</td>
</tr>
<tr>
<td>M1</td>
<td>ResNet18</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25.79</td>
<td>0.3959</td>
<td>33.83</td>
</tr>
<tr>
<td>M2</td>
<td>ResNet18</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>25.97</td>
<td>0.3987</td>
<td>34.20</td>
</tr>
<tr>
<td>M3</td>
<td>ResNet18</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>26.23</td>
<td>0.4025</td>
<td>34.66</td>
</tr>
<tr>
<td>M4</td>
<td>ResNet18</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>26.11</td>
<td>0.4008</td>
<td>34.52</td>
</tr>
<tr>
<td>M5</td>
<td>ResNet18</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>26.33</td>
<td>0.4048</td>
<td>35.21</td>
</tr>
</tbody>
</table>

Figure 4. Semantic Map Prediction Data. Columns 3 and 4 show the single-view top-down map in L2M [6] and the accumulated top-down map in our method.

Thus, the input to the neural network is a partial semantic map that has been accumulated from previous observations, and the output is a predicted complete semantic map. To allow supervised training of the neural network, a large set of such partial semantic maps with known ground-truth complete semantic maps are required. A dataset with a similar purpose has been collected in L2M [6]. However, the semantic partial maps in that dataset are from the current single observation only without accumulating previous observations. We think that in the application of navigation, accumulated semantic maps are more reasonable, as they contain more information and can be easily built with depth images. In SSCNav [17], accumulated maps are collected. However, they remove some regions randomly, which may not be realistic in real-world applications.

Therefore, following the work in [6], in Fig. 4, we show an example of data collection for an episode with 10 steps. We directly use depth images and the semantic images given by the simulator to compute the top-down map. First, we project the 2D images into 3D space with semantic information in semantic images to get points. The ground floor plane is divided into a $64 \times 64$ grid. In each grid point, we get the frequency of every semantic label and compute a probability distribution over the semantic labels. The category of each grid point is set to the object with the maximum probability. When the next partial semantic map is obtained, it is aggregated to the previous accumulated partial map according to the pose changed by the agent. The overlapping area is updated by multiplying the per-category probabilities, which are then normalized to sum to 1 in every grid. The robot is in the center of the top-down map. The columns 3 and 4 show the single view top-down map in L2M [6] and the accumulated top-down map in our dataset. The top-down map is $64 \times 64$ resolution, and every pixel denotes 0.1 m in reality. We generate a dataset with 39256, 5100, and 5404 accumulated top-down maps as the training, validation, and test sets from Matterport3D (MP3D) [2] dataset using the Habitat [26] simulator. In our dataset, we chose 27 common objects from 41 categories of objects in the MP3D dataset, as in the work [6]. As shown in Fig. 5, we count the frequency and area ratio of each object in our dataset.

4.2. Implementation Details

We use a pre-trained ResNet-18 [10] to initialize the encoder backbone. We train the whole model using the Adam optimizer with a learning rate of 0.0002 and a batch size of 8. The training is carried out on a single NVIDIA TESLA V100 GPU and takes about 20 hours for 50 epochs. In addition, we adopt the mean Intersection over Union (mIoU), mean F1-measure (mF1) and mean pixel accuracy (mAcc) as the evaluation metrics.

4.3. Ablation Study

We first carry out experiments to demonstrate the effectiveness of each component in our method (i.e., the SeGRM, the SpGRM, and the Semantic Relationship Enhanced Loss), and then compare the two ways of aggregation mentioned in Section 3.2 (sequential vs. parallel).
Table 1 shows the quantitative results.

We use the model in L2M [6] as our baseline (see M0 in Table 2), which is a UNet model with five encoder and decoder convolutional blocks and skip connections. We first add the SeGRM module after each encoder and decoder block (see M1 in Table 1). We can see an absolute improvement of 0.92% on mIoU, 0.011 on mF1, and 0.65% on mAcc, indicating the importance of semantic relationship to semantic map prediction. We then evaluate the performance by only adding the SpGRM module after each encoder and decoder block (see M2 in Table 1). We can see that the SpGRM module improves the mIoU, mF1, and mAcc by 1.1%, 0.014, and 1.02% over the baseline model. The improvements demonstrate the effectiveness of the SpGRM
module. To evaluate the effectiveness of the Semantic Relationship Enhanced Loss (see M3 in Table 1), we add the loss to the last SeGRM module based on M1. The results obtain 26.23% and 34.66% in terms of mIoU and mAcc, surpassing the M1 by 0.44% and 0.83%. This result shows that the loss can further enhance the performance. We also conduct experiments to explore how these two modules are aggregated (see M4 and M5 in Table 1). The results show that parallel aggregation achieves better results than sequential aggregation.

We also perform experiments with different values of $\lambda_M$. As shown in Table 2, we set $\lambda_M = [0.1, 0.3, 0.5, 0.7, 0.9]$. The results show $\lambda_M = 0.3$ is the best value for our network.

### 4.4. Comparison Study

For semantic map prediction, there are currently two similar works, SSCNav [17] and L2M [6]. These two works use the dataset built by themselves to train their models. For comparison, we train and evaluate their models on our dataset. Table 3 shows the quantitative results. The first row is the result of No Prediction, which directly uses the accumulated partial map to calculate the metrics. Compared with other methods, we can see that map prediction can effectively predict unobserved areas and improve the accuracy of the map. The second row is the result of the model used in SSCNav, a simple encoder-decoder architecture based on ResNet. The third row is our baseline, the UNet model used in L2M. From the last three rows, we can see that our method achieves 26.33% mIoU, 0.4048 mF1, and 35.21% mAcc, outperforming the other two methods on all the metrics. We also show the prediction results of

<table>
<thead>
<tr>
<th>$\lambda_M$</th>
<th>mIoU</th>
<th>mF1</th>
<th>mAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>25.95</td>
<td>0.3988</td>
<td>34.45</td>
</tr>
<tr>
<td>0.3</td>
<td><strong>26.33</strong></td>
<td><strong>0.4048</strong></td>
<td><strong>35.21</strong></td>
</tr>
<tr>
<td>0.5</td>
<td>26.13</td>
<td>0.4005</td>
<td>34.87</td>
</tr>
<tr>
<td>0.7</td>
<td>26.24</td>
<td>0.4028</td>
<td>34.92</td>
</tr>
<tr>
<td>0.9</td>
<td>25.87</td>
<td>0.3983</td>
<td>34.64</td>
</tr>
</tbody>
</table>

Table 2. Ablation study about $\lambda_M$. We do some experiments with different values of $\lambda_M$. 

---

Figure 8. Qualitative Comparison. We compare our method, SSCNav [17] and L2M [6] different methods on Scene 1 (8194nk5LbLH) and Scene 2 (EU6Fwq7SyZv). The results show that our method can not only use semantic and spatial relationships to predict objects in unobserved areas (rows 1, 2 and 4), but also retain observed objects better (rows 3 and 4).
<table>
<thead>
<tr>
<th>Method</th>
<th>mIoU↑</th>
<th>mF1↑</th>
<th>mAcc↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Prediction</td>
<td>16.69</td>
<td>0.2777</td>
<td>21.48</td>
</tr>
<tr>
<td>SSCNav [17]</td>
<td>23.35</td>
<td>0.3621</td>
<td>31.37</td>
</tr>
<tr>
<td>L2M [6]</td>
<td>24.87</td>
<td>0.3845</td>
<td>33.18</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>26.33</strong></td>
<td><strong>0.4048</strong></td>
<td><strong>35.21</strong></td>
</tr>
</tbody>
</table>

Table 3. Comparison on our dataset. We compare our method with SSCNav [17] and L2M [6] and also show the No Prediction results.

different methods on the 27 objects in Fig. 6 and Fig. 7. Our method has better results in 22 and 16 out of 27 categories than the other two in mIoU and mAcc, respectively.

### 4.5. Qualitative Results

In this section, we evaluate our method qualitatively, as shown in Fig. 8. We compare our method, SSCNav [17] and L2M [6] on the same episode to show the prediction results when the robot navigates in a new environment.

From the results, we can observe that SSCNav [17] predicts some wrong objects, such as the bed and free-space classes, while the prediction of L2M [6] is better than SSCNav. We think this is attributed to the skip connection in UNet used in L2M compared to a simple encoder-decoder network used in SSCNav.

We notice our method has better prediction in areas close to the observed areas. For example, the stools around the counter are better predicted (the black boxes in rows 1 and 2) in Scene 1. We believe this is attributed to the spatial relationship that better aggregates information in nearby areas. Moreover, our method can preserve the observed area better than the other methods. For example, the bed and other classes (the yellow and cyan boxes in rows 3 and 4) are better preserved than the other two methods in Scene 2.

We also notice the sofa (the orange boxes in Scene 1) is better predicted compared to the other two methods in Scene 1. Although the sofa is spatially far from the other objects, it is semantically close to the stools. The semantic relationship used in our method thus mutually helped with the prediction of both the stools and the sofa. In Scene 2, the stool and the chair (the red and white boxes in row 4) are close both in spatial locations and semantic meanings. So these two objects can mutually improve each other’s predictions. On the contrary, without the constraints of the semantic relationship, there are more wrong predictions of irrelevant objects using the other two methods, such as the prediction of bed (blue). We also show the prediction results on an episode in Fig. 9. Our method can predict the unobserved area and reserve the observed area well.

![Figure 9. Prediction Results on An Episode. We show the results of our method on an episode every two steps.](image-url)

### 4.6. Limitations

The semantic and spatial relationships can improve the prediction of relevant objects. However, it also restricts the prediction of other less relevant objects. This makes our method behave more conservatively in prediction compared to the other two methods. How to balance the pros and cons needs further investigation. An immediate direction of future work is to integrate the relationship reasoning module into different encoder/decoder layers adaptively.

### 5. Conclusions

In this paper, we propose a Relationship Reasoning Layer including two modules, SeGRM and SpGRM, to learn semantic and spatial relationships to improve the performance of semantic map prediction. We also design a loss function to enhance the learning of the semantic relationship and explore how to aggregate the SeGRM and the SpGRM modules. Experiments show that our method can outperform the state-of-the-art map prediction methods.
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