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Abstract

In semantic navigation, a top-down map with accurate
and complete semantic information is vital to subsequent
decision-making. However, due to occlusions and limita-
tions of the robot’s field of view (FOV), there are often un-
observed areas in the top-down maps. To address this prob-
lem, recent works have studied semantic map prediction to
complete the top-down maps. In this work, we propose to
improve map prediction by integrating relational informa-
tion. We propose RSMPNet, a relationship-guided seman-
tic map prediction network, which makes use of seman-
tic and spatial relationships to predict unobserved areas
from accumulated semantic maps. Specifically, we propose
a Relationship Reasoning Layer that includes two mod-
ules, namely 1) the Semantic Relationship Graph Reason-
ing Module (SeGRM) to capture the semantic relationship
and 2) the Spatial Relationship Graph Reasoning Module
(SpGRM) to utilize the spatial relationship. We also de-
sign a semantic relationship enhanced loss to enhance our
model to learn semantic relationship information. Experi-
ments show the effectiveness of our proposed network which
achieves state-of-the-art performance in semantic map pre-
diction. Our code and dataset are publicly available at
https://github.com/jws39/semantic-map-
prediction

1. Introduction
Indoor robots operating autonomously in unstructured

real-world environments are increasingly required to help
with people’s life and work these years. Rather than nav-
igating from one point to another using a pre-built metric
map, these “intelligent” robots are expected to be able to
navigate to an object or a room in an unseen environment
according to some given semantic information. This kind of
task is defined as semantic navigation and has been increas-
ingly studied recently. In semantic navigation, the robot
should navigate to the target with the capability of infer-
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Figure 1. Semantic Map Prediction. The robot takes semantic and
depth images as input and then predicts the complete map from
the accumulated partial map that it has seen.

ring or reasoning the semantic layout of the environment
based on current observations. Specifically, a top-down
map containing the objects’ layout in a 3D environment
can facilitate subsequent decision-making and planning to
improve the robot’s performance [8, 30]. However, most
works [8, 9, 11, 21, 25, 30] only build the semantic map in
the robot’s field of view (FOV). In such a way, the robot
can only get local and incomplete information, due to the
limited FOV and the occlusions that often occur in complex
indoor environments.

To solve these problems, researchers [6,12,13,17,20,23,
27, 29] have started to study map prediction, which is also
the aim of our work. As shown in Fig. 1, while the robot
navigates in the environment, it takes semantic (obtained
from some semantic segmentation algorithms) and depth
images as input and then predicts the complete map from
the accumulated partial map that it has seen. For the map
prediction task, some previous works [12, 13, 20, 23, 27, 29]
model geometric information only, like occupancy and lay-
out, while other works [6, 17] infer semantics in unknown
areas from the partial map to help the robot navigate to an
object. However, these works usually make use of the in-
formation of object categories only without considering the
relationships between them. We observe that the relation-
ships between objects play an important role in human nav-
igation in a new environment. We can infer what is in the

https://github.com/jws39/semantic-map-prediction
https://github.com/jws39/semantic-map-prediction


unobserved area using this prior knowledge. For example,
a sink is usually in the kitchen, and chairs tend to be near a
table. So such relationship information should also be con-
sidered in semantic map prediction.

Based on these observations, we propose a Relationship-
guided Semantic Map Prediction Network (RSMPNet), a
network that predicts the semantic map from observations
using semantic and spatial relationships. The semantic re-
lationship measures how similar two objects are in their se-
mantic meanings. For example, pens and pencils are se-
mantically similar. The spatial relationship measures how
close two objects are in their spatial locations. For exam-
ple, chairs are usually found around a table. To model se-
mantic relationships, we utilize the similarity between cate-
gories at every pair of pixels in the semantic map. In ad-
dition, to model spatial relationships, for each pixel, we
calculate its distances to all other pixels to build the prior
knowledge such that nearby pixels contribute more to a
pixel’s representation. Accordingly, motivated by Guan et
al. [7], we propose a Relationship Reasoning Layer that
explores the integration of a Semantic Relationship Graph
Reasoning Module (SeGRM) and a Spatial Relationship
Graph Reasoning Module (SpGRM) to learn prior semantic
and spatial knowledge to enhance the feature representation
effectively for map prediction. And we also design a new
loss function to enhance the ability to learn the semantic
relationship. Our contributions are as follows:

• We consider both semantic and spatial information in
map prediction and evaluate different designs of a Re-
lationship Reasoning Layer to capture semantic and
spatial relationships.

• We also design a semantic relationship enhanced loss
to improve the learning ability of the semantic relation-
ship, which considers the prediction accuracy of both
the map and the relationship.

• Extensive experiments show that our method can ef-
fectively learn semantic and spatial relationships to im-
prove the performance of semantic map prediction.

2. Related Work
2.1. Map Prediction

Some researchers [12,13,20,23,27,29] have focused on
predicting unobserved regions from partial observations to
improve the robot’s navigation performance. These works
only predict an occupancy map using metric information
to decide the subsequent goal. Kapil et al. [13] propose a
method to predict the occupancy map of the area beyond
the current FOV using a deep generative network. And
they also take into account the uncertainty and ambiguity in
mapping and exploration by using a multi-head network to

get multiple predictions. Recently, some researchers [6, 17]
have studied semantic map prediction. Liang et al. [17]
first collect local top-down semantic maps with randomly
removed regions and then use scene completion to predict
unobserved regions. Georgakis et al. [6] first predict an oc-
cupancy map and then combine it with the single view top-
down semantic map to get the full semantic map. These two
works are related to our work, but they only use individual
categorical information and do not consider using relation-
ship information for map prediction. Instead, our focus is
to extract more useful relationship information to improve
semantic map prediction.

2.2. Semantic Navigation

With the rise of interactive simulator platforms [15, 26,
33], end-to-end learning-based approaches [9,11,19,21,25,
28,35,37] to semantic navigation have been widely studied.
Some works [19,28,35,37] directly use images as input and
do not require a memory module, like a map. In such map-
less navigation, the observations are encoded with networks
directly, and the encoded representations are sent to the pol-
icy network, together with the embedding of the target, to
generate an action. While for map-based navigation, an ex-
plicit semantic map with multi-channel one-hot-like repre-
sentation is used to represent the environment’s semantic
information (e.g. objects and rooms) in some works [1, 3].
Some other works [8, 9, 11, 21, 25, 30] use implicit neural
representations that encode semantic information for effec-
tive action decision-making. However, these works do not
consider the relationships among objects when building the
map for navigation.

2.3. Relationship Guided Navigation

Rather than directly using semantic maps that only con-
tain object classes, some works [4,5,18,22,31,34] consider
the relationships among objects for semantic navigation as
well. Yang et al. [34] propose to use a Graph Convolutional
Network (GCN) [14] for incorporating prior knowledge that
encodes the object relationship extracted from the Visual
Genome [16] dataset into a deep reinforcement learning
framework. The robot uses the features from the knowledge
graph for predicting corresponding actions. Some other
works [5, 18, 22] also use GCNs to encode the relationship
information, and the difference between them is the defini-
tion of the nodes. Different from the above works, which
construct a graph to encode the relationship information,
Druon et al. [4] use a context grid to represent this kind
of semantic information. These works consider the object
relationship during navigation, while in our work, we fo-
cus on leveraging the semantic and spatial relationships for
enhanced semantic map prediction.
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Figure 2. RSMPNet Overview. The input to the network is an accumulated partial semantic map (b) by aggregating the projected semantic
maps from previous semantic and depth images (a). The output is the expected semantic map prediction (c). The Relationship Reasoning
Layer (d) in the green box consists of SeGRM and SpGRM, which capture semantic and spatial relationships, respectively. The Semantic
Relationship Map (e) is the supervision of SeGRM in the last Relationship Reasoning Layer to enhance the capability of the network to
learn semantic relationships. (Notation: Mp Accumulated Partial Semantic Map, ⊕ add operation.)

3. Our Method

The overall network architecture is shown in Fig. 2. The
input to the network is an accumulated partial semantic
map, which is obtained by aggregating the projected seman-
tic maps from previous observations (semantic and depth
images) as in the work [6]. The output is expected to be
the complete semantic map. The network architecture is
based on UNet [24], and the Relationship Reasoning Layer
is inserted after each encoder and decoder layer. The Rela-
tionship Reasoning Layer consists of Semantic Graph Rea-
soning Module (SeGRM) which captures the semantic re-
lationship, and Spatial Graph Reasoning Module (SpGRM)
which captures the spatial relationship. Both SeGRM and
SpGRM are based on graph convolutional neural networks
(GCNs) [14]. The Semantic Relationship Map is used in
semantic relationship enhanced loss to make the network
better learn the semantic relationship. In the following sub-
sections, we will first briefly introduce GCNs, and then de-
scribe the Relationship Reasoning Layer and the Semantic
Relationship Enhanced Loss in detail.

3.1. Graph Convolutional Networks

Graph Convolutional Networks (GCNs) generalize the
convolution operation from grid data to graph struc-
tures [32]. A graph is represented as G = (V,E), where
V is the set of nodes, and E is the set of edges. The main

idea is to update the representation of one node by aggregat-
ing its own features and neighbors’ features. The operation
in one layer of a GCN can be expressed as:

Z = σ(Â ·X ·Θ), (1)

where X,Z are the input and output features. Θ is the learn-
able parameter of the layer in GCN. Â is the adjacency ma-
trix representing relationships among nodes. σ(·) denotes a
non-linear activation function.

GCN is widely used for capturing relational information.
Some works [12, 13, 20, 23, 27, 29] have used GCNs to ex-
tract semantic relationships from a pre-built object graph.
In these works, a node usually denotes an object, while in
our method, nodes are pixels, and edges are the semantic
or spatial relationships among pixels. Fig. 3 is an illustra-
tion of our two graph reasoning modules using GCNs to
capture the semantic and spatial relationships. In both mod-
ules, the feature of node N is updated from the features of
other nodes. The weights of different nodes are represented
by the thickness of the lines with the arrow. For the seman-
tic relationship, some far nodes can still have big weights
because of their similar semantic meanings, while for the
spatial relationship, only nearby nodes have big weights be-
cause of their close distances.
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Figure 3. Illustration of Relationship Graph Reasoning Modules.
In SeGRM, the node N is updated according to the distance to
other nodes in semantic meaning. In SpGRM, the node N is up-
dated according to the distance to other nodes in spatial terms. The
weights of different nodes are represented by the thickness of the
lines with the arrow.

3.2. Relationship Reasoning Layer

The Relationship Reasoning Layer consists of SeGRM
and SpGRM. These two modules are designed following
the work of Guan et al. [7]. However, instead of aggregating
the two modules sequentially as in [7], we aggregate these
two modules in a parallel way, which has demonstrated bet-
ter performance in our experiments. Below we give a brief
description of the two modules.

The SeGRM module aims to enhance the features with
the semantic relationship. GCN [14] is used to capture the
semantic relationship and update the features. As shown in
Fig. 3 (a), every pixel is a node in the graph, and edges en-
code the semantic relationship of the observed area, repre-
sented by the semantic-aware adjacency matrix ÂSe. Sup-
pose X ∈ RH×W×D is the original feature map after an en-
coder layer (with width W , height H and number of chan-
nels D), which contains high-level information. C is the
number of object categories. W1 and W2 are two learn-
able parameter vectors to extract the high-level relationship
ÂObj ∈ RC×C as in Eq. (2). To combine this kind of
high-level information and also consider low-level infor-
mation, the input partial semantic map, Mp ∈ RH×W×C ,
and ÂObj are utilized to compute the semantic relationship,
ÂSe ∈ RHW×HW , as in Eq. (3). Then through SeGRM,
the feature map is iteratively updated using ÂSe as in Eq.
(1).

ÂObj = W1XW2, ÂObj ∈ RC×C , (2)

ÂSe = MpÂObjM
T
p , Mp ∈ RH×W×C , ÂSe ∈ RHW×HW ,

(3)
The SpGRM module aims to enhance features by ag-

gregating information based on the spatial relationship.
GCN is also used to do the propagation with Eq. (1).
Accordingly, the spatial-aware adjacency matrix, ÂSp ∈
RHW×HW , is designed as below to capture such informa-

tion:

ÂSp (xi, xj) = distance (xi, xj) , ÂSp ∈ RHW×HW ,
(4)

where distance(·, ·), following [7], is the Manhattan dis-
tance between the two pixel locations xi and xj . Then
the feature of each pixel is updated using ÂSp through the
GCN.

The Relationship Reasoning Layer aggregates the
SeGRM module and the SpGRM module. In the work of
Guan et al. [7], they aggregate these two modules sequen-
tially. However, sequentially aggregating the two types of
relationships may result in the latter relationship overriding
the former one in the output feature maps. Therefore, in
our work, we aggregate these two modules parallelly. We
first send the features to SeGRM and SpGRM modules in-
dividually, and then add the outputs of these two modules
together (as shown in Fig. 2 (d)). The parallel aggregation
does show better results than the sequential aggregation in
our experiments.

3.3. Semantic Relationship Enhanced Loss

To enhance the ability to learn the semantic relationship,
we design the loss function considering not only the accu-
racy of the map prediction, but also the accuracy of the se-
mantic relationship. The loss function is as follows:

L = λMLM + (1− λM )LA, (5)

where LM , LA denote the primary map prediction loss and
the semantic relationship loss. LM is the cross-entropy
of the predicted and the ground-truth semantic maps. For
LA, following the work [36], we first convert the given se-
mantic map to a one-hot encoding G ∈ RH×W×C , and
then calculate the ground-truth semantic relationship map
as ASe = GGT . The semantic relationship loss is cal-
culated as the binary cross-entropy between the semantic-
aware adjacency matrix at the last relationship reasoning
layer and the ground-truth semantic relationship map. λM

is the weight to balance prediction and semantic relation-
ship loss. We empirically set λM = 0.3.

4. Experiments
In this section, we carry out extensive experiments to

validate our proposed method. We first introduce how we
collect the dataset. Next, we present the implementation
details. And then, we demonstrate the effectiveness of the
proposed modules in the ablation study and compare the re-
sults with the state-of-the-art map prediction methods.

4.1. Data Collection

The aim of our work is to predict the unseen areas in a
top-down semantic map from the areas that have been seen.



Method Encoder Decoder SeGRM SpGRM Sequ Para Sem Loss mIoU↑ mF1↑ mAcc↑

M0 ResNet18 ✓ 24.87 0.3845 33.18
M1 ResNet18 ✓ ✓ 25.79 0.3959 33.83
M2 ResNet18 ✓ ✓ 25.97 0.3987 34.20
M3 ResNet18 ✓ ✓ ✓ 26.23 0.4025 34.66
M4 ResNet18 ✓ ✓ ✓ ✓ ✓ 26.11 0.4008 34.52
M5 ResNet18 ✓ ✓ ✓ ✓ ✓ 26.33 0.4048 35.21

Table 1. Ablation Study. We add modules one by one to evaluate their effectiveness. A ✓indicates that the corresponding module is
added. SeGRM/SpGRM: the Semantic/Spatial part in Relationship Reasoning Module. Sequ/Para: Combining these two modules in
sequential/parallel way. Sem Loss: Semantic Relationship Enhance Loss.
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Figure 4. Semantic Map Prediction Data. Columns 3 and 4 show
the single-view top-down map in L2M [6] and the accumulated
top-down map in our method.

Thus, the input to the neural network is a partial semantic
map that has been accumulated from previous observations,
and the output is a predicted complete semantic map. To al-
low supervised training of the neural network, a large set of
such partial semantic maps with known ground-truth com-
plete semantic maps are required. A dataset with a simi-
lar purpose has been collected in L2M [6]. However, the
semantic partial maps in that dataset are from the current
single observation only without accumulating previous ob-
servations. We think that in the application of navigation,
accumulated semantic maps are more reasonable, as they
contain more information and can be easily built with depth
images. In SSCNav [17], accumulated maps are collected.
However, they remove some regions randomly, which may
not be realistic in real-world applications.

Therefore, following the work in [6], in Fig. 4, we show
an example of data collection for an episode with 10 steps.
We directly use depth images and the semantic images given
by the simulator to compute the top-down map. First, we
project the 2D images into 3D space with semantic infor-

mation in semantic images to get points. The ground floor
plane is divided into a 64×64 grid. In each grid point, we
get the frequency of every semantic label and compute a
probability distribution over the semantic labels. The cat-
egory of each grid point is set to the object with the max-
imum probability. When the next partial semantic map is
obtained, it is aggregated to the previous accumulated par-
tial map according to the pose changed by the agent. The
overlapping area is updated by multiplying the per-category
probabilities, which are then normalized to sum to 1 in ev-
ery grid. The robot is in the center of the top-down map.
The columns 3 and 4 show the single view top-down map in
L2M [6] and the accumulated top-down map in our dataset.
The top-down map is 64×64 resolution, and every pixel de-
notes 0.1 m in reality. We generate a dataset with 39256,
5100, and 5404 accumulated top-down maps as the train-
ing, validation, and test sets from Matterport3D (MP3D) [2]
dataset using the Habitat [26] simulator. In our dataset, we
chose 27 common objects from 41 categories of objects in
the MP3D dataset, as in the work [6]. As shown in Fig. 5,
we count the frequency and area ratio of each object in our
dataset.

4.2. Implementation Details

We use a pre-trained ResNet-18 [10] to initialize the en-
coder backbone. We train the whole model using the Adam
optimizer with a learning rate of 0.0002 and a batch size of
8. The training is carried out on a single NVIDIA TESLA
V100 GPU and takes about 20 hours for 50 epochs. In ad-
dition, we adopt the mean Intersection over Union (mIoU),
mean F1-measure (mF1) and mean pixel accuracy (mAcc)
as the evaluation metrics.

4.3. Ablation Study

We first carry out experiments to demonstrate the ef-
fectiveness of each component in our method (i.e., the
SeGRM, the SpGRM, and the Semantic Relationship En-
hanced Loss), and then compare the two ways of aggre-
gation mentioned in Section 3.2 (sequential vs. parallel).
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Figure 6. Semantic Map Prediction Results (mIoU). Our method has better results in 22 out of 27 categories than the other two methods in
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Figure 7. Semantic Map Prediction Results (mAcc). Our method has better results in 16 out of 27 categories than the other two methods in
mAcc.

Table 1 shows the quantitative results.

We use the model in L2M [6] as our baseline (see M0 in
Table 2), which is a UNet model with five encoder and de-
coder convolutional blocks and skip connections. We first
add the SeGRM module after each encoder and decoder
block (see M1 in Table 1). We can see an absolute im-
provement of 0.92% on mIoU, 0.011 on mF1, and 0.65% on

mAcc, indicating the importance of semantic relationship to
semantic map prediction. We then evaluate the performance
by only adding the SpGRM module after each encoder and
decoder block (see M2 in Table 1). We can see that the
SpGRM module improves the mIoU, mF1, and mAcc by
1.1%, 0.014, and 1.02% over the baseline model. The im-
provements demonstrate the effectiveness of the SpGRM
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and Scene 2 (EU6Fwq7SyZv). The results show that our method can not only use semantic and spatial relationships to predict objects in
unobserved areas (rows 1, 2 and 4), but also retain observed objects better (rows 3 and 4).

module. To evaluate the effectiveness of the Semantic Rela-
tionship Enhanced Loss (see M3 in Table 1), we add the loss
to the last SeGRM module based on M1. The results obtain
26.23% and 34.66% in terms of mIoU and mAcc, surpass-
ing the M1 by 0.44% and 0.83%. This result shows that the
loss can further enhance the performance. We also conduct
experiments to explore how these two modules are aggre-
gated (see M4 and M5 in Table 1). The results show that
parallel aggregation achieves better results than sequential
aggregation.

We also perform experiments with different values
of λM . As shown in Table 2, we set λM =
[0.1, 0.3, 0.5, 0.7, 0.9]. The results show λM = 0.3 is the
best value for our network.

4.4. Comparison Study

For semantic map prediction, there are currently two
similar works, SSCNav [17] and L2M [6]. These two works
use the dataset built by themselves to train their models.
For comparison, we train and evaluate their models on our
dataset. Table 3 shows the quantitative results. The first
row is the result of No Prediction, which directly uses the

λM mIoU↑ mF1↑ mAcc↑

0.1 25.95 0.3988 34.45
0.3 26.33 0.4048 35.21
0.5 26.13 0.4005 34.87
0.7 26.24 0.4028 34.92
0.9 25.87 0.3983 34.64

Table 2. Ablation study about λM . We do some experiments with
different values of λM .

accumulated partial map to calculate the metrics. Com-
pared with other methods, we can see that map prediction
can effectively predict unobserved areas and improve the
accuracy of the map. The second row is the result of the
model used in SSCNav, a simple encoder-decoder architec-
ture based on ResNet. The third row is our baseline, the
UNet model used in L2M. From the last three rows, we can
see that our method achieves 26.33% mIoU, 0.4048 mF1,
and 35.21% mAcc, outperforming the other two methods
on all the metrics. We also show the prediction results of



Method mIoU↑ mF1↑ mAcc↑

No Prediction 16.69 0.2777 21.48
SSCNav [17] 23.35 0.3621 31.37
L2M [6] 24.87 0.3845 33.18
Ours 26.33 0.4048 35.21

Table 3. Comparison on our dataset. We compare our method
with SSCNav [17] and L2M [6] and also show the No Prediction
results.

different methods on the 27 objects in Fig. 6 and Fig. 7. Our
method has better results in 22 and 16 out of 27 categories
than the other two in mIoU and mAcc, respectively.

4.5. Qualitative Results

In this section, we evaluate our method qualitatively, as
shown in Fig. 8. We compare our method, SSCNav [17] and
L2M [6] on the same episode to show the prediction results
when the robot navigates in a new environment.

From the results, we can observe that SSCNav [17] pre-
dicts some wrong objects, such as the bed and free-space
classes, while the prediction of L2M [6] is better than SS-
CNav. We think this is attributed to the skip connection in
UNet used in L2M compared to a simple encoder-decoder
network used in SSCNav.

We notice our method has better prediction in areas close
to the observed areas. For example, the stools around the
counter are better predicted (the black boxes in rows 1 and
2) in Scene 1. We believe this is attributed to the spatial
relationship that better aggregates information in nearby ar-
eas. Moreover, our method can preserve the observed area
better than the other methods. For example, the bed and
other classes (the yellow and cyan boxes in rows 3 and 4)
are better preserved than the other two methods in Scene 2.

We also notice the sofa (the orange boxes in Scene 1)
is better predicted compared to the other two methods in
Scene 1. Although the sofa is spatially far from the other
objects, it is semantically close to the stools. The semantic
relationship used in our method thus mutually helped with
the prediction of both the stools and the sofa. In Scene 2,
the stool and the chair (the red and white boxes in row 4)
are close both in spatial locations and semantic meanings.
So these two objects can mutually improve each other’s pre-
dictions. On the contrary, without the constraints of the se-
mantic relationship, there are more wrong predictions of ir-
relevant objects using the other two methods, such as the
prediction of bed (blue). We also show the prediction re-
sults on an episode in Fig. 9. Our method can predict the
unobserved area and reserve the observed area well.

RGB
Partial 

Semantic Map
Ground Truth

Our

 Predicted Map

chairunknown table sofastool counter 

Figure 9. Prediction Results on An Episode. We show the results
of our method on an episode every two steps.

4.6. Limitations

The semantic and spatial relationships can improve the
prediction of relevant objects. However, it also restricts the
prediction of other less relevant objects. This makes our
method behave more conservatively in prediction compared
to the other two methods. How to balance the pros and cons
needs further investigation. An immediate direction of fu-
ture work is to integrate the relationship reasoning module
into different encoder/decoder layers adaptively.

5. Conclusions

In this paper, we propose a Relationship Reasoning
Layer including two modules, SeGRM and SpGRM, to
learn semantic and spatial relationships to improve the per-
formance of semantic map prediction. We also design a
loss function to enhance the learning of the semantic rela-
tionship and explore how to aggregate the SeGRM and the
SpGRM modules. Experiments show that our method can
outperform the state-of-the-art map prediction methods.
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