Half-broadband two-dimensional electronic spectroscopy with active noise reduction
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Abstract: Two-dimensional electronic spectroscopy (2DES) provides detailed insight into coherent ultrafast molecular dynamics in the condensed phase. Here we report a referenced broadband pump-compressed continuum probe half-broadband (HB) 2DES spectrometer in a partially collinear geometry. To optimize signal-to-noise ratio (SNR) we implement active noise reduction referencing, which has not previously been applied in 2DES. The method is calibrated against the well characterized 2DES response of the oxazine dye cresyl violet and demonstrated at visible wavelengths on the photochromic photoswitch 1,2-Bis(2-methyl-5-phenyl-3-thienyl) perfluorocyclopentene (DAE). The SNR is improved by a factor of ~2 through active referencing. This is illustrated in an application to resolve a low frequency mode in the excited electronic state of DAE, yielding new data on the reaction coordinate. We show that the active noise reduction referencing, coupled with the rapid data collection, allows the extraction of weak vibronic features, most notably a low frequency mode in the excited electronic state of DAE.

1. Introduction

Technological advances in ultrafast science over the past two decades enabled time-domain interferometry at infrared and optical frequencies [1,2]. Two-dimensional electronic spectroscopy (2DES) is a four-wave mixing technique in which, for a fixed population (waiting) time (T, corresponding to the pump-probe delay in transient absorption, TA), a coherence time delay (τ) between two replicas of a pump pulse, is scanned with interferometric precision. In this method the detection axis is directly measured by spectrally dispersing the probe and the excitation axis is obtained by a Fourier transform over τ. The resulting 2D spectrum can be thought of as an excitation frequency resolved TA spectrum measured at T. Stretching TA data along this additional frequency axis has numerous advantages: congested steady-state electronic spectra, such as in naturally occurring and artificial coupled multi-chromophore systems, are better resolved; homogenous and inhomogeneous dephasing dynamics are separately determined; [2] vibronic coherence maps providing detailed insight into electronic-vibrational couplings are recovered [3,4]. Thus, 2DES has been extensively applied to investigate energy and charge transfer in photosynthetic complexes, [4–7] exciton coupling in dimers [8–11] and oligomers [12–14], analysis of vibronic coupling [15–17], nanostructured photonic materials [18,19] and fast photochemical reactions [20].

2DES poses several experimental challenges, especially the interferometric nature of the measurement, which makes it sensitive to phase fluctuations. Hence, early experimental developments focused on the generation of passively phase-stabilized pulse sequences. These relied on tuneable noncollinear optical parametric amplifier (NOPA) sources, combined with
diffractive optics, beamsplitters or combinations thereof, in a fully-noncollinear “BOXCARS” geometry. In this geometry, four degenerate replicas of a pulse excite and interrogate the sample at different times, and heterodyne the third-order signal (Fig. 1(a)) [21–26]. Precise control of the signal to local oscillator intensity ratio and background-free detection yield high signal-to-noise ratios (SNRs) [27,28]. While these methods allow full polarization control, [29,30] they are restricted to transitions which fall within the NOPA bandwidth, which is typically less than 3000 cm$^{-1}$ (baseline-to-baseline). This is inadequate for the characterisation of the coherent dynamics in many systems of interest including many molecular energy, electron or proton transfer reactions for example [10,31,32].

This bandwidth limitation can be alleviated in BOXCARS 2DES by employing compressed nonlinearly broadened sources in place of NOPAs, such as hollow-core fibres (HCF) [33,34,35]. HCFs employed in a BOXCARS geometry can more than double the available bandwidth while retaining the advantages of background-free detection. However, HCF sources still have limited spectral coverage compared to the white-light continuum (WLC) probe employed in TA. This has led to efforts to utilize WLC in 2DES [36,37,38]. In either case full broadband measurements impose an additional layer of complexity on the 2DES experiment.

An alternative ‘half broadband approach’ has been developed [39–41]. Intrinsically phase-stable pulse pairs are available from pulse shapers such as acousto-optic programmable dispersive filters (AOPDF) or spatial light modulators (SLM). The combination of such pulse pairs as the “pump” with a WLC probe in a partially collinear “pump-probe” geometry allows measurement of 2DES for which the excitation axis has the NOPA bandwidth but the detection has the full WLC bandwidth exceeding ten thousand wavenumbers in the visible-NIR [41,42]. The geometry of such an experiment is a simple variation on the established TA layout and is sketched in Fig. 1(b). Significantly, pulse shapers, combined with phase-cycling algorithms, enable the retrieval of the real and imaginary parts of rephasing and nonrephasing responses and thus the absorptive $\chi^{(3)}$ without recourse to the projection-slice theorem [43,44]. Thus, the partially collinear, pump-probe geometry is an attractive route to 2DES. However, the method is a self-heterodyned measurement and thus suffers from an intrinsically lower SNR compared to background-free methods, as independent control of signal and local oscillator intensities is not possible. Fuller et al. [40] proposed a hybrid approach to improve SNR in HB 2DES, combining the advantages of pulse shaping and background-free geometries, at the price of measuring non-automatically phased data.
Here, we present a referenced HB 2DES spectrometer employing a NOPA pump pair obtained with shot-to-shot AOPDF pulse shaping, and a compressed WLC probe. Referencing, which is already a feature of many TA spectrometers, is complemented by use of an active noise reduction algorithm developed by Feng et al. [45] for heterodyned laser spectroscopies. The potential of this algorithm has been addressed in a few works, showing substantial SNR improvement in time-resolved spectroscopy [46,47]. To the best of our knowledge, the present work is the first to demonstrate referenced active noise reduction in 2DES. As an example of the method we investigate 2DES in a dilute diarylarene photochromic photoswitch with the previously well characterized 2DES of cresyl violet as a control.

2. Methods

2.1. Half-broadband two-dimensional electronic spectrometer layout

The layout of our spectrometer is based on our earlier fs transient absorption experiment [38,48,49] and is similar to those described elsewhere [19,39,41] (Fig. 2). A commercial noncollinear optical parametric amplifier (NOPA, Topas White, Light Conversion) provides the pump pulse pair of pulsewidth 25-30 fs (corresponding to ~1500 cm$^{-1}$ bandwidth) tuneable from 20400 to 13200 cm$^{-1}$. It is pumped by a regenerative amplifier operating at 800 nm and 1 kHz (Spitfire Ace, Spectra-Physics). The NOPA beam is routed to an AOPDF (Dazzler, Fastlite) synchronized to the regenerative amplifier. The AOPDF generates a collinear phase-locked pulse pair with adjustable coherence time delay $\tau$ (see inset of Fig. 2) and relative carrier wave phase shift $\phi_{1-2}$, i.e., the phase difference between the first and the second pump pulses [43,44]. The details of the data acquisition and processing are given below. After the shaping stage, a commercial “grism” compressor (Fastlite) (GC) compensates for the dispersion introduced by the AOPDF and the other transmissive optics in the NOPA beam path [50].
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**Fig. 2.** Half-broadband two-dimensional electronic spectroscopy (HB2DES) experimental setup where: BS1,2 beam splitters; NOPA noncollinear optical parametric amplifier; AOPDF acousto-optic programmable dispersive filter (Dazzler, Fastlite); GC folded grism compressor; IRP image rotating periscope; DS(T) mechanical delay stage; WP+P1,2 half-wave plates and polarizers combination; SW sapphire window; DMC dispersive mirrors compressor; Sh shutter; S sample; BB beam block; 2CS+CCDs dual channel prism-based spectrometer and full-frame transfer charge coupled device detectors. The upper left corner inset illustrates the pulse arrival sequence on the sample as well as the time delays between pulses.

After the compression stage, the pump pulse pair is routed, via an image rotating periscope (setting s-polarisation again) to a retroreflector mounted on a linear translation stage (Physik
Instrumente) which introduces the waiting (population) time delay \( (T) \) between the second pump and the WLC probe pulse (see inset of Fig. 2). The WLC probe is generated by focusing <1% of the 800 nm amplifier output, into a static 3 mm sapphire window. The pump pair goes through a half-wave plate and polarizer, which sets them at the magic angle with respect to the probe and is focused onto the sample by a concave mirror to a spot of 160 \( \mu \)m at sample position.

The WLC spans 415-800 nm \( (24000-12500 \text{ cm}^{-1}) \) and is group dispersion delay-corrected by a double-angle dispersive mirrors compressor. The resulting instrument response function (IRF) is flat across the whole probe spectrum and <50 fs, as determined by spectrally-resolving the instantaneous Kerr response between compressed NOPA and WLC in a 1 mm cell filled with neat cyclohexane, see Supplement 1, Fig. S1. After recompression, the WLC travels through an optical shutter (Sh, Thorlabs SH05) synchronized to the AOPDF and is divided by a 50:50 beamsplitter into a signal and a reference beam. The signal beam is focused onto the sample to a 40 \( \mu \)m diameter spot, at a \( \sim 4^\circ \) crossing angle with the pumps. The reference beam does not pass through the sample. After the sample, the self-heterodyned signal is recollimated, and signal and reference are routed to a home-built dual channel prism spectrometer and imaged onto a pair of 16-bit A/D full frame transfer CCD detectors (1024 pixels, Entwicklungsbüro Stresing) synchronized to the AOPDF and read out at 1 kHz, with an integration time of 200 \( \mu \)s.

2.2. Data acquisition and processing

The AOPDF is programmed to scan the coherence time in 120 evenly spaced delay points between -95 fs and 0 fs \( (\Delta \tau = 0.7917 \text{ fs}) \), corresponding to a non-rotating frame Nyquist wavelength of 450 nm \( (22000 \text{ cm}^{-1}) \), well above the short wavelength cut-off of the NOPA at 20400 cm\(^{-1}\). In BOXCARS 2DES setups scanning positive or negative times yields rephasing or nonrephasing signals, respectively [51]. In contrast, the pump-probe geometry causes the rephasing and nonrephasing signals to be emitted along the same direction [52,53,28] such that \( k_3 \), is self-heterodyned by the collinear probe beam. Here, the only advantage of scanning negative rather than positive coherence times in pump-probe 2DES is to enable independent control of the coherence and the population time delays. Time zero is defined as the coincidence between the pump pair and the continuum probe pulses. Whilst \( \tau = 0 \text{ fs} \) is unambiguously defined by the AOPDF, \( T = 0 \text{ fs} \) is obtained by evaluating the maximum of the IRF, as shown in Fig. S1.

The \( \phi_{1-2} \)-dependent 2DES response is then isolated from the \( \phi_{1-2} \)-independent signals (linear absorption, TA and scattering from each pump pulse), according to a three-frame phase cycling procedure [43,44]. For each value of \( \tau \), \( \phi_{1-2} \) is cycled through 0, 2\( \pi/3 \) and 4\( \pi/3 \) in three consecutive laser shots, which yields the highest SNR [33,54]. To minimize sample exposure, the AOPDF is programmed to block the NOPA beam during data transfer, processing and mechanical delay stage motion.

The real and imaginary parts of rephasing and nonrephasing signals are then acquired using a collection and averaging procedure described in Supplement 1. The phase-cycled averaged data are inverse Fourier-transformed over the detection frequency, obtaining 2D data as a function of the signal time \( t \). These are multiplied by a Heaviside function to impose causality, then Fourier transformed over \( t \) to retrieve the detection frequency dimension. Finally, the Fourier transform over \( \tau \) of the causality-imposed data yields real and imaginary parts of rephasing and nonrephasing data for a given \( T \), and their sum yields the absorptive spectra [44,55]. The acquisition sequence and data processing times are summarized in Figs. S2-3. The process described is repeated for each population time \( T \).

The phase cycling procedure does not entirely remove pump scattering. To correct this, a shutter blocks the probe beam during the acquisition of the first burst of shots \( (N = 0, \text{ where } N \text{ is the number of CCD bursts over which each waiting time is averaged}) \) at each value of \( T \); the process has been described by Fuller [40]. This allows isolation of the direct scattering signal, yielding a baseline that is updated every 15-60 s, which is then subtracted from the following
$N-1$ iterations. These data are then used as benchmark for the calibration of the excitation and
detection frequency axes, as the interferometric signal between light scattered off the pump pair
has to be centred on the diagonal of the 2D spectrum [56].

2.3. Referencing and active noise reduction

Here we applied and tested the active noise reduction algorithm of Feng et al. [45] to HB2DES.
This method has been successfully applied to femto- and nanosecond transient mid-infrared
spectroscopy, 2DIR and visible transient absorption showing remarkable improvement of the
SNR [46,47].

In self-heterodyned TA measurements signal and reference are simultaneously measured on a
pair of matched CCD detectors. Noise caused by fluctuations of the probe intensity is removed by
computing the difference (or the ratio, if in $\Delta OD$ [37]) between signal and reference spectra. Such
spectrally resolved ratiometric referencing has not been applied, to the best of our knowledge,
to 2DES in either BOXCARS or pump-probe geometries, and may not be easily implemented,
although Bizimana et al. introduced an “integrated” balanced detection scheme for 2DES in
which the local oscillator is referenced against a photodiode [57]. These referencing methods rely
on the assumptions of signal and reference detectors having identical noise floors (dark/electronic
noise) and alignment. More formally, following Robben et al., [47] the total noise ($n$) of each
channel can be expressed:

\[ n_S = n_{S}^{WLC} + n_f^S \]  \hspace{1cm} (1a)
\[ n_R = n_{R}^{WLC} + n_f^R \]  \hspace{1cm} (1b)

where S and R subscripts indicate noise of the signal and reference channels, respectively, and
the total noise is the sum of that due to WLC fluctuations, indicated by the $WLC$ superscript and
a detector noise floor, indicated by the $f$ superscript.

The total measured signal $S$ will thus be:

\[ S = S_{real} + n_S \]  \hspace{1cm} (2)

where $S_{real}$ is the ideal, noiseless, signal for a given pair of $\tau$, $T$ delays. If the signal and reference
CCDs were identical and their alignment was perfectly matched, $n_{S}^{WLC} = n_{R}^{WLC}$, and subtracting
1b from 2 yields a noise corrected spectrum $S_{corr}$:

\[ S_{corr} = S_{real} + n_f^S - n_f^R \]  \hspace{1cm} (3)

Although, as $n_f^S$ and $n_f^R$ are uncorrelated variables, this referencing method will add, in a
root-sum-square way, [47] the floor noise of the reference channel to the signal. Furthermore,
exactly matched CCDs and identical alignment are difficult to achieve, i.e., $n_S \neq n_R$.

The active noise reduction algorithm proposed by Feng et al. [45] provides a simple method
to address the noise floor and alignment mismatch issues. Their method relies on the calibration
of a correlation matrix $B$ (of sizes $N_S \times N_R$, where $N_{S,R}$ is the number of pixels of the signal and
reference detectors), mapping the reference channel noise onto the signal channel so that:

\[ n_S \cong B \cdot n_R \]  \hspace{1cm} (4)

And the corrected signal $S_{corr}$:

\[ S_{corr} = S - B \cdot n_R \]  \hspace{1cm} (5)

$n_R$ in Eq. (5) is the three-frame phase-cycled reference channel noise matrix, whose dimensions
are $1 \times N_R$. For processing speed reasons, we employed $N_R = 150$ pixels, chosen in the region
where the continuum shows more spectral modulations and instability (13000-16000 cm$^{-1}$); other
regions of the reference channel were tried and gave similar or less good performance. The coefficients of the noise mapping matrix $B$ are estimated by least-squares minimisation of the mean residual noise, defined as:

$$\Delta n = |n_S - B \cdot n_R|$$  \hspace{1cm} (6)

where the noise of the signal channel $n_S$ is determined by collecting, and phase-cycling, a burst of “blank” probe shots, obtained by shutting the pump beam, and thus enforcing $S_{real} = 0$, in agreement with Eq. (2).

Least-squares minimisation of Eq. (6) yields:

$$B = \langle n_S \cdot n_R^T \rangle \cdot \langle n_R \cdot n_R^T \rangle^{-1}$$  \hspace{1cm} (7)

where angled brackets denote averaging and $T$ superscripts indicate transposed matrices. The number of shots for the calibration of the $B$ matrix (1080) was chosen according to Robben et al. suggesting that the noise reduction performance of the algorithm reaches a plateau for a number of shots approximating $10x$ the reference number of pixels $N_R$ [47]. Increasing the number of calibration shots allows an increase in the size of $N_R$, yielding, in principle, a better SNR. However, the trade-off would be a nonlinear increase in processing time between the acquisitions of consecutive 2D spectra.

3. Results and discussion

For the purpose of calibration of the HB2DES spectrometer we measured the real and imaginary parts of rephasing, nonrephasing and absorptive 2D spectra of the widely studied oxazine dye cresyl violet perchlorate (CV) in ethanol (EtOH). Our data are in very good agreement with literature 2DES of CV obtained with the BOXCARS method; [34,51,58,59,60,61] CV data at $T = 200$ fs are reported in Supplement 1 (Figs. S4-6). Figure S7 shows the single trace time-domain rephasing real residuals and their Fourier transform, where the very well characterized oxazine core ground state vibration at $588\text{cm}^{-1}$ is evident (previously reported at $585\text{cm}^{-1}$ by Ma et al. [34] and at $589\text{cm}^{-1}$ by Lu et al. [59]).

To demonstrate the advantages of active noise reduction, the setup is benchmarked by acquiring HB2DES of 1,2-Bis(2-methyl-5-phenyl-3-thienyl) perfluorocyclopentene (DAE). DAE is a photoswitching diarylethene derivative, which is known to undergo an ultrafast ring opening reaction following electronic excitation in the visible region of the spectrum. 2DES has the potential to provide new insights into this reaction, and especially to resolve any role for vibrational coherences in directing motion along the reaction coordinate. This presents a greater challenge to HB2DES than CV as its transition dipole moment is five times weaker, with correspondingly weaker nonlinear signals. [62] The molecular structure of the closed form of DAE is shown in the upper right corner of Fig. 3(a), where steady-state absorption and emission spectra ($\lambda_{exc} = 565$ nm) in cyclohexane (CHX) are reported. A 600 mOD solution (1 mm cell) of the closed form of DAE in CHX was obtained by continuous irradiation of the UV absorbing open form with a 285 nm LED (Thorlabs), at 5 mW for 2 hours. HB2DES spectra were collected without flowing as no differences in the absorption spectrum before and after the measurement were observed, consistent with the low quantum yield of ring opening [63,64]. The sample was excited by pulses centred at 16900 cm$^{-1}$ with ~0.8 μJ energy per pulse pair and probed by the WLC spanning 13000-24000 cm$^{-1}$. Population times were scanned between 0 and 1200 fs, in 10 fs steps. Absorptive HB2DES at $T = 300$ fs are reported in Fig. 3(b)-(d). The measurement was repeated either excluding (3b) or including (3c) the active noise reduction method described above. Uncorrected (raw) and noise corrected data averaged over 45 and 180 shots are shown in Supplement 1 (Figs. S8-9).

HB2DES spectra of DAE in CHX at $T = 300$ fs show a component arising from ground-state bleach (GSB) convoluted with stimulated emission (SE) between $\tilde{v}_3 = 15000$-19000 cm$^{-1}$ and an
Fig. 3. (a) Normalized steady-state absorption (solid) and emission (dashed) of the photostationary state of DAE in cyclohexane, whose molecular structure is shown in the upper right corner. Normalized NOPA pump and probe spectra used for the HB 2DES measurements are shown as shaded orange and blue areas, respectively. (b) Real part of the absorptive 2D spectra of DAE at $T=300$ fs without noise and pump scattering corrections, each coherence time is averaged over 90 laser shots. The intensity is given by 21 evenly spaced contour lines, positive signals are shown in yellow and negative signals are shown in blue. (c) Same as (b), with noise and pump scattering corrections. (d) Slices of (b), (c), normalized at $\tilde{v}_3 = 20900 \text{ cm}^{-1}$, taken at the positions marked by horizontal blue and orange dashed lines in (b), (c). The magenta squares mark specific positions that will be discussed below. The strong negative signals are saturated to highlight the differences between the low amplitude regions of the raw and referenced 2DES spectra.

excited state absorption contributions (ESA) extending from the near-infrared to the ultraviolet, with a peak at $\tilde{v}_3 = 20900 \text{ cm}^{-1}$. Whilst 2DES was applied to the reaction dynamics of a merocyanine-spiropyran photoswitch by Kullmann et al. [20], 2DES of DAE has not been reported before.

Figure 3(b)-(c) show how the noise correction improves the SNR of the low-amplitude regions of the 2D spectra ($\tilde{v}_1 = 15800-16500 \text{ cm}^{-1}$) and corrects some artefacts. In particular, the phase modulations, introduced by the dispersive mirror compressor (as in Supplement 1 of [65]) (Fig. 3(b)), which are particularly evident in the low amplitude edge of the ESA between $\tilde{v}_3 = 12800-16000 \text{ cm}^{-1}$, are effectively suppressed by active noise reduction.

Figure 3(d) shows slices of the 2D spectra at excitation frequency $\tilde{v}_1 = 16500 \text{ cm}^{-1}$, marked by horizontal orange (3b) and blue (3c) dashed lines. As expected these slices agree well with
previous TA spectra of DAE [66, 67]. Again, the slice of the uncorrected 2D spectrum (orange) contains oscillatory artefacts on its low-energy side between 12800 and 15500 cm$^{-1}$. These features are partially suppressed by the use of the active noise reduction algorithm, as shown by the blue “slice”. The noise floor of the experiment was measured by acquiring raw and noise corrected 2DES spectra at a negative waiting time ($T = -1500$ fs). The results, shown in Figs. S 10-12 for 45, 90 and 180 shots averaging, show how the baseline modulations present in the raw spectra are successfully removed by the noise correction procedure. The SNR of the 2D spectra is quantitatively characterized by computing the inverse of the standard deviation $\sigma(\tau, \tilde{v}_3)$ of the interferogram acquired during the coherence time, at $\tilde{v}_3 = 13500$ cm$^{-1}$, for $\tau$ values large enough that the signal has dephased, a procedure previously adopted by Kearns et al. [54]. These interferograms, extracted from figures Fig. 3(b), (c), are shown in Fig. 4 and show an increase of $\sim 2.1$ in $\sigma(\tau, \tilde{v}_3)^{-1}$ between unreferenced and referenced active noise corrected HB2DES. Figures S13-14 show the interferograms of the raw and noise corrected data obtained by averaging each coherence time over 45 or 180 shots. The measured SNR improvements are $\sim 1.7$ and $\sim 2.2$, respectively, showing how the enhancement due to the active noise correction does not vary significantly for this degree of averaging. The SNR enhancement due to the active noise reduction adds to the square root SNR improvement due to each 2D spectrum being averaged over more shots.

An important tool in the analysis of 2DES data is the extraction of “beatmaps”. These report on modulations of the intensity, induced by coherently exciting ground or excited state Raman active modes, at specific excitation and detection frequencies. The beatmaps are extracted by first stacking 2D spectra as a function of $T$, which are then fit to a multieponential decaying function, to capture the “slow” population dynamics. This fit is subtracted to isolate the amplitude modulations due to vibrational coherences in the time domain. This is repeated for the Re and Im parts of the (absorptive, rephasing or nonrephasing) signal. Re and Im residuals are then
combined to obtain a complex-valued residuals matrix, which is Fourier transformed \([3]\) over the waiting time \(T\). The beatmaps are obtained by “slicing” the \((\tilde{v}_1, \tilde{v}_T, \tilde{v}_3)\) 3D dataset at \(\tilde{v}_T\) frequencies (i.e., the Fourier pair of \(T\)) corresponding to Raman active modes of interest. The detectability of these modulations is a sensitive function of SNR, as most of the signal intensity has been subtracted, leaving only the noise and the weak oscillations. The results are shown in Fig. 5 for 90 shots per coherence time averaging and in Supplement 1 (Figs. S15-16) for the 45 and 180 shot averaging.

Waiting time \((T)\) traces from the ESA region of two rephasing real HB2DES measurements on DAE at \(\tilde{v}_1 = 17068\text{ cm}^{-1}, \tilde{v}_3 = 21515\text{ cm}^{-1}\), (coordinates marked by magenta squares in Fig. 3(b),(c)) acquired with (blue) and without (orange) active noise referencing are reported in Fig. 5(a). Multiexponential fits from the global analysis to the experimental data points are shown as solid black lines. Data are fit to a \(\sim 100\) fs risetime followed by an incomplete ps decay, in good agreement with literature \([66,68]\). Fit residuals, shown in Fig. 5(b), show significant differences between the two datasets. Whilst a weak \(\sim 10\%\) of the signal amplitude) damped oscillation with \(\sim 300\) fs period and sub-ps dephasing time dominates the noise-corrected trace (blue), the residuals of the unreferenced 2D data (orange) are dominated by noise. Figure 5(c) shows the Fourier transform over the residuals in 5b. The Fourier spectra (shaded blue and orange) at

![Graphical representation of Fig. 5](image-url)
these coordinates show a dominating low frequency peak at 125 cm$^{-1}$, in good agreement with experimental observation of time-resolved Raman and TA by Valley et al. and Sotome et al. who reported, low frequency, excited state coherent amplitude modulations at 117 cm$^{-1}$ and ca. 140 cm$^{-1}$ after impulsive excitation of DAE and a closely related derivative [66,69]. This low frequency feature is at least a factor of two larger than the background peaks in the noise corrected data (blue), while the raw data (orange) present artefacts whose amplitude is $\geq$ 50% of the signal. The same effect is evident in the data obtained by averaging 45 laser shots per coherence time (see Supplement 1 Fig. S15), whilst it becomes less significant when the averaging is increased to 180 shots per coherence time (Fig. S16).

The integration of the Fourier transformed residuals over $\tilde{v}_1$ and $\tilde{v}_3$ yields what is called a summary impulsive Raman spectrum containing contributions from rephasing ground and excited state vibrational coherences, which is used as a guide for the beatmap analysis. These data are reported in Fig. 6(a), again revealing the 125 cm$^{-1}$ peak. As for the single trace case (Fig. 5(c)), the amplitude of the high frequency artefacts is suppressed by a factor of $\sim$2.5 (integral ratio) in the active noise corrected dataset. These summary Raman spectra are a useful guide to the presence of Raman active frequencies [70,71]. Their observation in turn suggests modes which have undergone a significant displacement during optical excitation and may be relevant to the reaction coordinate (e.g., to ring opening in the case of DAE). The observed frequency can be compared with calculations to assign the mode. Clearly the noisier spectrum from the uncorrected data has the potential to lead to misleading assignments, since the noisier data leads to additional modes, and there are many low frequency modes are found in calculation of large
molecules, such that it is not easy to determine which will be enhanced, especially for excited electronic states [72,73]. Figure 6(b), (c) show the raw and noise corrected rephasing +125 cm\(^{-1}\) beatmaps, respectively, overlaid with contour lines representing the corresponding real absorptive HB2DES spectra at \(T = 300\) fs (reproduced from Fig. 3(b),(c)). In both beatmaps the strongest feature is localized on the blue side of the excitation axis, on the high energy ESA (\(\tilde{v}_1 = 17000\) cm\(^{-1}\) \(\tilde{v}_3 > 19500\) cm\(^{-1}\)). Such excitation-detection coordinates are consistent with a rephasing ESA Liouville space pathway [8], i.e., an \(S_1\) vibrational coherence modulating the ESA signal during \(T\), resonantly enhanced by the displacement between the \(S_1\) and \(S_n\) potential energy surfaces minima. Finally, the raw beatmap (Fig. 6(b)) also shows amplitude on the low energy side of the probe (\(\tilde{v}_1 = 17000\) cm\(^{-1}\) \(\tilde{v}_3 = 13000-15000\) cm\(^{-1}\)), but the “fringe” pattern, and the absence of such signal in the corrected beatmap (Fig. 6(c)) suggesting that this is an artefact due to fluctuations in the WLC probe, which is successfully removed by the active noise correction. Beatmaps acquired for the different averaging conditions are shown in Supplement 1 Figs. S17-18 and are in agreement with the data presented above.

4. Conclusions

We described a referenced HB2DES method that uses a pair of NOPA pulses, generated by an AOPDF, and a visible continuum probe, in a partially collinear geometry. Dedicated compressors in the pump and probe arms of the experiment yield a flat instrument response function, with time duration < 50 fs. Shot-to-shot cycling of the interpulse relative carrier wave phase and scanning of the coherence time delay, combined with well-established 3 \(\times\) 1 phase cycling data processing allowed measurement of Re and Im parts of rephasing, nonrephasing and absorptive half-broadband 2D spectra in < 1 min per waiting time. The dual channel referenced detection was based on the active noise reduction algorithm for heterodyned spectroscopies described by Feng et al. [45].

The performance of the spectrometer was evaluated by comparing the SNR of coherence time interferograms at selected wavelengths on unreferenced vs noise-corrected referenced data of the photoswitch DAE for different levels of signal averaging. A SNR enhancement factor of \(\sim 2\), (in addition to the SNR improvement due to averaging) is found. The referencing method was further benchmarked by extracting the weak oscillatory features and the corresponding impulsive Raman spectra and beatmaps, arising from nuclear wavepacket motion in the \(S_1\) state of DAE. A + 125 cm\(^{-1}\) excited state Raman active mode and its rephasing beatmap are reported.

This work shows how active-noise corrected referencing is an effective method of improving the SNR of 2D electronic spectrometers, in addition to previously described enhancements for TA and 2DIR [46,47]. It has been demonstrated that this approach allows collection of acceptable SNR data on systems which generate relatively weak signals (DAE) in a realistic collection time. An extension to the method in which the B-matrix is collected multiple times during the measurement may allow longer collection times. Further, active noise reduction has implications for higher-order (\(\chi^{(5)}\)) spectroscopies, such as transient-2DES [74] or “degenerate-broadband” 3DES, [75] whose signals are intrinsically weaker.
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