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Abstract. Coffee is one of the most widely consumed beverages and the quantity and quality 
of coffee beans depend significantly on the health and condition of coffee plants, particularly 
their leaves. The automation of coffee leaf disease classification using AI is an essential need, 
providing not only economic benefits but also contributing to environmental conservation and 
creating better conditions for sustainable coffee cultivation. Through the application of AI, 
early disease detection is facilitated, thereby reducing pest and disease control costs, 
minimizing crop losses, increasing coffee productivity and product quality, and promoting 
environmental preservation. Many studies have proposed AI algorithms for coffee disease 
classification. However, numerous algorithms employ classical algorithms, while some utilize 
deep learning, the current state-of-the-art in computer vision. The challenge lies in the fact that 
when using deep learning, a substantial amount of data is required for training. The design of 
deep learning architectures to enhance model accuracy while still working with a small training 
dataset remains an area of ongoing research. In this study, we propose deep learning-based 
method for coffee leaf disease classification. We propose the combination of different deep 
convolutional neural networks to further improve overall classification performance. Early and 
late fusion have been conducted to evaluate the effectiveness of the pre-trained model. Our 
experimental results demonstrate that the ensemble method outperforms single-model 
approaches, achieving high accuracy and precision in BRACOL coffee disease leaf. 

1.  Introduction 
Coffee is one of the most consumable goods in the whole world. Overtime, the consumption demand 
is increasingly for both aspects: quantity and quality. In order to have the better quality of coffee, it is 
necessary to take care the development of coffee plants. However, due to factors such as: environment, 
air condition, land, bacteria, and viruses, can cause devastating losses for coffee growers. For the 
farmers, when they face plant diseases, the traditional approaches for these diseases are based heavily 
on the heuristic experiences. By the observations, they can know the problem and finding the 
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corresponding solution. However, this approach has a limitation such as: time delays, misdiagnosis, 
and the ability when scaling at the huge plant area. Manually inspecting for diseases is a labor-
intensive and time-consuming process, often characterized by significant delays. This leads to several 
ramifications resulting from late or incorrect disease detection, including: 1) Increased costs associated 
with disease treatment in terms of medication and labor when the disease has already spread 
extensively; 2) Reduced crop development potential, subsequently impacting coffee bean quantity and 
quality; 3) Adverse environmental effects due to the heightened use of plant protection chemicals. To 
reduce these effects, it is crucial to quickly diagnosis these diseases then finding the extract treatment 
for each plant. Therefore, we need a smart and robustness solution for this problem.  

With tremendous performance of the deep learning model in many domains, the use of the latest 
architecture has been adapted for specific task from both computer vision and nature language 
processing. One of most attention domains besides the medical is the agriculture. In fact, there are 
many tasks in the agriculture are in charge of deep learning and obtain the promising results such as: 
counting fruit [1, 2], yield prediction [3, 4], detecting and classifying the diseases [5, 6]. The potential 
impact of deep learning in agriculture are clearly increased by both the accuracy and the processing 
time. It can help farmers not only improve the quality of their product but also reduce the expense for 
the development of the product through optimizing resource allocation and reducing unnecessary 
pesticide usage. However, to train deep learning networks, a large amount of data is required. 
Therefore, the challenge when applying this technique still is collecting data, labeling and expert, 
interpretability. It is then necessary to take advantage from other domain with huge knowledge to 
transfer to target domain to solve the data limitation. In addition, optimizing the design of deep 
learning architectures to enhance network efficiency while still using the same small dataset is also a 
potential approach for the problem of coffee leaf disease classification. 

In this study, instead of using single deep learning models that rely on a single architecture, we 
investigate the ability of ensemble model in which model is combined of multiple deep learning model 
to make more accurate and robust predictions. The proposal of ensemble relies on the different 
characteristics of each model, making model more robustness, resulting in improved generalization, 
reduced over fitting, and enhanced performance across a wide range of applications. From these 
observations, in this paper, we propose the use of the latest deep learning model to automatic classify 
coffee leaf disease. 

2.  Related works 
Artificial intelligence has been employed for crop disease classification in agriculture in numerous 
studies [7, 8, 9, 10, 11, 12, 13, 14, 15]. These research endeavors utilize disease-infected images of 
crop leaves to classify diseases across various types of crops, including tomato [9, 10], soybean [11], 
apple [12], cucumber [13], banana [14], and wheat [15]. Initially, the predominant approaches relied 
on traditional machine learning methods using handcrafted features. In [7], the authors applied k-
means clustering followed by fuzzy logic to determine disease based on pixel color information from 
the leaves. In [8], additional leaf attributes, such as texture and shape, were employed for 
classification. However, traditional approaches suffered from high computational demands and 
sensitivity to variations in conditions when dealing with new samples. Consequently, the majority of 
research endeavors transitioned to deep learning approaches, where feature extraction proves to be 
more robust. For instance, in [9], a deep learning-based approach was introduced for the simultaneous 
detection and classification of nine tomato diseases. The study conducted extensive experiments 
involving various Convolutional Neural Networks (CNNs) to perform disease area segmentation 
followed by classification. In [11], a two-step process was proposed for soybean leaf disease 
classification. Initially, an image processing technique was employed to extract leaves from complex 
backgrounds, after which different CNNs were utilized for the classification of these extracted leaves. 
In general, contemporary research predominantly relies on the application of CNNs, which have 
demonstrated strong performance in the context of classification tasks. One of the most extensive 
datasets for this particular task was introduced in the research conducted by [16]. This dataset 
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comprises 50,000 carefully curated images, belonging 12 categories of healthy leaves and 14 
categories of diseases from various plants, including apple, blueberry, grape, and others. 

In the context of coffee leaf disease classification, the predominant methodologies primarily rely on 
the utilization of Convolutional Neural Networks (CNNs) [17, 18, 19, 20]. In the study by [17], two 
distinct approaches were introduced to address this issue, one based on texture attributes and the other 
on CNNs. For the texture attribute approach, the authors employed the Gray Level Co-Occurrence 
Matrix (GLCM) and Local Binary Pattern (LBP) as two distinct methods for leaf feature extraction. 
These features are fed into a basic feed-forward network for recognition. Regarding CNNs, they made 
slight modifications to the architecture of AlexNet [21] by utilizing 128x128-pixel inputs and 
incorporating three convolutional layers. The results obtained using CNNs demonstrate a significant 
improvement when compared to the texture attribute-based approaches. In [18], to address the 
constraint of limited training data, they introduced transfer learning, which involves using a pre-
trained model from a large source domain and fine-tuning it with a dataset from the target domain. 
Initially, they trained an embedded network to ensure its capability to adequately represent input 
images from the extensive source domain. Subsequently, this network was utilized as a feature 
extractor for classification purposes within the target domain. Recently, in the study conducted by 
[20], two tasks were undertaken: classification and estimation of the severity of coffee leaf diseases. 
This was achieved by employing a single CNN architecture with two distinct outputs, each 
corresponding to one of the aforementioned tasks. 

3.  Proposed Method 
In this research, we propose an ensemble deep learning approach for coffee leaf disease classification, 
comprising two steps: feature extraction and classification, as depicted in Figure 1. In the feature 
extraction step, instead of using features from a single CNN, we employ deep features from multiple 
top-performing CNNs and Vision Transformer with the same dimensions. Subsequently, we aggregate 
these feature vectors into a single vector of equal length. In the classification step, we utilize fully 
connected layers (FC) in conjunction with a softmax function in the final layer to perform 
classification. 

 
Figure 1. Proposed ensemble deep learning for Coffee leaf disease classification. 

Ensemble feature of deep neural networks: Ensemble methods refer to techniques in which features 
are combined from different modalities or domains to create a superior feature representation. Among 
all computer vision classification algorithms, the feature extraction step is the most crucial, as the 
inability to extract meaningful features results in misclassifications into incorrect labels. Conversely, if 
meaningful features are successfully extracted, providing valuable information, they contribute to 
enhancing the algorithm’s accuracy. With recent advancements, deep convolutional neural networks 
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(CNNs) [21, 22, 23, 24] have demonstrated their capabilities in various computer vision tasks, 
including object recognition and classification. The success of these architectures is largely attributed 
to the availability of extensive datasets. However, in certain domains where data collection is 
considerably limited, the utilization of pre-trained models becomes imperative. Each of these 
architectures employs a distinct approach to extract and represent features from input data. Therefore, 
it becomes more intriguing to accumulate these advantageous representations to acquire superior 
features. In the context of this study, we limit our consideration to the ensemble of two deep neural 
networks. 

Feature fusion and fully connected layers: there are two distinct methods for combining these 
features: early fusion and late fusion. Early fusion involves the combination of raw or low-level 
features from different sources at an initial stage. Conversely, late fusion involves combining higher-
level representations at a later stage, often during the decision-making phase. Late fusion allows for 
modality-specific processing and offers greater flexibility in handling diverse data sources; however, it 
may potentially overlook certain interactions between modalities. The selection between early and late 
fusion depends on the specific task, the characteristics of the data, and the desired level of integration 
and interpretability. For both networks, we exclude the final fully connected layers. However, since 
the output dimensions of each network differ, in the case of early fusion, we introduce an additional 
fully connected layer to ensure they share the same output dimension, denoted as densemble. In contrast, 
for late fusion, these features are directly fed into the FC layer, which produces 5 outputs. 

4.  Experiments and Results 

4.1.  Materials 
In this study, to evaluate our proposed algorithm, we utilized the publicly available BRACOL dataset 
[25]. This dataset is designed for evaluating two tasks: disease classification and severity. However, 
our focus is solely on the disease classification task. In this task, leaves are categorized into five 
classes: Rust, Miner, Cercospora, Phoma, and Healthy. To facilitate comparisons with other studies, 
we followed the same experimental setup as described in [25], where we utilized 2,147 cropped 
symptom images, with each leaf containing only one disease. 

Table 1. Number of sample data for train/validation/test dataset. 

Disease Train Validation Test 
Rust 694 148 149 
Miner 414 89 90 
Cercospora 265 56 57 
Phoma 353 76 75 
Healthy 179 39 38 

4.2.  Experiment setting 
To enhance the diversity of the training data, we employed various data augmentation strategies, 
including Random Horizontal Flip, Random Vertical Flip, Random Rotation, and Color Jitter. The 
Stochastic Gradient Descent (SGD) optimizer was utilized with an initial learning rate of 0.01 and a 
weight decay of 0.0005. All models used in our experiments were initialized with pre-trained weights 
obtained from each respective network. The experiments were conducted using an NVIDIA A40 GPU 
with 48GB of memory.  

4.3.  Performance Evaluation 
Ablation Study: In this study, we conducted a comprehensive evaluation of ensemble features from 
renowned CNNs (such as MobileNet [26], DenseNet [27], EfficientNet [28], GoogleNet [29], ResNet 
[23], VGG [22]) and Vision Transformer [24] using two feature combination methods: early fusion 
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and late fusion. The results of the seven ensemble combinations are presented in Table 2 (early fusion) 
and Table 3 (late fusion).  

In Table 2, which presents the results of the early fusion strategy of seven ensemble methods, the 
most favorable outcomes are observed when both EfficientNet and MobileNet are used in 
combination. This combination achieves an accuracy, precision, and recall of 97.80%, 97.45%, and 
97.92%, respectively. Additionally, it is worth noting that combining EfficientNet with the recent deep 
learning model Vision Transformer yielded promising results, even with minimal fine-tuning on a 
relatively small dataset. 

Table 2. Ablation study early fusion on BRACOL dataset. 

Architecture Accuracy Precision Recall 
MobileNet [26] + DenseNet [27] 96.09 95.40 96.28 
EfficientNet [28] + Vision Transformer [24] 97.56 97.16 97.48 
MobileNet [26] + EfficientNet [28] 97.80 97.45 97.92 
GoogleNet [29] + EfficientNet [28] 95.84 95.44 95.40 
Resnet [23] + EfficientNet [28] 97.07 96.72 96.99 
VGG [22] + EfficientNet [28] 96.82 96.42 96.64 
MobileNet [26] + Vision Transformer [24] 97.31 96.96 97.26 

With the late fusion strategy, as presented in Table 3, the combination of MobileNet and Vision 
Transformer achieves the best performance, with accuracy, precision, and recall scores of 97.80%, 
97.54%, and 97.70%, respectively. These results are comparable to the best outcome obtained using 
the early fusion strategy, with a minor difference in precision and recall (with precision being slightly 
higher by 0.09% but recall decreasing by 0.22% compared to the early fusion strategy). 

Table 3. Ablation study late fusion on BRACOL dataset. 

Architecture Accuracy Precision Recall 
MobileNet [26] + DenseNet [27] 96.58 96.00 96.55 
EfficientNet [28] + Vision Transformer [24] 97.31 96.94 97.21 
MobileNet [26] + EfficientNet [28] 96.09 95.62 96.23 
GoogleNet [29] + EfficientNet [28] 96.33 95.95 96.36 
Resnet [23] + EfficientNet [28] 97.07 96.83 97.12 
VGG [22] + EfficientNet [28] 96.33 96.37 95.46 
MobileNet [26] + Vision Transformer [24] 97.80 97.54 97.70 

Comparison with other approaches in the literature: Table 4 provides a comprehensive 
comparison between the proposed method and state-of-the-art approaches on the BRACOL dataset. It 
is evident that the results obtained with handcrafted features are relatively low, demonstrating their 
limited capacity compared to deep learning-based methods. The use of CNNs, specifically Resnet50, 
highlights the effectiveness of deep learning in capturing intricate patterns in image data. Furthermore, 
thanks to the fusion strategy, the proposed method achieves an improvement of approximately 1% 
compared to using a single deep neural network. 

Table 4. Comparison with the state-of-the-art methods on BRACOL dataset. 

Method Accuracy Precision Recall 
Co-occurrence Matrix (GLCM) [20] 56.50 56.50 56.50 
Local Binary Patterns (LBP) [20] 84.75 84.75 84.75 
CNNs (Resnet50) [30] 97.07 96.85 96.99 
Our proposed method 97.80 97.45 97.92 
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The confusion matrices of the two best-performing combinations of the two fusion methods are 
illustrated on the left (MobileNet + EfficientNet using early fusion) and on the right (MobileNet + 
Vision Transformer using late fusion) of Figure 2, respectively. Overall, the recall for each disease is 
consistently high, exceeding 95% in both cases. With these results, the algorithms can be confidently 
applied in real-world applications. Additionally, both models yield nearly identical results, with the 
first exception of Rust being misclassified as Cercospora in 3 and 2 samples for early fusion and late 
fusion, respectively. The second exception is the misclassification of Cercospora as Miner in 1 and 2 
samples for early fusion and late fusion, respectively. Apart from these instances, all other metrics are 
the same.  

 
Figure 2. Confusion matrix on BRACOL dataset of 1) Early fusion of MobileNet and EfficientNet on 

the left; and 2) Late fusion of MobileNet and Vision Transformer on the right. 

5.  Conclusion and future works 
In this work, we proposed the use of deep learning technique for the coffee disease leaf classification. 
In details, we use the ensemble model which based on two different deep neural networks for 
accumulating representation. The combination of distinct features from various backbones leads to an 
enhanced classification effectiveness of the ensemble algorithm. The proposed model improves the 
accuracy in comparison with the single architecture. In order to further improve the accuracy, the 
semi-supervised or unsupervised can be considered to take the advantages from the huge leaf dataset. 
Moreover, we also need to think about the interpretable insights into why a particular classification 
was made. This can help farmers understand the decision process and build trust in AI-based systems. 
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