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ABSTRACT

Slotless DC linear motors (SDCLM) offer several benefits over traditional linear motors, including higher efficiency, smoother operation, and higher power density. These advantages make them a popular choice for a wide range of applications in various industries. One of the main benefits of a slotless DC linear motor is the absence of slot harmonics, which can cause vibration and noise in traditional slotted motors. This makes slotless motors ideal for applications that require precise and smooth motion, such as in medical equipment, robotics, and semiconductor manufacturing. However, one of the challenges of a Slotless DC linear motor is the presence of force ripple, which can limit the motor's performance, precision, and accuracy. Force ripple is caused by the mutual attraction of the translator's magnets and iron cores. It is independent of the motor current and is determined only by the relative position of the motor coils regarding the magnets. To overcome these challenges, motor redesign, magnetic field optimisation and the use of an adaptive control system.

This research program focused on and investigated the above possible methods (i.e., motor redesign, magnetic field optimisation field and use of advanced control algorithms such as Sliding Mode Control SMC) to tackle the current challenges and improve the relevant industrial application performance and precision. The inquiry encompasses the analysis, design, and control of the SDCLM by proper modelling, building, and experimental validation of the modelled findings, applying both static and dynamic methodologies. Electrical, mechanical, and magnetic analyses were performed on the SDCLM design. The performance of the SDCLM was investigated using a finite element method (FEM), and the motor parameters were improved. Investigation and analysis are performed about additional difficulties such as force ripple and normal force, where the results indicated that the flux density in the airgap and the thrust force were different between the actual time and the simulation by 7.14% and 8.07%, respectively. Moreover, sliding mode control is designed to achieve desired system performance, such as reducing the power ripple of a slotless DC linear motor, where the proposed control shows experiments that it has stability despite disturbances and uncertainties.

To improve the control method and reduce the steady-state error caused by the force ripple, the Bees algorithm has been used to tune the parameters of the controller.
Finally, the outcomes indicate that the control method employing the disturbance observer and Bees algorithm has enhanced the performance of both position and speed, while concurrently reducing the force ripple. A comparison between simulation and experiment shows that there is a difference in the tracking performance, where the difference was around 13.6%. This error could have arisen from the omission of certain errors that cannot be accounted for within the simulation. These errors may stem from issues with the position sensor or discrepancies in the manual system design process.
ACKNOWLEDGEMENTS

First and foremost, I appreciate ALLAH for assisting me in accomplishing my thesis.

I want to extend my sincere thanks to Dr. Fatih Anayi, my academic supervisor, for his superb direction, encouragement, compassion, and patience during this research as well as for creating a wonderful environment for me.

I want to express my deep gratitude to my loving family. my mother's prayer for me has kept me going so far. Words cannot express my gratitude to my father for his significant influence on my life and for the various sacrifices he made for my brothers and myself.

Lastly, I would like to express my gratitude to my wife in particular for her support, understanding, and encouragement throughout the years.
To my family
Contents

Chapter 1: Introduction and Objectives

1.1. Introduction ........................................................................................................... 1
1.2. Research background ......................................................................................... 2
1.3. Research Gap and Problem Statement ............................................................... 5
1.4. Aim and Objectives ............................................................................................ 6
1.5. Research Methodology ...................................................................................... 7
1.6. Research Programme Contribution to Knowledge ............................................. 7
1.7. Thesis Structure and Organisation ................................................................... 7

Chapter 2: Literature Review

2.1. Introduction ........................................................................................................... 9
2.2. Classification and Topology of Linear Motors .................................................... 10
2.3. Linear motor types .............................................................................................. 13
  2.3.1. Moving magnet motor .................................................................................. 13
  2.3.2. Moving armature motor .............................................................................. 14
  2.3.3. Moving coil motor designs ......................................................................... 15
2.4. MAGNETIC MATERIALS .................................................................................... 16
2.5. Hysteresis of Ferromagnetic Materials (B-H Curve).......................................... 17
  2.5.1. Hysteresis Loop of soft magnetic materials .................................................. 20
  2.5.2. Hysteresis Loop of hard magnetic materials .................................................. 22
2.6. Magnetic Circuit Analysis ................................................................................... 23
  2.6.1. Permanent Magnet Material Properties ....................................................... 23
  2.6.2. Magnetic Circuit Analysis for a Permanent Magnet Motor .......................... 25
2.7. Force ripple ........................................................................................................... 28
  2.7.1. Force ripple sources .................................................................................... 29
2.8. State of the art of design linear dc motor ............................................................ 30
  2.8.1. Wound field DC linear motor .................................................................... 30
  2.8.2. PM linear DC motors ............................................................................... 35
2.9. Sliding Mode Control ......................................................................................... 41
2.10. The Bees Algorithm ........................................................................................ 42
2.11. State of the art of the force ripple reduce technique ......................................... 42
  2.11.1. Structure optimisation .............................................................................. 43
Chapter 5: Experimental Work, Testing, Verification and Validation

5.1. Experimental Setup

5.1.1. Force sensor

5.1.2. Controller Board

5.1.3. Motor Driver Board

5.1.4. Laser Distance Sensor

5.2. Mechanical design

5.2.1. Coil arrangement

5.3. Simulation and experimental results

5.4. Position control

5.5. Speed control

5.6. Summary

Chapter 6: Conclusion, Major Findings, Recommendations and Future Work

6.1. Conclusions and major findings

6.2. Recommendations and Future Work

References

Appendix A:

Appendix B:
List of Figures

Figure 1.1 First DC linear motor [8] ................................................................. 2
Figure 2.1 The process of unrolling rotary motor to become linear motor [25] .......... 10
Figure 2.2 Linear motor classification [26] ...................................................... 11
Figure 2.3 The main topologies of linear motor [27] ....................................... 12
Figure 2.4 Moving magnet motor [28] ............................................................ 14
Figure 2.5 Moving armature motor [30] ......................................................... 15
Figure 2.6 Moving coil motor [32] ................................................................. 15
Figure 2.7 B-H curve of a typical magnetic material [35] ............................... 18
Figure 2.8 Magnetisation curves [37] ............................................................. 19
Figure 2.9 Hysteresis loop of soft magnetic materials [38] ............................. 21
Figure 2.10 Hysteresis loop of hard magnetic materials [13] ............................ 22
Figure 2.11 Demagnetization curve of a permanent magnet (PM) [42] ......... 24
Figure 2.12 Simple magnetic circuit with permanent magnet (PM) [45] .......... 26
Figure 2.13 PM demagnetisation curve and load line [47] ............................ 28
Figure 2.14 Cut section of wound field two pole linear motor was design by Ratcliff and Griffiths [54] ................................................................. 31
Figure 2.15 Jones’ wound field two pole linear motor in cross-section [44] .... 32
Figure 2.16 Griffiths and Jones’ wound field two pole linear motor in cross-section [45] ........................................................................................................... 33
Figure 2.17 Griffiths and Jones’ wound field 4 pole linear motor in cross section [45] ................................................................. 33
Figure 2.18 Two poles linear motor [57] ........................................................... 34
Figure 2.19 Flux pattern of two poles linear motor [57] .................................... 35
Figure 2.20 Cut section a ferrite field with four poles linear DC motor [58] .... 36
Figure 2.21 Cut section of a ferrite field with two poles linear DC motor [58] .. 36
Figure 2.22 The elevation of ferrite field linear DC motor [58] .......................... 37
Figure 2.23 Linear dc motor designed by Basak and used by Dascalescu for electro-statics [62] ................................................................................................. 37
Figure 2.24 Cut section of a brushless permanent magnet linear DC motor designed by Anayi [65] ................................................................. 38
Figure 2.25 Double armature brushless DC linear motor with continuous winding [67]. ................................................................................................. 39
Figure 2.26 Double armature brushless DC linear motor with multi-section of armature winding [68] ................................................................. 40
Figure 2.27 Magnetic distribution of LBDCM  L=7.5τ [74] ............................. 43
Figure 2.28 Magnetic distribution of LBDCM  L=4τ [74] .............................. 44
Figure 2.29 Comparison of the optimized shapes. (a) Conventional structure. (b) Proposed structure [75] ................................................................. 45
Figure 2.30 a) The cogging force with the original length b) Results of cogging force after optimal length [77] ................................................................. 46
Figure 2.31 Detent force comparison of three different magnet width [78] .......... 47
Figure 3.12 Mesh of 2D of the of the linear DC motor ........................................ 65
Figure 3.10 Finite element method simulation steps [93]................................. 67
Figure 3.11 Layout of the proposed linear DC motor ........................................ 71
Figure 3.12 Mesh of 2D of the linear DC motor ........................................... 72
Figure 3.13 Phase trajectory ........................................................................ 76
Figure 4.2 Classic structure of DOB [114]..................................................... 84
Figure 4.3 Disturbance observer with the DC linear motor ........................... 85
Figure 4.4 Suggested DOB-based DC linear motor ....................................... 86
Figure 4.5 Actual control signal .................................................................. 88
Figure 4.6 Phase trajectory with (sign) function ........................................ 89
Figure 4.7 Phase trajectory with (sat) function ........................................... 90
Figure 4.8 Step response of position control ............................................. 91
Figure 4.9 Step response of speed control ................................................. 92
Figure 4.10 The flow chart of the basic Bees Algorithm ............................... 96
Figure 4.11 Response of position SMC-DOB control tuned by BA and TLBO. 101
Figure 4.12 Phase trajectory ....................................................................... 103
Figure 4.13 System state responses ............................................................ 103
Figure 4.14 Convergence characteristics for BA and TLBO ....................... 104
Figure 5.1 Dual Channel DC Motor Drive .................................................. 109
Figure 5.2 Laser Distance Sensor ............................................................... 110
Figure 5.3 The experimental set-up ............................................................. 110
Figure 5.4 A schematic diagram of the experimental set-up ......................... 111
Figure 5.5 The proposed linear DC motor, a) top view, b) side view ............ 114
Figure 5.6 Configuration of permanent magnet moving unit ..................... 115
Figure 5.7 Configuration of the winding ...................................................... 116
Figure 5.8 Measurement of static thrust ..................................................... 117
Figure 5.9 Magnetic vector potential distribution throughout the cross-section of the motor ................................................................. 118
Figure 5.10 Flux density in airgap ............................................................... 119
Figure 5.12 Measurement and simulate results of the flux density T .......... 120
Figure 5.13 Comparison between the experimental and computed static thrusts. 121
Figure 5.14 Thrust force with different values of airgap lengths ................ 121
Figure 5.16 The tracking error ................................................................. 124
Figure 5.17 Control position with 10 kg payload ........................................ 125
Figure 5.18 The experimental velocity measurement .................................... 126
Figure 5.19 Velocity at different current level ........................................... 127
Figure 5.20 The current measured in open loop ........................................ 128
Figure 5.21 The current measured in controlled close loop ......................... 129
Figure 5.22 the current measured with SMC-DOB tuned by BA. ................. 129
Figure A.0.1 Modelling linear Dc motor using MagNet ............................. 146
Figure A.0.2 Magnetic flux distribution (T) in air gap B-x ............................ 147
Figure A.0.3 Magnetic flux distribution (T) in air gap B-y ........................... 147
Figure A.0.4 thrust force to the motor displacement ................................. 148
# LIST OF ABBREVIATIONS AND NOMENCLATURES
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Alternating current</td>
</tr>
<tr>
<td>BA</td>
<td>Bees algorithm</td>
</tr>
<tr>
<td>BLDCLM</td>
<td>Brushless direct current linear motor</td>
</tr>
<tr>
<td>BLPMSM</td>
<td>Brushless permanent magnet synchronous motor</td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
</tr>
<tr>
<td>DCLM</td>
<td>DC linear motor</td>
</tr>
<tr>
<td>DOB</td>
<td>Disturbance observer</td>
</tr>
<tr>
<td>EMCN</td>
<td>Equivalent magnetic circuit network</td>
</tr>
<tr>
<td>EMF</td>
<td>Electrical magnetic field</td>
</tr>
<tr>
<td>EMF</td>
<td>Electromotive force</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite element method</td>
</tr>
<tr>
<td>ILC</td>
<td>Iterative learning control</td>
</tr>
<tr>
<td>IM</td>
<td>Induction motor</td>
</tr>
<tr>
<td>LIM</td>
<td>Linear induction motor</td>
</tr>
<tr>
<td>LPMBDCM</td>
<td>Linear permanent magnet brushless DC motor</td>
</tr>
<tr>
<td>LSM</td>
<td>Linear synchronous motor</td>
</tr>
<tr>
<td>MMF</td>
<td>Magnetomotive force</td>
</tr>
<tr>
<td>NdFeB</td>
<td>Neodymium iron boron</td>
</tr>
<tr>
<td>PM</td>
<td>Permanent magnet</td>
</tr>
<tr>
<td>PMDCLM</td>
<td>Permanent magnet direct current linear motor</td>
</tr>
<tr>
<td>PWM</td>
<td>Pulse width modulation</td>
</tr>
<tr>
<td>SMC</td>
<td>Sliding mode control.</td>
</tr>
<tr>
<td>SDCLM</td>
<td>Slotless direct current linear motor</td>
</tr>
<tr>
<td>SmCo</td>
<td>Samarium cobalt</td>
</tr>
<tr>
<td>TLBO</td>
<td>Teaching learning-based optimization.</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional integral derivative</td>
</tr>
</tbody>
</table>
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H  Magnetic field strength
Φ_m  Magnetic flux
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B_s  Magnetic saturation flux density
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Chapter 1: Introduction and Objectives

1.1. Introduction

An electric motor serves as a mechanism that transforms electrical energy into mechanical energy. These motors primarily harness the electromagnetic phenomenon, which results in the creation of a mechanical force when a current-carrying wire interacts with a magnetic field. Diverse configurations and structures of electric motors leverage this fundamental principle to generate mechanical force and motion through the utilization of electricity [1].

Rotary machines or conventional generally consist of two components: a rotating central section known as the rotor, and a stationary outer section referred to as the stator. In one configuration, either permanent magnets or electromagnets are located on one of these sections to produce a magnetic field. Meanwhile, current-carrying wires on the other section generate a secondary magnetic field. The interaction between these two magnetic fields is what facilitates the generation of rotary motion [2].

Before the advent of linear machines, rotary machines provided a solution to produce linear motion. Ball and screw, belt and pulley and other rotary solutions have been employed to convert rotary motion into translational. However, compared to linear machines, these solutions are less precise and display backlash error. While using linear machines, load can be directly coupled with the mover. Moreover, when it comes to speed, accuracy, and efficiency; linear machines are more suitable to meet these needs [3].

Linear motors are widely used in industrial applications. Many machines’ tools and industrial equipment are now utilizing linear machines in designs that require linear motion due to the advantages offered by this device. The simple structure of linear motor offers high flexibility to the machine in terms of size and space [4].

Linear motors have been designed and developed by applying two fundamental operating principles. The first of these relies on the interaction between a current-carrying conductor and a magnetic field in proximity, and the second on the alignment of magnetomotive forces. There are two categories of linear motors which exploit these
principles; one is the moving-coil design that uses the first principle for the generation of motion and the other is the moving-iron design based on the second principle [5].

1.2. Research background

A linear motor produced motion in a straight line directly, without the use of a crank or any other mechanism for converting rotary motion to linear motion. The history of linear motors goes back as far as the last decade of the nineteenth century. The earliest linear electric motor emerged before 1838, after the discovery of Faraday's induction law in 1831[6].

These machines were practically forgotten for nearly half a century, but there has been a genuine revival of interest in them since the 1950s. although linear motors dispense with the need for gears, belts, and screws, which are necessary to obtain linear motion from rotary motors. The latter is still preferred because of the wide range of speed and thrust that can be obtained with the help of gearing at an economic [7].

The first DC linear motor was built in 1917, it was a reluctance motor in tubular form, and it was proposed as a launcher. The electromagnetic motor consisted of a combined series of straight induction coils in which mover is accelerated. The mover itself switched on the current in the solenoid ahead and turned off the current in the solenoid behind it, thus propelling it in an ever-accelerating motion forward, this motor was known as Birkeland's Cannon, and it was never developed beyond the model stag [8].

Figure 1.1 First DC linear motor [8].
Conventional DC linear motors are like rotational DC motors, so they have an armature and a field system, but in the linear case the armature is stationary, and the field is moving part. In general, the armature consists of a circular bar that is made of ferromagnetic material. The linear motors can be divided into two types according to whether the rotor or stator is extended to the full length of machines. The short stator, also known as the short primary, refers to a machine where the rotor surpasses the stator in length. Conversely, the short rotor, occasionally termed the short secondary, represents a machine where the rotor is shorter than the stator. Depending on specific needs, both short stator and short rotor machines can be configured as either single-sided or double-sided [9].

A high-speed DC linear motor was built at the Royal Aircraft Establishment in Farnborough in 1954, it was a linear form of the conventional rotary motor. It was made and designed as a wind tunnel, and capable of accelerating a mass of 1kg to a speed of 500 m/s [10].

In the 1950s, owing to the development of control technology and years of experimental theory, the linear motor entered a new stage of comprehensive development [11]. During this period, Professor Laithwaite published a comprehensive monograph “Induction Machines for Special Purpose”, which stimulated interest and made a significant contribution to the field of linear motors. After 1965, more and more equipment based on a linear motor was developed, such as the electric gramophone, sewing machine and conveyor device [12].

(since 1971 to the current day) In this period, linear motors entered the commercialization era. Many varieties of linear motors appeared worldwide, not only in industrial areas but also in people’s daily lives. The linear motor was also developed and widely used in tools such as an automatic graph plotter, scanner recorder, and linear potentiometer [13]. [11]. By providing a direct thrust force to a payload, linear motors offer numerous advantages over rotary-to-linear counterparts. In applications requiring linear motion, linear motors offer many advantages over rotary motors [7]. The main benefits of linear motors are their ability to achieve a high force density, high positioning
precision, mechanical simplicity, higher reliability, longer lifetime, accuracy associated with the mechanical simplicity of such systems and no backlash, thus, providing a very high accuracy [14].

Permanent magnet linear motors are the most naturally suited among electric motor drives for motion control applications requiring great speed and precision. The rising industrial applications of PMLMs in various semiconductor processes, accurate metrology, and miniature system assembly are unambiguous proof of PMLMs' effectiveness in satisfying the rigorous requirements of these application areas. The key benefits of a PMLM are its high force density, decreased heat losses, and, most importantly, its high precision and accuracy as a result of its simple mechanical structure. Unlike rotary machines, linear motors do not need indirect connection techniques like gearboxes, chains, or screws. This reduces the effects of contact-type nonlinearities and disturbances, such as backlash and frictional forces, especially when paired with aerostatic or magnetic bearings. Nevertheless, the inherent ability to attenuate the effects of model errors and external disruptions [15], and the advantages of mechanical transmission are lost. If high-speed and high-precision motion control is to be carried out, it is of the highest importance that these effects be reduced, either by a suitable physical design or via the control system. The phenomenon of force ripple originating from the magnetic structure, which has position- and velocity-dependent features, has a significant and well-known nonlinear effect on the dynamics of the PMLM. This is a significant factor inhibiting PMLM performance [16]. Several technological apps also encounter intermittent outages. In data storage systems, for instance, the eccentricity of a disc's track needs periodic read/write head movement synchronised with the disk's rotating frequency. Torque pulsations occur at the frequency of rotation of rotary type DC motors and stepper motors [17] due to the tendency of permanent magnets to align themselves along the paths of least resistance. In switched reluctance motors, torque ripples develop as a result of the saturation effect and the variation in magnetic reluctance, which result in highly nonlinear features that create torque ripples. Many efforts have been devoted to solving the challenges that nonlinear ripple effects provide. A neural network feedforward controller is proposed by [18] to reduce positional inaccuracy caused by recurring and slow time-varying
disturbances. Yao and Tomizuka [19] created an adaptive robust control approach, which was subsequently applied to the high speed and high-accuracy motion control of machine tools. A radial basis function is used as part of a composite control system in [20] to remove errors caused by nonlinear uncertain remnants that were not accounted for by the linear control. [21] describes the implementation of iterative learning control for applications needing repeated iterative operations. Even though all of these experiments focused on adjusting for nonlinear uncertainty, there has been no explicit modelling of the ripple force phenomena and, thus, no direct effort to diminish these forces. Adaptive techniques are used because motion systems are subject to time-varying drift and disturbances, requiring ongoing control adaptation to these changes for optimal performance.

Despite these advantages over rotary counterparts, linear motors have not been able to totally replace conventional techniques A prominent nonlinear phenomenon significantly influencing the dynamics of Slotless DC Linear Motors (SDLMs) is the occurrence of force ripple. This phenomenon emanates from the inherent magnetic structure and manifests characteristics that are contingent upon both position and velocity variables. Force ripple represents a prominent constraint that substantially restricts the overall operational performance of (SDLMs), this factor should be overcome by explicitly taking them into account in the design of the motor and the controller.

1.3. Research Gap and Problem Statement

Force ripple reduction is an important factor in linear motor control as it impacts on the motion of the industrial applications and affects the system performance. Force ripple refers to the variation in force produced by the linear motor as it moves along its path. This variation can be caused by several factors, including variations in the magnetic field strength, non-uniformities in the winding or iron core, and other mechanical or electrical factors.

When a force ripple is present, it can cause undesirable effects such as vibration, noise, and reduced precision in the motion control system. In some applications, such as precision machining or optical positioning systems, even small variations in force can
cause significant errors or damage to the system.

Therefore, reducing force ripple in linear motors is crucial for achieving precise and smooth motion control, guaranteeing a fast dynamic time response. This can be done through various techniques such as optimizing the design of the motor, using feedback control, or applying compensation algorithms to the control system. By reducing force ripple, the linear motor can achieve better performance, accuracy, and reliability, making it a more effective solution for a wide range of applications.

addressing ripples in linear motors involves a multidisciplinary approach that combines improvements in magnetic design, control systems, mechanical components, and manufacturing processes. By focusing on these aspects, the performance of linear motors can be significantly enhanced, leading to smoother operation and reduced ripples.

1.4. Aim and Objectives.

The aim of this research programme is:
Design and Development of a New Slotless DC Linear Motor and Adaptive Control System using Bee's Algorithm to improve the overall performance, application precision, and accuracy.

The objectives are:

- To undertake a thorough analysis of slotless DC linear motor control, investigate the key findings, in progress studied subjects, and the potential problems with the possible solutions for force ripple in modern linear systems.
- To design and model the slotless DC Linear motor using “MagNet” software.
- To construct the slotless DC Linear motor and assess its viability for use in linear motion systems.
- To derive the mathematical model of the linear DC actuator for the design the proposed controller.
- To design and apply the disturbance observer with sliding mode control to the system to limiting the force ripple.
- To compare and analysis the simulation result of position and speed in MATLAB/SIMULINK with the experimental result in the same condition.
1.5. Research Methodology

- A new design of slotless linear DC motor is introduced to reduce the cogging force, which caused by the slotting of iron-core translator.
- Sliding mode control (SMC) with disturbance observer (DOB) is proposed, where a DOB is employed for disturbance rejection and improve the robustness of SMC.

1.6. Research Programme Contribution to Knowledge

The contributions of this work are as following:

- Design a new slotless DC linear motor to reduce the cogging force.
- Implementation of Sliding Mode Control with Disturbance Observer (SMC-DOB) obtained based on the mathematical model of the investigated system under the effect of force ripple.
- Implement the Bees Algorithm (BA) for the first time in DC linear motor to the tuning the parameters of the control method (sliding mode control) with disturbance observer to improve the performance of slotless linear DC motor under the effect of disturbance.

1.7. Thesis Structure and Organisation

There are six chapters in this thesis. In order to provide a quick understanding of the several ways to conduct a linear movement, Chapter 2 provides a categorization of linear motors overview. Also, a short overview of the various linear motor types and their topologies is provided. The prior research on the design of linear motors and methods for reducing force ripple is discussed at the end.

Mathematical model of DC linear motor is achieved in chapter 3, where a mechanical and electrical model is calculated by using Newton and Kirchhoff law respectively. Also in this chapter, the modelling of the problem statement is carried out, by using LuGre model, the friction model is designed. Then, calculation of total force ripple is achieved with an estimated parameter. The model of the system with the frictional and force ripple have been designed and tested using MATLAB / Simulink. Also, on the basis of
the created preliminary geometry, a Finite element method (FEM) analysis is used to modelling and design a linear dc motor. A comparison between the modelling and real design is carried out, in terms of the static thrust, air-gap flux density and magnetic flux distribution. In chapter 3 also covers mesh building, boundary condition specification, and excitation source pre-processing activities. In addition, the selection of the optimal materials for the magnetic circuit and the justifications for their favour are also covered.

Sliding mode control with disturbance observer is designed and implement on the slotless DC linear motor under the disturbance in chapter 4. The control low is calculated according to parameters of the linear dc motor, frictional and force ripple. Also, simulation analysis is carried out using MATLAB to verify the performance of the proposed nonlinear controller with disturbance observer and the effectiveness of the control strategy for position and speed.

Also, this chapter (4) Describes the proposed algorithm "the Bees Algorithm" and provides some applications in which it has been used. It describes the fundamental notion of business analysis, the theoretical analysis done on BA, and its primary applications. As a new application of BA, this method is used extensively in this thesis to determine the optimal settings for the controllers described in chapters 4 in order to achieve the optimum performance.

In chapter 5 an outline of the experimental setup for real time implementation of close-loop velocity and position controllers has been presented. LabView is used to carry out experimental testing in order to confirm the viability of the suggested control strategy, while the LabVIEW maths module is used to develop the SMC-DOB. A brushless DC linear motor, a laser distance sensor, a power source, an Arduino Mega microcontroller, and a PC make up the experimental set-up. The experiment involves controlling position, speed, and adding a load on the mover to assess the stability of the control approach. In this chapter, a comparison between simulation and experiment results is presented.

Finally, conclusions of this research and recommendations for future work are presented in chapter 6.
Chapter 2: Literature Review

2.1. Introduction

The pursuit of enhanced precision, efficiency, and versatility in electromechanical systems has led to continuous advancements in motor technology. Among the most notable innovations in this domain is the emergence of the slotless DC linear motor, a dynamic solution that has found wide-ranging applications in various industrial and scientific domains. Unlike its conventional rotary counterparts, the slotless DC linear motor offers a distinctive linear motion mechanism that eliminates the need for mechanical commutation. This innovation has paved the way for a spectrum of benefits, including reduced mechanical wear, improved precision, and higher responsiveness. As a result, the slotless DC linear motor has become an attractive choice for applications necessitating precise and rapid linear motion [22].

Linear and rotational motors run on closely aligned principles and have analogous structures, with the linear version being like the rotating motor but cut on a radial plane which is unrolled, figure 2.1. This creates a direct electromagnetic linear actuator capable of producing electric-speed linear movement, with no contact, meaning that issues of maintenance and reflux are removed. Thus, linear motors can be defined as an electromechanical device that produces linear motion along a single axis by utilizing electromagnetic forces without the need for rotary-to-linear mechanical conversion mechanisms [23].

Linear motors offer a notable advantage over the more conventional linear motion systems, which often involve the use of rotary electric motors and ball screw mechanisms. In traditional setups, rotary motors are adapted to produce linear motion through additional components like screws or balls, which can introduce mechanical complexities, friction, and inefficiencies into the system. These mechanical components can result in issues such as backlash, wear, and reduced precision. The advantages of linear motors are high speeds or acceleration rates, faster dynamic time response, more stiffness and without backlash. Therefore, linear motors are used in many application domains [22].
Figure 2.1 The process of unrolling rotary motor to become linear motor [23].

2.2. Classification and Topology of Linear Motors

Figure 2.2 shows the main classifications of linear motor, which are especially based on
the geometric structure of the devices, as flat or in tube form. The two geometrical types are then structured topologically to form long or short stators. Flat linear motors may be constructed with one side or two opposing sides (a double-sided motor).

Short and long stators have the following characteristics: in short stators, the windings and primary electrical components are the same length or shorter than the secondary component. In general, movement is seen in the part with the electrical supply. This type of motor is generally used in machine tools [24].

Providing a classification is challenging due to the individual perspectives of each author, which can result in differences in categorization based on factors such as excitation methods, power supply components, or other considerations [24].

Figure 2.2 Linear motor classification [24]
Linear motors can be classed as tubular in form if primary and secondary parts form a coupling rather than flatbed form, while motors in either category can be long or short stator type, indicating long or short primaries. The long stator linear motors have longer electrical supplied parts (primary, winding) in comparison with secondary parts. In this case, the secondary parts are moving (moving track – static forcer). Meanwhile, a short stator linear motor has greater length in the secondary components, while the primary components move (i.e. with a moving force and static track). In addition, a flat linear motor may be single or double-sided linear motors, based on how many primary/secondary components there are and how these are organised. The linear motor can also be categorized based on their electrical elements, with similar types to the rotational motor, including the linear induction motor (LIM), linear DC motor, linear stepper motor and linear synchronous motor (LSM) [3].

In linear induction motors, the primary induces excitation through the conduction layer, generating a magnetic field within the airgap and thus inducing voltage within secondary parts. As the magnetic field and secondary induced current interact, they create electromagnetic force. LIMs are simply designed and therefore are a lower-cost option in comparison to LSM.

Linear synchronous motors generate linear movement synchronously with the airgap’s...
induced magnetic field. Generation of thrust occurs through the PM-generated magnetic field and the primary-generated magnetic field. LSM gives a greater thrust density in comparison with LIM.

DC linear motors (DCLMs) rely on a DC to provide excitation current. Generation of thrust is achieved through magnetic field interactions produced through PM-produced magnetic field and switched DC current. The typical DC linear motor is a 2-unit construction, consisting of a permanent magnet, providing primary airgap flux, and an armature. One of these units forms the moving part, and this part is generally shorter. The other unit dictates how long the motor’s track is.

The unit in the motor containing current flow through the windings, producing electromagnetic flux, is termed the active part, while the magnet over the airgap is termed passive. The stator may be passive or active, and is the part which does not move, while the section which moves, which also may be passive or active, is the mover/translator [6]. For the purposes of the thesis, the term "mover" is used to denote the permanent magnet responsible for generating the primary magnetic field. Conversely, the term "stator" refers to the motor armature, which consists of the winding and the stator core.

2.3. Linear motor types

Linear motor design principles primarily revolve around two fundamental operational concepts. The first entails employing a conductor through which electric current flows and establishing interaction with a proximate magnetic field. The second approach centres on aligning magnetomotive forces. These principles underpin two distinct linear motor types: the moving coil linear motor, which hinges on the interaction between conductor currents and magnetic fields to induce motion, and the moving magnet motor, which orchestrates magnetomotive forces to achieve mechanical work [25].

2.3.1. Moving magnet motor

A simple magnet motor design contains a moving armature fitted with magnets as well as a support member forming a pathway of return for magnetic flux. It is possible to create the stator with steel laminate stampings and the insertion of windings in a similar
way to the rotary motor. Moving magnet motors can have advantages where there is a need for strong linear forces or if the motor needs to be simple. Figure 2.4 shows an illustration of a single-sided moving magnet type of linear motor with high-strength magnetic attraction from stator to magnet unit, forming a force which runs orthogonally in relation to linear force. This can create high bias loads on the linear bearings. This can be balanced by including two stators: one on each side of a magnet assembly (the moving part), meaning that most magnetic forces of attraction cancel each other out [26].

![Moving magnet motor](image)

**Figure 2.4 Moving magnet motor [28]**

### 2.3.2. Moving armature motor

Moving armature motor types contain an assembly of windings and core laminations which is shorter than stator, and a longer stator unit which contains a lengthy magnet assembly, mounting the magnets onto a surface which magnetism can permeate. These motors have characteristics which are essentially similar to those in the moving magnet type, with the exception of the interfacing of each winding with neighbouring magnets. This increases efficiency, although meaning that more magnets are required. In addition, this type of design needs flexible winding cable (see Figure 2.5) [27].
2.3.3. Moving coil motor designs

There are many similarities between the moving armature and moving coil motor, but the moving coil motor has no iron in the moving assembly, with just conductor and supports. This type of motor has a balanced magnet construction: however, it is also possible to have an assembly which has magnets on a single side, with the other side hosting a flux return path. Moving electrical forces generate magnetic forces, which are generated through a conductor within a magnetic field. A permanent magnet is typically used to provide this field, with the forces generated being in direct proportion to conductor current [28].

The moving coil has a lighter armature and gives the greatest proportion of force to inertia. Designs can include forces with very small force ripples are possible as there is no reluctance force, and low inertia moment means that motion can be incremental, allowing very rapid acceleration/deceleration. Thermal resistance in this type of motor is comparatively high between the surrounding air and the armature, meaning that cooling techniques may need to be applied to the coils when increments are high [29].
Table 2-1 Features of different linear motor types.

<table>
<thead>
<tr>
<th>Linear motor</th>
<th>Moving magnet</th>
<th>Moving armature</th>
<th>Moving coil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight of moving unit</td>
<td>Medium</td>
<td>Heavy</td>
<td>Light</td>
</tr>
<tr>
<td>End effects</td>
<td>Present</td>
<td>Present</td>
<td>Absent</td>
</tr>
<tr>
<td>Power loss</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Moment of inertia</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Reluctance clogging</td>
<td>Moderate</td>
<td>Moderate</td>
<td>None</td>
</tr>
<tr>
<td>Volume of magnets</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Cost</td>
<td>Moderate</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

2.4. MAGNETIC MATERIALS

Materials are categorised based on $\mu_R$ as relative permeability. This categorization gives rise to three distinct groups: ferromagnetic materials ($\mu_R > 1$), which exhibit high relative permeability and are characterized by strong magnetic properties; electrical conductor materials ($\mu_R < 1$), recognized as diamagnetic materials, with low relative permeability, and materials with limited magnetic response; and electrical insulator materials, known as paramagnetic materials, featuring moderate relative permeability and displaying magnetic characteristics within a specified range [30].

The flux density in the air gap can be expressed as:

$$B = \mu_0 H$$ \hspace{1cm} (2.1)

Where $B$ is representing flux density, $H$ is the magnetic field strength.

And $\mu_0$, is the magnetic permeability of free space:

$$\mu_0 = 4\pi \times 10^{-7} \text{H/m}$$ \hspace{1cm} (2.2)

It is necessary to adjust (2.1) in a material for descriptions of non-free space magnetic
In which permeability is given by \( \mu \), with \( \mu_R \) giving relative permeability as a nondimensional constant. However, material-based permeability can only be applied where the material shows homogeneity in quality and isotopism. Homogeneity signifies a consistent and uniform composition and quality throughout the material, ensuring that its properties remain identical in all parts. Simultaneously, isotopism denotes that the material's magnetic behaviour remains consistent regardless of the direction from which magnetic fields are applied. Additionally, (2.1) shows nonlinearity in several frequently found materials and \( \mu \) is variable based on \( B \), leading to a range of subcategories of permeability descriptions which relate to materials’ non-linear B-H properties.

Since the majority of materials which are magnetic show nonlinear properties, graphical approaches can be beneficial to describe these materials’ magnetic properties. The primary properties from these are the hysteresis loop and the magnetisation characteristic or B-H curve [31].

2.5. Hysteresis of Ferromagnetic Materials (B-H Curve)

As a sample is magnetised and demagnetised, induction flux density (B) lags behind the applied magnetic field strength (H), being termed ferromagnetic hysteresis. The B-H curve plots applied field strength against induction flux density as ferromagnetic specimens are magnetised and demagnetised [32].
The graph of the Magnetic Hysteresis loop illustrates the behaviour of a ferromagnetic core, depicting the non-linear relationship between the magnetic field strength $H$ and the flux density $B$. At point 0 on the magnetisation curve, both $B$ and $H$ are at zero as the core is unmagnetized. As the magnetisation current $i$ increases, the magnetic field strength $H$ increases linearly, causing the flux density $B$ to rise towards saturation, represented by point a.

When the magnetising current is reduced to zero, the magnetic field strength also reduces to zero, but the residual magnetism in the core means that the flux density will not reach zero, as shown by the curve from point a to point b. Reversing the current flowing through the coil generates a coercive force, which nullifies the residual flux density and demagnetises the core at point c.

Increasing the reverse current causes the core to be magnetised in the opposite direction, reaching saturation at point d. Reducing the current to zero yields the residual magnetism in the opposite direction, point e, which can be eliminated by reversing the
magnetising current into a positive direction, resulting in the magnetic flux reaching zero at point f.

The B-H curve traces the path of a-b-c-d-e-f-a, depicting the magnetising process of the ferromagnetic core, which depends on its previous history and creates a form of "memory" in the material. Soft ferromagnetic materials, such as iron or silicon steel, have narrow magnetic hysteresis loops and small amounts of residual magnetism, making them suitable for use in transformers, relays, and solenoids, as they can be easily magnetised and demagnetised.

However, closing the hysteresis loop requires applying a coercive force, which dissipates energy as heat in the material, resulting in hysteresis loss. The amount of loss depends on the material's coercive force value. Adding additives, such as silicon, produces materials with narrow hysteresis loops and small coercive forces, called soft magnetic materials, that are easily magnetised and demagnetised. [34].

Figure 2.8 Magnetisation curves [35].

The magnetisation curves in Figure 2.8 show typical B-H relations in both steel and soft-iron cores: different core materials have different curves for magnetic hysteresis. It can be seen that flux density rises proportionally in line with field strength up to a given
value after which no more growth is possible, levelling out to nearly constant while field strength rises further. This occurs due to limitations on how much flux density the core can produce, with perfect alignment of every domain within the iron. Additional increases do not impact magnetisation, and magnetic saturation, or saturation of the core, is achieved at the point where maximum flux density is reached. In Figure 2.8, saturation is reached for the steel at approximately 3,000 ampere-turns per metre.

Saturation is reached due to changes in the randomly organised structure of molecules as the magnets at molecular level increasingly line up. With growth in the strength of the magnetic field strength, \( H \), the molecular magnets increasingly align to eventually be completely aligned, which generates peak flux density. After this point further increases in \( H \) caused by electric current in the coil do not have any significant impact [35].

Magnetisation and demagnetisation are simple for soft magnetic material as the energy required for this is low, with such materials having a coercive field lower than 1000A/m. Moreover, with this type of material, domain growth is not difficult to achieve, and the main uses of such materials is for increasing flux and/or creating a pathway for current-produced flux. Soft magnetic materials are assessed based primarily on their coercive force, permeability, which allows the reaction of materials to an applied magnetic field to be predicted, capacity for current conduction (electrical conductivity), and the maximal magnetic field which can be generated by the material (saturation magnetisation).

2.5.1. Hysteresis Loop of soft magnetic materials

Materials create a hysteresis loop when magnetised through exposure to an alternating magnetic field. This loop has a limited area in soft magnetic materials, as shown in Figure 2.9, meaning that there is little hysteresis loss.
Soft Magnetic Material properties are:

- Maximum permeability.
- Low coercive force.
- Low losses from hysteresis.
- Low remnant induction.
- Strong saturation magnetisation

Relevant soft magnetic materials include pure Iron, which refers to iron with less than 0.1% carbon. Refining pure iron gives maximal permeability while lowering coercive force based on appropriate methods which produce soft magnetic material. However, this material generates eddy current loss under conditions of strong flux density because it has poor resistivity. This makes it more suited to low frequency uses including parts within electrical tools and electromagnetic cores [36].

Hard magnetic materials are referred to as such because of the difficulty in magnetising them. In such materials, there is no motion in domain walls due to imperfections or flaws.
in crystals. However, this type of material remains magnetised once it is magnetised leading to it being termed permanent magnetic material. These materials show a coercive force of over 10 kA/m, with strong retentivity. The application of an externally sourced magnetic field to a hard magnet for the first time to lead to growth and rotation of the domain towards alignment with the field applied when magnetisation becomes saturated. Removal of the field follows. This reverses magnetisation to an extent: however, the magnetisation curve is not traced after this. The magnet stores a given quantity of energy, termed \( B_r \), being magnetised permanently.

### 2.5.2. Hysteresis Loop of hard magnetic materials

The hysteresis loop’s overall area is equal to the energy dissipated through magnetisation of a unit volume material within one operational cycle. This area is significant for all hard-magnetic material due to the significant coercive force present (see Figure 2.10).

![Figure 2.10 Hysteresis loop of hard magnetic materials [13].](image)

BH as a product is not constant over the demagnetisation curve. An effective permanent magnet shows maximum product value, or \( (BH)_{\text{max}} \). It should be noted that such BH suggests energy density \( (J/m^3) \), termed energy product.
Hard Magnetic Material properties are:

- Maximum coercivity and retentivity.
- A high BH (energy product)
- The BH loop is almost rectangular.
- The hysteresis loop is large.
- Permeability begins at a low level [13].

Soft ferromagnetic/permeable magnetic materials enable the easy passage of flux lines and are not difficult to magnetise or demagnetised. Magnetising soft ferromagnetic materials creates a soft magnet.

Hard ferromagnetic/permanent magnetic materials can hold a magnetic field after removal of a magnetising force. Such materials are known as hard due to the difficulty involved in magnetising or demagnetising them. These materials form a hard magnet when magnetised [38].

The fundamental disparity between soft and hard magnetic materials lies in their respective magnetic behaviour: the ease of magnetic alteration in soft materials versus the resistance to change in hard materials. This contrast governs their applications, where the former is employed for dynamic magnetic scenarios, and the latter for the establishment of durable, unchanging magnetic fields.

2.6. Magnetic Circuit Analysis

Materials for permanent magnets have developed quickly and their use has spread to a range of sectors in industry, with permanent magnet machines being used instead of the previous induction motors, due to them being more efficient and taking up less space. Selecting gradings of permanent magnets and approaches for maximising power gain is based on a sound understanding of the behaviour of these materials within electrical machine systems. Based on this, the behaviours of permanent magnet materials should be thoroughly investigated prior to analysing the magnetic circuit.

2.6.1. Permanent Magnet Material Properties

Permanent magnet materials’ properties can be plotted on a graph to illustrate practical
relationships linking the intensity of the magnetic field of the magnetic specimen in A/m, represented by H, externally applied field magnitude, and B as the magnetic outputs in T (Tesla). Figure 2.11 illustrates this, in which the plot or demagnetisation curve is seen in the top left quadrant and gives a detailed understanding of the behaviour of a material in practice, as well as its capacity to withstand various magnetic loads. The demagnetisation curve represents the material characteristics of a magnet rather than being related to magnet size [39].

![Demagnetization curve of a permanent magnet (PM)](image)

In the absence of current flowing through the armature windings, the operation of the permanent magnet relies on intrinsic coactivity and the remnant magnetic flux density, represented by $H_c$ and $B_r$ respectively. Application of reverse magnetic field intensity reduces magnetic flux density, which reaches point K. K as the magnetic material’s operational point is where the PM demagnetisation curve intersects with the loading line, forming the Permeance Coefficient. After removing reverse magnetic field intensity, B as density of magnetic flux reaches f again, following a minor hysteresis loop. Typically, the operational point of the magnet can rise and fall in a reversible manner in the small hysteresis loop. The straight ‘recoil line’ often replaces this loop.
The following equation broadly represents the relationship between magnetic flux density, intrinsic magnetization, and magnetic field intensity \( B_m, B_i \), and \( H \) respectively:

\[
B_m = \mu_0 H + B_i
\]  

(2.4)

2.6.2. Magnetic Circuit Analysis for a Permanent Magnet Motor

Analysis of magnetic flux within magnetic circuits involves treating these circuits as comparable to electric circuits, with magnetic flux \( \phi \) being analogous to the current \( I \), magnetomotive force taking the place of \( V \), voltage, and magnetic reluctance \( \mathcal{R} \) being comparable to \( R \), resistance. Calculation of the relationships linking these factors for a reluctance network is performed as follows: [41]

Permanent magnet designs generally focus on identifying the size parameters and specification of materials which will generate the desired magnetomotive force to address magnetic circuit reluctance and create the flux necessary for the airgap [42].

There are three main components in the linear motor magnetic circuit: a permanent magnet, airgap, and iron flux pathway. The MMF which is produced by the PM determines the total flux generated in the external circuit.

\[
MMF = \Phi \mathcal{R}
\]  

(2.5)

In which \( \Phi = \) flux, \( MMF = \) magnetomotive force and \( \mathcal{R} = \) reluctance
Disregarding the yokes and the mild steel core of the armature’s magnetic reluctance, Figure 2.12 illustrates the magnetic flux pathway. The figure gives just a single PM block, but it can be assumed that the motor’s remaining blocks will have an identical flux path. Permeability of the core is assumed as infinite; the core’s H has been disregarded. Recognizing that the MMF acting on the magnetic circuit that shown in Figure 2.12 is zero can be written as:

\[ \text{MMF} = k_r L_g H_g + L_m H_m \]  

Or expressed as:

\[ H_g = -\frac{H_m k_m}{k_r L_g} \]  

With \( H_g \) representing the airgap’s magnetic field intensity, and \( H_m \) representing intensity of the field within the PM. The reluctance factor is given by \( k_r \). Flux throughout the circuit is continuous.

\[ \phi = B_m A_m = q B_g A_g \]
\[ B_m = \frac{q A_g B_g}{A_m} \]  \tag{2.9}

In which \( B_g \) represents the airgap magnetic field density, \( B_m \) is the PM’s magnetic field density, and \( q \) represents leakage factor. \( \mu^o \) is airgap permeability, leading to the following equation:

\[ B_m = \frac{H_g k_r L_g \mu^o}{L_m} \]  \tag{2.10}

\[ B_m = \frac{H_g k_r L_g \mu^o}{L_m} = \frac{q A_g B_g}{A_m} \]  \tag{2.11}

Equation 2.11 demonstrates that magnetic field density and intensity relate to each other in a linear manner, through the load line (see Figure 2.13).

The demagnetization curve, also known as the B-H curve or magnetization curve, depicts the relationship between the magnetic field strength (H) and the magnetic flux density (B) in a magnetic material. It shows how the material's magnetic properties change as an external magnetic field is applied and removed. This curve demonstrates the material's ability to retain magnetism and its susceptibility to becoming demagnetized under different levels of external magnetic influence. [44].
Figure 2.13 has two lines, representing the PM’s demagnetisation curve and permeances line, which is straight. The demagnetisation curve can be shown as follows:

\[ B_m = \tan \alpha H_m + B_r \]  \hspace{1cm} (2.12)

The demagnetisation curve’s slope is:

\[ \tan \alpha = \frac{B_r}{H_c} \]  \hspace{1cm} (2.13)

\[ B_m = \frac{B_r}{H_c} H_m + B_r \]  \hspace{1cm} (2.14)

The intersection Q of the demagnetisation curve and load line in the figure shows the PM operation point.

2.7. Force ripple

PM slopeless linear DC motors are capable of direct transformation of electrical energy to
mechanical force, and do not need other devices or tools to achieve this. This type of motor offers benefits in comparison to conventional motors, for which other devices are required for conversion of rotary to linear motion. PM brushless linear motors are more accurate, give significant power and offer reduced friction and backlash. Linear and rotary motors differ mainly in the linear motor’s airgap, which is open, and its mover, which has a finite length. These features impact upon the motor’s transverse and longitudinal magnetic fields in the PM linear motor, instigating the end effect, in which force ripple is produced, impacting the motor’s operations [46]. The ripple force transfers to the mover directly and leads to significant inaccuracies in tracking, meaning that particular linear motors present major uncertainties in linearity.

An example of this is a motor using an iron core because iron cores and permanent magnets attract each other, and this generates a magnetic cogging force an electromagnetic force ripple, with these nonlinear uncertainties transferring to and impacting upon the mover and its motion. This means that a detailed understanding of such elements is required to achieve accurate and high-performing linear motors. Various approaches are currently used to compensate for force ripple, through controls to minimise uncertainty and optimise structures to reduce such forces [47] [48].

2.7.1. Force ripple sources

Permanent magnet linear motor (PMLM) thrust force comes from multiple attracting ripple forces occurring between PMs and slots, which can be transferred to a translator by applying an electric current through the coils. Additional forces occur alongside thrust force in permanent magnet linear motors, and are known as parasitic forces, due to the LM’s magnetic pattern. The majority of PMLMs produce force ripples where the winding core is a ferromagnetic material, including moving-magnet, tubular and flat type motors.

The two major force ripple sources are reluctance force and the detent or cogging force, reluctance force is originating from variations in magnetic reluctance within the motor, causing fluctuations in the magnetic force during operation, thereby contributing to force ripple. Detent or Cogging Force is results from the mutual attractive force between the permanent magnets and the iron core in the motor. It is a constant force present
regardless of the presence of an electrical current in the motor windings. The detent force, due to the interaction between the permanent magnets and the iron core, creates specific points of resistance or detent positions during motion, even when the motor is not electrically energized. Both reluctance and detent forces significantly contribute to force ripple, affecting the motor's performance and smoothness of operation, which are crucial considerations in motor design and operation. The cogging force emerges at particular times in relation to the relative locations of translator and PMs, being produced due to the fact that translators tend to become aligned in certain positions irrespective of the excitation condition. In the PM linear motor this cogging can result from two possible factors: the iron core translator’s restricted length, and slotting. Reluctance force occurs based on varied winding self-inductance in relation to magnet-translator positioning. Therefore, reluctance force periodically relates to this factor. Reluctance force and cogging force jointly constitute ripple forces. With no power to the motor, ripple forces still exist as the translator travels down its guideway. Lowest and highest resistance occurs at fixed points. With low speeds, it is easier to identify ripple forces because there is less momentum against magnetic resistance [49].

2.8. State of the art of design linear dc motor

2.8.1. Wound field DC linear motor.

While the linear electric motor has existed for many decades, it was only in the 1960s that research interest grew in this type of motor as compared with rotary motor research. Nowadays, linear motors are widely applied in industry [50]

Ratcliff and Griffiths introduced a new brushed DC linear motor in the mid-1960s [51], featuring a field unit which moves as well as 4 current-supply brushes attached to the carriage and supplying the conductors of the armature. It is possible to connect this to the windings of the armature, creating series, compound, or shunt-pattern fields. A round, mild steel/ferromagnetic solid bar with conductive copper over-windings across the whole bar and winding field coils for the carriage (see Figure 2.14). Supplying power to the coils, flux is created within the carriage, illustrated by dotted lines in the figure, with the pathway of flux passing via the core of the armature and cutting the copper conductor within the airgap. Connecting the brushes in the configuration illustrated, the
magnetic field is directed along the z axis, with armature conductor currents passing between a and b, and then between c and d with the current of the armature directed along the y axis. Airgap flux cuts the conductors, causing force to emerge in the left-hand rule, at right angles to the directions taken by the magnetic field current for the armature. This allows movement of the carriage if this is not restricted.

Figure 2.14 Cut section of wound field two pole linear motor was design by Ratcliff and Griffiths [52].

This was followed in 1969 by another design, by Jones, based on Ratcliffe and Griffiths’ brushed DC linear motor. This later design featured a differently shaped pole and had only 3 brushes. Figure 2.15 illustrates this, with the broken lines indicating the path of the magnetic flux. Also in 1969, 2 further DC linear motor types were designed by Griffiths and Jones [53], and these were the wound field 4 pole DC linear motor, illustrated in Figure 2.14, and the 2-pole, demonstrated in Figure 2.15, with the broken line representing the path of magnetic flux. Each motor features movement in the field unit, with static armature windings. Brushes affixed to the carriage provide voltage to
the armature, requiring unipolar to be supplies via the carriage to both field coils and the armature-supplying brushes. An analogous motor featuring cylindrical field windings was designed two years later by Warnett [54].

Figure 2.15 Jones’ wound field two pole linear motor in cross-section [44].
A different model for a DC linear motor was developed in 1969 by Green and Paul for static and stroke applications [55]. A simple 2-pole linear actuator is given in Figure 2.16 Griffiths and Jones’ wound field two pole linear motor in cross-section [45].

Figure 2.17 Griffiths and Jones’ wound field 4 pole linear motor in cross section [45].
2.16, in which free movement in a linear direction over a short range is allowed for the armature, with fixed field units. The armature is constructed with a circular mild steel core with one layer of winding, reversing winding directions in the idle. Encapsulation of the windings means that no brushes are needed. While a commutator is not needed for the linear motors shown, field winding was needed in order to generate airgap flux. Figure 2.19 illustrates flux patterns in a 2-pole linear DC actuator, with the airgap flux’s radial element cutting the current for the armature, generating unidirectional force at both poles. A support for the armature is given at both ends, with travel distance being limited.

Figure 2.18 Two poles linear motor [55].
2.8.2. PM linear DC motors

In 1975, Basak designed and tested a DC LM which had a ferrite PM as its field source [56] in Figure 2.18. This motor has similarities with Griffiths and Jones’ LM but substitutes a permanent magnet for field windings for the generation of a magnetic field to generate linear movement through its armature current interactions. It also has auxiliary poles in Figure 2.20 [57]. Field flux generation relies on ferrite PMs, thus improving performance due to the motor only requiring a single source of power: however, this model retains the issues associated with brush use. In Figure 2.20, Basak’s ferrite field DC LM is illustrated, with dotted lines indicating the path of magnetic flux. The PM DC LM by Dascalescu demonstrates how the ferrite field DC LM continued to be improved, being based on Basak’s design but with an overshot applied [58] [59] to allow positional management of corona electrodes within electrostatic separates. In this design, the DCLM comprises a field system which moves and a static armature. Silicon-iron laminate yokes alongside PM blocks make up the field system. A bar of mild steel forms the core of the armature, with the one-layer windings made from enamelled copper in Figure 2.21. The control circuit determines positional accuracy in this design.
Figure 2.20 Cut section a ferrite field with four poles linear DC motor [56].

Figure 2.21 Cut section of a ferrite field with two poles linear DC motor [56].
In the mid-1980s, a more effective rare-earth PM was developed, with a neodymium-
iron-born (NdFeB) PM forming a field unit which could be used in linear and rotary motors. Akmes studies 2 types of flat PMLM to be used in long-stoke functions [61]. in the first design, Neodymium-iron-born (NdFeB) permanent magnet was used as the field unit while the second design made use of a ferrite magnet as the field unit. Through a comparison of FEM and experiment findings for each design, the NdFeB-based design was found to be more efficient.

In 1995, Anayi designed and built a brushless DCLM using an NdFeB PM and a square cross-section core for the armature [62]. The design’s cross-section is illustrated in Figure 2.24. Four permanent PMs are mounted on a motor slider with a guide made up of 2 fixed bars and a linear bearing. Windings around the core of the armature were made up of 64 sections, energised sequentially by a switching circuit controlled by a microprocessor. Measurements were taken for various factors as functions of the positioning of the linear motor slider, including LM flux density, axial flux and static thrust. Airgap uniformity is ensured by the PM’s rectangle form, with measurement of flux distribution across the whole motor cross section performed via FEM.

![Figure 2.24 Cut section of a brushless permanent magnet linear DC motor designed by Anayi [63].](image_url)
Two further designs for brushless DC LMs were created in 1996 by Filho [64], each using 2 armature cores in parallel, and with one design featuring a single armature winding which was continuous in Figure 2.25, and the second having armature windings in multiple sections in Figure 2.26, capable of stepper motor use. Each design contains 7 NdFeB PM blocks forming the source of the magnetic field, and 2 mild steel section bars which were long and square forming the fixed core of the armature. The second design allows individual or simultaneous energising of the separate winding sections, and this must be synchronised with the moving unit’s positioning.

Figure 2.25 Double armature brushless DC linear motor with continuous winding [65].
Basak designed a linear DC stepping motor based on sectioned 3-layer windings on the armature, with a moving field unit which contained an NdFeB rare-earth PM and a mild steel long stator. A comparison was made between this design and a second motor which was set up in a similar way but had only one layer of winding on the armature [67]. Basak reports that thrust can be increased by using multiple layers of windings on the armature. The findings from experiment reveal a small impact on the useful flux from airgap variation based on use of one layer or 3 layers. However, the 3-layered windings LM gave approximately triple the flux of the one-layer motor at a particular useful flux and current [67].

There has been an increasing focus in research on applying MATLAB and FEM in designing and optimising DC LMs. Basak applied a dynamic and 3D electromagnetic FEM method for analysis of dynamic properties for a DC LM with a square armature as applied in material handling systems. This included analysing findings on speed as a function of time through applying different currents, as well as analysis of power and force outputs as functions of speed [68].

Honds and Meyer’s 1982 [69] work involved a novel PM DC linear motor for recorders. The design applied 2 PMs to generate the airgaps magnetic field, affixed to the carriage, with the static part of the assembly containing 3 cores of soft iron in parallel, with the
central core having the windings for the armature. The designed motor gave a peak force at 0.6 Amp of 2 N.

2.9. Sliding Mode Control

Sliding Mode Control (SMC) offers a straightforward and systematic approach to achieving robust control, characterized by high-speed discontinuous switching operations. This control methodology allows tailoring the dynamic behaviour of the system through the choice of a specific switching function, providing excellent performance with insensitivity to parameter variations and disturbance rejection. The simplicity and systematic procedures for designing SMC systems make it an attractive choice in control system design [137].

Despite its theoretical robustness in the face of parametric uncertainty, classical SMC is hindered by chattering a phenomenon involving finite-frequency, finite-amplitude oscillations seen in many sliding mode implementations. Chattering results in drawbacks such as low control accuracy, increased heat loss in electrical circuits, and heightened wear of mechanical components. Additionally, it may induce unmodeled high-frequency dynamics, degrading overall system performance [138]. The practical implementation of SMC is limited due to these challenges.

To address the issue of chattering, various smoothing techniques for sliding control have been proposed. One such technique is the continuous approximation of the switching control law, known as boundary layer control. This method employs a continuous high-gain control law within the boundary, with saturation applied outside the boundary. However, reducing the acceptable gain to avoid instability in the boundary layer can significantly impact system performance, falling short of the ideals achieved by pure sliding mode control [139].

From a different perspective, the reaching law method offers a solution to chattering by directly tuning reaching mode characteristics. This approach acknowledges that chattering is often caused by nonideal reaching at the end of the reaching phase. An additional advantage of the reaching law method is its ease in obtaining the SMC control law [140]. Despite these efforts to mitigate chattering, it is important to recognize the potential trade-offs introduced in terms of overall system performance.
2.10. The Bees Algorithm

One of the latest algorithms influenced by bee behaviour is the Bees Algorithm (BA). Proposed by Pham [123], BA is a population-based metaheuristic algorithm rooted in the swarm intelligence of bees during food foraging. Essentially, the algorithm combines a form of exploitative local or neighborhood search with an exploratory global search. Both search modes involve a uniform random search. During the global search, scout bees are randomly distributed across different areas of the search space to explore potential solutions. In the local or neighborhood search, follower bees are enlisted for patches identified by scout bees as more promising, allowing for the exploitation of these patches.

In recent times, there has been significant attention directed towards the Bees Algorithm (BA) as a valuable tool for optimizing controller parameters to achieve optimal performance. A notable application, as documented in [141], involved employing the BA to optimize PID controller parameters for a two-floor structure subjected to earthquake excitation. Notably, the PID-based BA demonstrated superior performance compared to the same controller tuned using the Genetic Algorithm (GA).

In another instance documented in [142], the BA was applied to optimize PID controller parameters for one leg of a quadruped robot. Additionally, a study conducted in [143] highlighted the BA’s proficiency in solving intricate parameter optimization challenges in robot manipulator control. This study presented two applications: the first involved modelling the inverse kinematics of an articulated robot arm using neural networks, while the second focused on designing a hierarchical Proportional–Integral–Derivative (PID) controller for a flexible single-link robot manipulator.

Furthermore, the application of the BA in designing a PID controller for a single-input multi-output (SIMO) inverted pendulum system was explored in [144]. This diversity of applications underscores the versatility and efficacy of the Bees Algorithm in addressing complex optimization problems across various domains.

2.11. State of the art of the force ripple reduce technique.

The thrust ripple can be minimised by suppression techniques for linear motors, and
these methods are summarised in the following categories. Structural optimisation is a method used to minimise cogging and end effect force in slotted linear motors. This control method is one of a number that have been used to decrease the thrust ripple, where different types of control methods and algorithms are used to reduce the speed fluctuation caused by the force ripple. The latest methods include combination control methods and structural optimisation [70].

2.11.1. Structure optimisation

Huang et al., in [71], presented a simple structural design which changes the length of mover to reduce the end force, and in which the magnetic fields at each end of the armature are abnormal. This makes the inductance of the winding in the middle different from that at the ends. This then leads to unequal magnetic flux in the winding. Force 1 and force 2 describe the thrust at each end of the mover, wherein each force has a different direction, and the end force is the sum of these. By adjusting the length of mover, the forces at the end are reduced and this improves the performance of the DC linear motor, as shown in Figure 2.27 and 2.28.

![Magnetic distribution of LBDCM L=7.5τ](image-url)

Figure 2.27 Magnetic distribution of LBDCM L=7.5τ [72].
Wang et al., in [72], proposed a structured design for a permanent magnet shape to minimise the detent force of a permanent magnet linear brushless DC motor. The finite element method was used for analysis, such as shifting magnetic poles and varying the magnet width to minimise the detent force. The magnetic flux flows from the edge of the permanent magnet to the slots, resulting in production of the detent force. This flux generates a horizontal component of attractive force to the incoming side of the tooth. Similarly, the magnetic flux from the rear edge of the permanent magnet also produces a horizontal force. As the width of the magnet decreases, the leading and trailing parts of the permanent magnet become closer to each other. This causes a change in the horizontal components of the force of attraction developed on the side of the permanent magnet. The resulting retention force may increase or decrease depending on the relationship between the pitch of the magnet and the pitch of the slot.

The detent force of each magnet is in phase and therefore these are added together to produce the full cogging effect. To prevent this additive effect, magnets can be displaced relative to each other to keep the detent force of each magnet out of phase with the other. It is assumed that the detent force arises from the difference in the position of the permanent magnet end and the position of the tooth. If one detent force is independent of the other, the total detent force can be decreased by arranging a permanent magnet end and a tooth.
Baatar et al., in [73], designed a permanent magnet linear synchronous motor with 9 poles and 10 slots to minimise the cogging force and then optimised its shape to minimise the detent force, as shown in Figure 2.29.

Figure 2.29 Comparison of the optimized shapes. (a) Conventional structure. (b) Proposed structure [73].

The cogging force is generated individually by each winding slot of the armature core and the total cogging force is the summation of these. Baatar used a structure termed 9p10s in order to lead the individual cogging forces from armature slots to cancel each other out. The results show that the cogging force and detent force were reduced, and also that the thrust force was increased by around 7% under the same operation conditions.

Optimizing axial length to reduce the cogging force is the approach used by Zhu et al. [74] in a slot-less permanent magnet linear motor. The cogging force arises due to two potential causes, resulting from the finite length of the armature core and the slotting. Since a slot-less linear motor was used, this technique was applied to the end cogging force, which is the main source of force cogging. This technique is based on analysis of the end force waveform, aiming for this to become completely the opposite of the other end’s force, wherein the result is the two forces cancelling each other out, as shown in Figure 2.30.
Luo et al., in [75], developed a method to minimise the detent force through optimizing magnet width through combining the finite element method and Fourier transform to obtain the power spectra of the elements that constitute the detent force. These components are caused by edge effect and slotted effect, which can be decomposed into three components: right edge (force resulting from the right edge) of the mover; the left edge (force resulting from left edge); and the force that results from interaction of both edges of the magnets. The results show that the thrust ripple of the DC linear motor can be effectively reduced by adjustment of the magnet width, as shown in Figure 2.31.
Using current compensation and the optimal structure design technique, the detent force was reduced by Zhu et al. in [76]. The authors analysed the detent force, which can be divided into two components. The first component is slot effect and the other is the end effect. Zhu et al. avoided the complex structure by only using the semi-closed technique to minimize the slot effect, as shown in Figure 2.32.
This method also has an effect on the end force due to changing the length of the mover, becoming close to the permanent magnet, but this was not the only technique used for suppressing the end effect: The authors provided a novel technique used for end effect; auxiliary poles. The auxiliary poles are fixed to both sides of the iron core, with aluminium used in between the auxiliary poles and iron core to block the effect on flux distribution from exciting the current in the winding. Also, the current compensator was realized a higher performance by using a field-oriented method with a feed-forward current. The result shows that the best way to reduce the force ripple is a combination between the structure optimization technique and the control method.

Zhen et al., in [77], have presented a new model to suppress the force ripple. This model uses the d-q reference frame, where the force ripple is calculated at discrete positions. The authors used the developed model, measured flux density data, and winding distortion to calculate the force ripple, and data for flux density was also used. This model was applied for an iron-less permanent magnet synchronous motor with double sides in one magnetic track setup, to measure the force ripple and magnetic flux density distribution. The results show that this model is effective in minimizing the force ripple, and it can also be used to obtain a smooth thrust or torque for motor optimization design.

Because the cogging force is dependent on the position of the permanent magnet when interaction occurs between armature teeth and permanent magnet without input from an exciting current in the winding, Bianchi et al., [78], used shifting poles to reduce cogging force by adjusting the distance between them. The idea behind this method was about pushing components of the cogging force out of phase by shifting the poles as shown in Figure 2.33.
As a result, the total cogging force is reduced, which means that the two main components of the cogging force are out of phase and cancel each other out. This technique has been applied for a permanent magnet linear tubular motor using six poles and eight slots and adjusting the distance between them.

The permanent magnet is the main source of air-gap magnetic field for PM linear motors. When a permanent magnet is used as a mover for the linear motor, its form and size could affect the detent force component [79]. Lim et al. [76] worked on adjustment of the width of the PM versus constant slot pitch to decrease the detent force. Analysing components of detent was performed using finite element analysis, and a moving model node technique was used to overcome the problems of excessive computation time and demand for resources which arise when using the FEA. The results show that the moving model node technique has a substantial effect to some extent on the detent force and reduces it satisfactorily.

Structural optimization is a technique used for suppression of the force ripple. Many approaches have been used to reduce this force such as pole shifting, adjusting the size and shape of PMs, semi-closed slots, adjusting stator length and end structure.

Figure 2.33 The results before and after shifting the permanent magnet [78].
optimisation, optimization not eliminate the force [76]. In addition, most of these methods are complex, and the desired force is also reduced [72]. Other techniques are expensive and complex to manufacture, such as adjusting PM width, appropriate PM shape and skewed PM,, as these also increase the structure’s complexity. However, different types of control methods have been used to decrease the thrust ripple of linear motors because of their convenient and flexible features.

2.11.2. Control suppression methods

The force ripple arises because of the attraction between the iron core and the permanent magnet in the direction of motion. This force is always present, even if the current is not flowing through the coils. Also, it depends on the position of the permanent magnet and core. The self-inductance of the winding will change when the position of the mover is changed, while when the current flows through the coils, this generates a force that is dependent on the position in the direction of motion of the translator. The result of combining of forces is called force ripple. Imen and Shak in [80] have designed a learning controller to minimize these forces (force ripple). This control method has two main parts: one is feedback and the other is an adaptive feedforward controller. The authors designed a feedback control based on a PID, using second-order control function, and to suppress the force ripple, an adaptive feedforward controller was designed based on a neural network which is used for the prediction of unknown relations and un-modelled forces.

An adaptive dither was used for force ripple suppression by Tan and Zhao in [49], for an iron-core permanent magnet motor. The control method was designed with three components, which are PID feedback, simple feed-forward, and an adaptive feed-forward (AFC). The first two components are used for linear control of the motor, where the PID structure was used by feed-back control and the adaptive feed-forward produces a dither signal based on a signal model. This signal is responsible for suppressing the force ripple. This method has been applied with an iron-core permanent magnet linear motor to make a smooth movement without compromising the main thrust force while minimizing the force ripple.
A design for achieving high position accuracy for linear motors and reducing the effect of parametric uncertainties that happen due to cogging, friction and force ripple was developed by Yao and Xu in [81]. Discontinuous projection is a method that has been constructed by using an adaptive robust motion controller for a high-performance linear motor. Yao and Xu designed a model consisting of a known basis function to estimate force ripples that are not known: “on-line parameter adaptation is then utilized to reduce the effect of various parametric uncertainties such as unknown weights, inertia, and motor parameters while certain robust control laws are used to handle the uncompensated uncertain nonlinearities effectively for high performance”.

Because the thrust ripple is a periodic function of position, an iterative tuning method is utilised by Wu et al. in [82] to reduce thrust ripple. They use a position-dependent multi-order harmonic model as the feed-forward controller. This controller uses past cycle results to tune the parameters of the controller. Thus, the performance of the motor is improved by tracking it cycle by cycle with robustness to external disruptions. By applying this method, errors were reduced by 60% at least.

The thrust ripple can be defined as a periodic function of position, and the fast Fourier transform has been used to analyse the components of the force ripple. Then the recursive least square parameters (RLS) have been applied without the velocity variable to avoid noise when calculating the parameters of the thrust ripple. Finally, the feed-forward component is used for injecting certain values into the system to compensate for the force ripple [83] [79]. These steps were applied to permanent magnet linear motors by Zhao and Tan in [83] [84]. They designed a control system based on recursive least squares (RLS). The control algorithm used consists of a PID feed-back component and two adaptive feed-forward components: one for compensation of the force ripple; and another which works as the inverse model of the controlling permanent magnet linear motor.

Cho et al., in [85], present a novel disturbance reparation to suppress periodic disturbance, including force ripple. This method works on the output of the disturbance through the zero-time period as the first observed results. After this, a combination is made between this and adaptive control. These steps are to get the results updates continually for each next period.
Repetitive control was used also to suppress the force ripple of the linear motor by Chen and Hsieh in [86]. They designed the system in a discrete time domain to track errors and then reduce them using a repetitive controller, and also increase the efficiency of performance of the linear motor. The principle of this controller depends on generating a reference signal and injecting this into the closed loop system, in which the output follows or tracks this signal. Based on this, the output signal either follows the reference signal or rejects the periodic disturbance, including the force ripple. The period error is decreased after the initial period, and the control system works on improving accuracy, enhancing performance, and increasing stability.

Lee et al., in [87], designed a new control structure based on basic PID, which consists of a feed-back control and a feed-forward control. The feedforward was designed using an iterative learning control (ILC) algorithm. An intelligent feed-forward control was utilised to enhance the trajectory tracking performance of a linear motor based on results arising from repeated implementation of the same operational process, while the feedback was utilised to stabilise the permanent magnet linear motor system. This control method has been used by Qian et al. in [88] to minimise the torque ripple of the permanent magnet synchronous motors. The iterative learning control was analysed in both time domain and frequency domain. For the time domain, a forgetting factor is launched to enhance the robustness of the iterative learning control against disturbance. However, this has limited the impact of suppression of disturbance, and thus the ILC has been modified and implemented in the frequency domain, and then used to suppress the thrust ripple.

Many approaches have been proposed to suppress the force ripple of the linear motor, most of them focused on structure optimisation. Others have focused on control methods separately. However, the results of these methods show that they cannot suppress force ripple completely. Therefore, the best approach that can be used is a combination of control methods and structure optimisation. A combination of control method and structure design is presented by Wang and Li in [89]. A permanent magnet was designed with optimal skewed length to reduce high order harmonic components, and the low harmonic was reduced by linearization observation without dependence on a speed controller. For the control method, a feedforward control is utilised after injecting an
To enhance the performance of linear motors and reduce force ripple, this thesis aims to achieve smoother operation and reduced ripples by focusing on combined improvements in magnetic design, control systems, mechanical components, and manufacturing processes.

2.12. Summary

A comprehensive review has been conducted comparing various classifications and topologies of linear actuators. The discussion also includes the classification of magnetic materials used in linear motors, and a comparison of different types of permanent magnets to determine the most suitable for a particular motor. The benefits of using linear motors instead of rotary to linear systems such as CNC machines, conveyor systems, crane systems and magnetic levitation are highlighted. The analysis of a magnetic circuit in a permanent magnet actuator is demonstrated through the use of an "Equivalent Magnetic Circuit," and the determination of air-gap flux density is discussed. Additionally, the forces associated with linear motors and the nonlinear effects that can impact motor performance are examined. Lastly, a review of previous work related to the design of linear motors and reduce force ripple are presented.
Chapter 3: Mathematical Modelling and Structure of DC Linear Motor

3.1. Introduction

A knowledge of system properties is commonly assumed in the construction of controllers. A controller design cycle typically starts with the modelling phase which will be considered in this chapter. A model permits simulation and study of a system's dynamics without implementing the system, which forms the basis for the design of a control system. After calculating Mathematical model of DC linear motor, a dynamic friction model will be employed to elucidate static friction phenomena and the dynamic friction phenomena, particularly relevant in the context of high-precision applications. This investigation will centre on the nuanced examination of frictional responses to step inputs. Also, to acquire a comprehensive understanding of the machine characteristics and a more precise brushless DC linear motor design, a finite element method (FEM) analysis is initially performed according to the preliminary geometry. A comparison will be carried out between the simulated and model designs, in term of the static thrust, air-gap flux density and magnetic flux distribution. The approach adopted for modelling both the magnetic materials and the permanent magnets is explained in detail. This chapter also describes the pre-processing operations involved, including the mesh construction, specified boundary conditions and the excitation sources used.

3.2. Dynamic and model DC linear motor

Mathematical model of DC linear motor can be found by apply some fundamental laws such as Newton’s law for mechanical and linear movement model and apply Kirchhoff’s and Ohm’s laws for electrical model.

For a translator part, Newton’s law state is:

\[ Ma = \sum_{i=1}^{n} F_i \]

\[ (3.1) \]

Where \( M = \text{mass} \)

\( a = \text{acceleration} \)
$F_l =$force

There are two general units in linear motors, which are stationary and free to move. The result of the force that produced by DC linear motor is the movement of the moving unit as a linear motion.

The linear motor can be proposed as shown in schematic below.

![Figure 3.1 Equivalent circuit of a DC linear motor](image)

Where $M$ is the total mass of the translator of the DC linear motor. $F_d$ is the developed force performing on the moving unit. whereas $F_{load}$ and $F_r$ are forces moving in contradiction to the motion.

With using Newton second law to apply it on the linear motor whose equivalent circuit in Figure 3.1 it can get the equation for movement of the mover unit as below

$$M \frac{dv(t)}{dt} = F_d(t) - F_c - F_s - F_{load}$$ (3.2)

$F_d$ is the developed force performing on the moving unit.

$F_c$ is the Coulomb friction force.

$F_s$ is the static friction force at zero velocity.
\( F_{load} \) is disturbance force or load force.

\( M \) is the total mass of the translator of the DC linear motor.

\( F \) is the viscous friction coefficient.

\( v(t) \) is the linear velocity of mover.

---

a simplified model, friction is often considered a constant force that opposes the motion of an object. While real-world friction can be complex and affected by various factors like surface roughness, lubrication, and temperature, a simplified friction model helps in analysing and designing control systems by considering a constant, predictable force that resists the motion of objects being controlled.
Figure 3.3 More realistic friction forces in motion control system [90].

From equation 3.2 sum of friction force of mover can be written as:

\[ F_r = F \, v(t) + F_c + F_s \]  (3.3)

Where: \( F_r \) is the total friction force, \( F \) is the viscous friction coefficient and \( v(t) \) is the linear velocity of mover.

As shown in equation (3.3) the friction force can be subdivided into three terms such as coulomb friction, viscous friction, and static friction force. In motion control system, friction forces deteriorate control performance. The general friction model is shown in figure 3.2. And figure 3.3 shows a combination of the friction force action on motion control system. As can be seen from figure 3.3 at low velocities, it is challenging to identify an appropriate function for friction force due to the non-linear nature of this force, which shows time-varied features [91]. If the static friction forces and Coulomb friction forces are included in F-load, then according to Kirchhoff’s and Newton’s law, the causal differential equation for the motion of the DC linear motor can be written as:
\[
\frac{dv(t)}{dt} = \frac{Kt}{M} - \frac{F}{M} - \frac{F_{load}}{M}
\] dynamics of motor velocity \hspace{1cm} (3.4)

\[
\frac{di_a}{dt} = -\frac{R_a i_a}{L_a} - \frac{K_t V}{L_a} - \frac{e_a(t)}{L_a}
\] dynamics of motor current \hspace{1cm} (3.5)

Where: \( R_a \) represents resistance of the armature resistance, \( L \) represents armature winding inductance, \( K_t \) represents static thrust, and \( e_a(t) \) gives armature winding terminal voltage, while the armature current is given by \( i_a \) and \( V \) is the armature voltage.

Following in Eq. (3.4), (3.5), the linear motor’s state equation is given as follows:

\[
\begin{bmatrix}
\frac{dv(t)}{dt} \\
\frac{di_a}{dt}
\end{bmatrix}
= \begin{bmatrix}
-F/\frac{M}{K_t} & \frac{K_t}{M} \\
-\frac{R_a}{L_a} & -\frac{K_t V}{L_a}
\end{bmatrix}
\begin{bmatrix}
V \\
i_a
\end{bmatrix}
+ \begin{bmatrix}
0 \\
1/L_a
\end{bmatrix} e_a(t) + \begin{bmatrix}
1/M \\
0
\end{bmatrix} F_{load}
\] \hspace{1cm} (3.6)

Where \( v \) and \( i_a \) are the state variables of the DC linear motor. There is a single input and output for the linear motor, and thus, with the assumption that \( F_{load} \) is equal to zero, it is possible to rewrite the linear motor’s state space equation in the following way:

\[
\dot{X}_i(t) = AX_i(t) + Be_a(t)
\] \hspace{1cm} (3.7)

\[
v(t) = CX_i(t)
\] \hspace{1cm} (3.8)

Where: \( A, B, C \) and \( \dot{X} \) are the system matrix, input matrix, output matrix and derivative of the state vector with respect to time respectfully.

After taking the Laplace transform of equations (3.7), (3.8). The transfer function for velocity of slider of the DC linear motor \( V(s) \) to the armature voltage \( E_a(s) \) is given by:

\[
\frac{V(s)}{E_a(s)} = \frac{K}{M L_a} s^2 + \frac{FR_a + K_t V}{M L_a}
\] \hspace{1cm} (3.9)

The position of the motor in relation to armature voltage is found by multiply the speed by integration in time, \( 1/s \) as it shows in the block diagram in Figure 3.4.
Figure 3.4. Block diagram showing transfer function of DC linear motor.

The transfer function of the DC linear motor can be described as a block diagram. Figure 3.4 shows the block diagram of the position control of the DC linear motor, where the input of the system is the armature voltage, and the output is the position.

From the block diagram, the transfer function of the position of the linear DC motor can be written as:

\[
\frac{X(s)}{E_a(s)} = \frac{K}{L_a M S^3 + (R_a M + L_a F) S^2 + (R_a F + K^2) s}
\]  
(3.10)

Motor time constants are defined:

\[
\frac{M R}{k_t^2} = T_m \quad \frac{L_a}{R_a} = T_e
\]  
(3.11)

Where \(T_m\) and \(T_e\) are the mechanical time constant and the electrical time constant, respectively. Electrical time constant is much smaller than mechanical time constant usually neglected [92][93]. Reduced transfer function becomes:

\[
\frac{X(s)}{E_a(s)} = \frac{b}{M s^2 + a s}
\]  
(3.12)

Where \(a\) is gain constant while \(b\) is system time constant, found as follows:

\[
a = \frac{F R_a + K_b K_t}{R_a}
\]  
(3.13)

\[
b = \frac{K_t}{R_a}
\]  
(3.14)
It should be noted that the two constants $a$ and $b$ are variable and do not have precise known values. In general, they are dependent on viscous friction and load mass [94]. The estimated parameters of the modelling linear DC motor are listed in Table 3.1.

Table 3-1 The estimated parameters of the modelling linear DC motor

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_a$</td>
<td>Armature resistance</td>
<td>7 Ω</td>
</tr>
<tr>
<td>$L_a$</td>
<td>Armature inductance</td>
<td>1.17 mH</td>
</tr>
<tr>
<td>$M$</td>
<td>Mover mass</td>
<td>7.9 kg</td>
</tr>
<tr>
<td>$K_b$</td>
<td>Back electromotive force constant</td>
<td>16.88 V/m/sec</td>
</tr>
<tr>
<td>$K_t$</td>
<td>Thrust constant</td>
<td>16.88 N/A</td>
</tr>
<tr>
<td>$F$</td>
<td>Viscous friction coefficient</td>
<td>32.07 N/m/sec</td>
</tr>
</tbody>
</table>

These parameters depend on the design of the motor such as type of motor, motor size thrust force ... etc. The mover has been chosen to contain 8 permanent magnets to make sure the movement is smooth when switching the energize of the coils. The winding has been designed to be the same size as the permanent magnet to get the highest force when it faces each other. The coil length influences the motor’s force output, and the pole pitch affects the magnetic field distribution. These parameters have given the best results of the thrust force, linear motion and magnetic flux distribution in the modelling.

From electrical model of linear motor, thrust force is obtained, and from mechanical model of motor, position of the translator is attained.

$$M\ddot{x} + B\dot{x} + F_{load} = F_d$$  \hspace{1cm} (3.15)

$$K_b\dot{x} + L_a\frac{d}{dt}I_a + R_aI_a = u$$  \hspace{1cm} (3.16)

$$F_d = K_bI_a$$  \hspace{1cm} (3.17)

Using equation 3.12~3.15, the simplified equation can be:

$$\ddot{x} = -a\dot{x} + bu - \frac{1}{M}(f_{rip} + f_{tri})$$  \hspace{1cm} (3.18)

3.2.1. Force ripple modelling
As mentioned earlier, cogging is a magnetic disturbance force resulting from the mutual attraction between the magnets of the translator and the iron cores. It is independent of the motor current and is solely determined by the relative position of these components. The fluctuation in the self-inductance of the windings regarding the corresponding location between the translator and the magnets causes the reluctance force. As a result, the reluctance force has a periodic connection with the location of the translator-magnet. The reluctance force occurs only when the motor current is greater than zero, and its absolute amount is determined by the needed force and the carriage's relative position. Cogging and reluctance force are often referred to as force ripple. In this research, the slot-less design has been used to reduce the cogging force.

Force ripple is particularly undesirable in terms of motion control. This can be reduced or even removed by designing the motor construction or the spatial arrangement of the magnetic materials differently, such as skewing the magnet, optimising the placement and breadth of the magnets, and so on. These techniques, however, frequently enhance the complexity of the motor framework. As a result, a control method that eliminates the impacts of force ripples is extremely desirable. Ripple models suggested by [95] will be utilized in this research. The force ripple can be described as:

\[
f_{\text{rip}} = A \sin(\omega x) = A_1 \sin(\omega x) + A_2 \cos(\omega x)
\]

(3.19)

Where \(x\) represents the position of the motor carriage, \(A_1\) and \(A_2\) are the estimated coefficients, \(\omega\) is the fundamental frequency.

The force ripple is modelled with an amplitude peak to peak is 5 (N), and \(\omega\) is \(14.15 \times \pi \times x_m\) (\(x_m\) is an actual position) which is modelled using MATLAB code as in figure 3.5 by using equation 3.18. These forces are applied as disturbance on the linear motor.
A simplified model for force ripple in a system dependent on the position of the mover can be represented using a sinusoidal or harmonic function. Force ripple often arises from periodic variations in the magnetic field, mechanical components, or control inputs.

Figure 3.5 presents the simplified of modelling the force ripple which is dependent on the position of the mover.

### 3.2.2. Friction Modelling

The LuGre model will be utilised to model the friction force in this study. The LuGre model combines the Dahl model's dominant behaviour with the steady state friction prevalent in sliding regimes for example the Stribeck effect. The dynamic LuGre friction model's strength is its ability to represent a wide range of empirically observed friction occurrences [91].
The LuGre model is useful for representing the lower velocity motion of a linear motor. As shown in figure 3.6, the friction force may be described as a function of the state variable $z$ and velocity $v$ using the LuGre friction model [97].

The LuGre model is defined by [98]:

$$ F_r = \sigma_0 + \sigma_1 \dot{z} + \sigma_2 v $$  \hspace{1cm} (3.20)

where the parameters $\sigma_0$, $\sigma_1$ and $\sigma_2$ are the stiffness coefficient, the micro-viscous friction coefficient, and the viscous friction coefficient, respectively. The interpretation of the internal state is linked to the bristle friction model; viz. the state variable $z$ represents the average deflection of the elastic bristle:

$$ \dot{z} = v - \sigma_0 \frac{|v|}{g(v)} z $$  \hspace{1cm} (3.21)

where $g(v)$ is a decreasing function for increasing velocity with an upper limit equal to the $F_s$ static force and a lower limit equal to the $F_c$ Coulomb friction force:

$$ f_{\text{fri}} = \text{sgn}(\dot{x})(F_c + (F_s - F_c)e^{(x/v_s)^2}) + B\dot{x} $$  \hspace{1cm} (3.22)

Where $F_s$ is static force, $F_c$ is Coulomb friction force, $B$ is the equivalent viscous friction coefficient, and $v_s$ is the Strobeck velocity.

The static parameters can be estimated by construction between friction and velocity plan obtained from constant velocity motion. In Figure 3.7 friction function according to LuGre model has been illustrated via MATHLAB code with an estimated parameter of $F_s = 32.07$ (N), $F_c = 25.01$ (N), and $v_s = 0.04$ (m/s).
Figure 3.7 Steady state friction and velocity curve.

The friction forces along different sinusoidal trajectories were produced according to the friction model. And then injected into the system of the stage as disturbances. Figure 3.8 shows estimation of modelled friction forces.

Figure 3.8 Estimation of modelled friction and ripple forces
To study the friction behaviour, a simulation and experiment were carried out to investigate the effects of friction and force ripple on the system response. Open loop simulations using MATHLAB/SIMULINK were performed to model the motion behaviour of a slotless DC linear motor under the influence of friction and force ripple, and then compared with the real time experiment. The step response is used as speed reference trajectory.

Figure 3.9 shows real-time and simulation of open-loop step response for the velocity of slotless DC linear motor with both friction and force ripple.

![Graph showing comparison of simulation and measured velocity response of a linear motor.](image)

From the graph, it can be seen the effect of the force ripple and friction force on the velocity of the motor, also the simulation results match the real time experiment values aligns well, which means this model can predict the response of the real linear DC motor.

3.3. Modelling of slotless DC linear motor

The design of electric machines requires comprehensive knowledge of the quantitative and interrelation of the magnetic field in every part of the system, particularly the field distribution in the airgap region. In PM linear DC machines, the magnetic flux is
established by permanent-magnet and linked with the armature winding to generate thrust force. This force is proportional to the armature current and the flux linkage. Flux linkage and armature current are the key parameters to determine the characteristics of thrust force-speed curve in electric machines.

In order to acquire a comprehensive understanding of the machine characteristics and a more precise brushless DC linear motor design, a finite element method (FEM) analysis is initially performed according to the preliminary geometry [99]. The most important methods used for analysing the magnetic field in machine design are:

1. Finite Element Method (FEM)
2. Finite Difference Method (FDM)
3. Boundary Element Method (BEM)
4. Magnetic Equivalent Circuit (MEC)

The Finite Element Method (FEM) is a numerical technique used to analyse the behaviour of complex structures and systems, such as brushless linear DC motors. The FEM involves dividing the structure or system into smaller, simpler elements and applying mathematical equations to each element to determine its behaviour. These equations are then combined to analyse the behaviour of the entire structure or system.

To use the FEM for design and analysis of brushless linear DC motors, the following steps can be taken:

1. Define the geometry of the motor: This involves creating a computer-aided design (CAD) model of the motor, including its dimensions, materials, and other relevant properties.
2. Meshing: Divide the motor geometry into smaller elements or nodes to simplify the analysis. The size and shape of these elements will depend on the accuracy required and the complexity of the motor.
3. Define the physical properties: Assign physical properties to each element or node, such as conductivity, permeability, and magnetic properties.
4. Define the boundary conditions: Specify the environmental and operational conditions that will affect the motor, such as temperature, magnetic fields, and electrical currents.
5. Solve the equations: Use mathematical equations to solve for the behaviour of each element or node under the defined physical and boundary conditions.

6. Analyse the results: Examine the results of the FEM analysis to determine the behaviour of the motor under various conditions. This analysis can provide valuable insights into the design and optimization of the motor.

7. Optimize the design: Use the results of the FEM analysis to optimize the design of the motor, including its size, shape, and materials. Iterative FEM analyses can be used to refine the design until the desired performance is achieved [100].

Figure 3.10 Finite element method simulation steps [100].
“MagNet” is a computer software that can be used to simulate the behaviour of a brushless linear DC motor. This software utilizes the finite element method (FEM) to model and analyse the electromagnetic and mechanical behaviour of the motor. The software comprehensively models various motor elements, encompassing magnetic fields, current distribution, and mechanical deformation. It also simulates motion and force dynamics under diverse operational scenarios. To simulate a brushless linear DC motor using "MagNet," initial steps involve creating a detailed motor model within the software. This process includes defining the motor's geometry (incorporating stator, rotor, and specified materials) and setting operational conditions like voltage, current, and speed. "MagNet" then employs this data to simulate the motor's behaviour, covering magnetic field distribution, current flow, and resultant motion and force dynamics.

3.4. Selection of materials

Several factors were taken into consideration in designing the linear DC motor, including the thickness of the armature wire, armature core material and magnetic material. The choice of magnetic material for the motor is important, as it has to resist corrosion and withstand arduous environmental and climatic conditions. It must also have a high saturation flux density, to produce a motor with a high air-gap flux density and a very high output force.

3.4.1. Magnetic material properties

The magnetic material utilised in the motor design is critical. The magnetic material used to build the motor armature core should have a high saturation flux density, permeability, and the hysteresis loop should be as large as possible [101]. In an electric motor, the magnetic flux which is produced by the permanent magnet is guided by elements made of alloys of iron in order to close the magnetic circuit. If the magnetic flux to be guided has only a DC component, then the magnetic material used for the core and back iron can be a non-laminate iron alloy. However, if the magnetic flux has a high amplitude AC component and a high frequency, those magnetic material must be laminated in order to decrease as much eddy current losses as possible [102]. The flux densities in the teeth and cores are usually selected around the knee point of
the B-H curve. The material used for the construction of the armature core of dc linear
motor is mild steel material, with a knee flux density around 1.4 T. However, with the
improvement in magnetic material over the past few years, core materials with
saturation flux densities as high as 2.2 T is employed [42].

3.4.2. Permanent magnet material

The choice of PM materials used is an important factor to consider in motor design. A
permanent magnet with high remanence, high coercivity, wide range of temperature and
low cost is highly desirable in the design of electromechanical energy converters [12].
Rare-earth permanent magnets are usually used for electrical motor design. The strength
of the magnet makes it more practical to use, since it requires less space within an
electric motor. The quality of the permanent magnet is judged based on its
demagnetization curve, which is the part of the hysteresis loop that lies in the second
quadrant between the residual flux density and the negative coercive force.
An important parameter to be considered when choosing a permanent magnet material
is the point on the demagnetization curve where the B-H product is maximum. At this
point the volume of the magnetic material required will be at its minimum. Magnet
technology over the recent years has progressed rapidly due to the introduction of rare-
earth materials, which have a high coercive force, a high flux density and large energy
product [12].
A compromise between cost and performance was made in choosing the rare-earth
magnet used. Samarium cobalt magnets (SmCo5) are most desirable. However, they are
more expensive. NdFeB magnets are more expensive than ferrite and alinco but have
high energy product density which provide an advantage of a compact size and
efficiency.
For the motor design used in this project, the armature windings were excited for a very
short period in other to eliminate the thermal effects. Therefore, the temperature
requirement of permanent magnets is not strict. The magnets chosen were rectangular
neodymium iron boron (NdFeB) magnets. The two major advantages of NdFeB magnets
are that they can produce a higher energy product and are cheaper than Samarium cobalt
magnets.
3.5. Modelling of slotless DC linear motor

In order to investigate the static characteristic of a thrust force and the air-gap magnetic flux density under the DC current excitation condition, while taking the nonlinear properties of iron materials used into account, the two-dimensional finite element method (FEM) is carried out using a “MagNet” software.

The motor is chosen and developed to be a DC linear slotless motor, and mover with 213 mm length which consist of eight permanent magnet (NdFeB) blocks. Each side of the slider has four PMs arranged as N-S-N-S. These PMs are separated by three Tufnol blocks to isolate the magnets. The back iron was placed in the field housing in order to close the magnetic circuit generated by PMs. The armature core has been designed as a rectangular shaped armature core made of mild steel bar. Figure 3.11 shows the geometry of the proposed motor.

After an extensive review of pertinent research and an empirical investigation involving computer-based experimentation, the attributes featured in table 3.1 emerged as the most optimal parameters for designing a slotless DC linear motor, with the overarching objective of mitigating force ripple. Consequently, these attributes were incorporated into the motor's final design.

Table 3.2 shows the major characteristics and material specifications for the slotless linear DC motor.

<table>
<thead>
<tr>
<th>Table 3-2 Dimensions and material specification of the linear dc motor.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnet dimensions [mm]</td>
</tr>
<tr>
<td>Magnet type</td>
</tr>
<tr>
<td>Number of magnets</td>
</tr>
<tr>
<td>Core dimension [mm]</td>
</tr>
<tr>
<td>Core</td>
</tr>
<tr>
<td>Back iron dimension [mm]</td>
</tr>
<tr>
<td>Tufnol blocks [mm]</td>
</tr>
<tr>
<td>Effective Air gap [mm]</td>
</tr>
<tr>
<td>Supply Current [A]</td>
</tr>
</tbody>
</table>
The armature windings are distributed along the armature core. There are twenty-eight independent multi-layer coil sections distributed along the armature core with enamelled copper wire with 0.5mm.

![Diagram of linear DC motor](image.png)

Figure 3.11 Layout of the proposed linear DC motor.

Before the post-processing stage of the simulation, an optimal mesh size has to be selected in order to achieve a better result. In the 2D finite element method of analysis, the solution domain is divided into a mesh of triangular elements. The accuracy of the solution depends upon the nature of the field and size of the mesh elements. In regions where the direction or magnitude of the field is changing rapidly, high accuracy requires smaller elements. One method of increasing the mesh density is to set the maximum element size for a component volume or specific face a component as in Figure 3.12.
3.6. Summary

This chapter presents a dynamic model of linear DC motor. In this work, a dynamic friction model is used to capture not only observed static friction phenomena but also dynamic friction phenomena, which is the prevailing friction phenomenon for high precision applications. Friction behaviours under step input were investigated. The friction force was modelled versus velocity according to LuGre model as in Figure 3.7, and the estimate modelled forces as in Figure 3.8 has injected to the system as disturbances. The results of experiments showed that the designed LuGre model could estimate such forces accurately. Also in this chapter, a Finite Element Method (FEM) study utilising "MagNet" was employed to modelling and construct a slotless DC linear motor. The comparison is entail evaluating both the simulated and model designs, focusing on static thrust, air-gap flux density, and magnetic flux distribution. The methodology used to model magnetic materials and permanent magnets is extensively elucidated. This chapter gave further details the preparatory operations, encompassing mesh construction, defined boundary conditions, and the excitation sources utilized.
Chapter 4: Sliding Mode and Tuning Parameters Control using Bee's Algorithm.

4.1. Introduction

This chapter proposes a robust motion control framework which combines the merits of a reaching law-based sliding mode control and the disturbance estimation using a disturbance observer for precision tracking to address the practical issues of friction, and force ripple disturbances. The proposed control algorithm maintains the robustness of sliding mode control to parameter variations and external disturbances while attenuating the chattering which is often a major obstacle to practical implementation of sliding mode control.

4.2. Sliding mode control

The control solutions often use system models, these models may not be perfect representations of the actual systems due to simplifications in modelling techniques, variations in system parameters over time, and other factors. This recognition is crucial for understanding the limitations and potential inaccuracies in control systems based on these models. The model uncertainty refers to the disparity between the plant model and the actual system. Furthermore, the genuine system is constantly subjected to certain external disturbances while in operation. A well-designed control system must ensure the intended performance during model uncertainty and disruptions [103].

Inaccuracies in modelling can have a significant negative impact on nonlinear control systems. Robust control is one of the most essential techniques of coping with model uncertainty. The typical structure of a robust controller is composed of a nominal part, similar to a feedback control law, and additional terms aimed at dealing with model uncertainty.

Sliding mode controller design gives a systematic solution to the challenge of maintaining stability and consistent performance in the face of modelling imprecision for the class of systems to which it applies. On the other hand, by allowing the trade-
offs between modelling and performance to be measured in a straightforward manner, it may provide light on the whole design process [104].

4.2.1. Principles of sliding mode control systems

The process for sliding mode control SMC design consists of the following steps:

1. A sliding surface is predefined in a way that desired system dynamics are achieved during sliding mode.
2. A controller is designed to drive the closed-loop dynamics to reach and retain the sliding surface.

4.2.2. Sliding Mode Surface Design

Without loss of generality, the slotless dc linear motor can be considering the following linear time-invariant (LTI) equation: [111].

\[
\dot{x}(t) = Ax(t) + Bu(t) \tag{4.1}
\]

where \( x \in \mathbb{R}^n \) is the system state vector, \( u \in \mathbb{R}^m \) is the control input vector, \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) are constant system matrices.

Where \( x(t) = \begin{bmatrix} v(t) \\ i_a(t) \end{bmatrix} \), \( A = \begin{bmatrix} \frac{-F}{M} & \frac{K_t}{M} \\ \frac{-K_t}{L_a} & \frac{-R_a}{L_a} \end{bmatrix} \), \( B = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \).

Define a sliding variable vector \( s(t) \in \mathbb{R}^m \) passing through the state space origin:

\[
s(t) = Cx(t) \tag{4.2}
\]

where \( C \in \mathbb{R}^{n \times m} \) is the sliding mode parameter vector and \( |CB| \neq 0 \). The equation (4.1) is said to attain a sliding mode surface when the state variable vector reaches and remains on the intersection of the \( m \) switching plane variables. The method of equivalent control is a way to determine the system motion restricted to the sliding mode surface \( s(x) = 0 \). On the sliding mode surface, \( s(x) = 0 \) and \( \dot{s}(x) = 0 \), using equations (4.1) and (4.2), become:
\[ \dot{s}(t) = C\dot{x}(t) = 0 \quad (4.3) \]

\[ C \left( Ax(t) + B u_{eq}(t) \right) = 0 \quad (4.4) \]

where \( u_{eq}(t) \) is viewed as equivalent control.

From equation (4.4), the equivalent control can be expressed as:

\[ u_{eq}(t) = -(CB)^{-1}CAx(t) \quad (4.5) \]

Substituting (4.5) into (4.1) yields the following equation.

\[ \dot{x}(t) = [I - B(CB)^{-1}C]Ax(t) \quad (4.6) \]

The equation (4.6) is called the equivalent system equation which describes the dynamic motion of the equation (4.2) on the sliding mode surface.

The dynamical behaviour of the equivalent system is independent of the control input. Thus, the determination of the matrix \( C \) (sliding mode parameter vector) may be completed without prior knowledge of the form of control input. Generally, the sliding parameter \( C \) is designed in a manner that the system response confined on the sliding mode surface equation (4.6) has a desired behaviour such as asymptotic stability and prescribed transient response. According to the linear control theory, in order to guarantee the solution of the equation (4.6) to be asymptotically stable, the sliding mode parameter vector \( C \) should be chosen, such that all the eigenvalues of the equation (4.6) have negative real parts. What’s more, though the sliding surface is linear, it indeed could be any other forms with nonlinearity to ensure a finite time convergence of system dynamics in sliding mode.

### 4.2.3. Reaching Phase

SMC design includes reaching phase and sliding phase. The reaching phase is crucial in the sense that the system dynamics are guaranteed to reach the sliding surface and be retained on it thereafter. For a case in point, the idea of a sliding mode of a second order system can be depicted in Figure 4.1
The phase trajectory in sliding mode control demonstrates the evolution of the system's state variables concerning time or any other independent variable, typically plotted in the state space. The state space represents the complete set of the system's state variables. When the system is in sliding mode, the phase trajectory essentially follows the sliding surface or stays very close to it. The objective of sliding mode control is to force the system state to stay on this surface, exhibiting a behaviour determined by the control law. The dynamics in sliding mode control are often characterized by the fast motion along the sliding surface, achieving robustness against uncertainties and disturbances. This characteristic behaviour can be observed in the phase trajectory, illustrating how the system state variables evolve while adhering to the sliding surface.

The next important problem is how to design a controller to guarantee the reachability of the sliding variable to the sliding mode surface. Therefore, the task of the sliding mode controller is to drive the sliding variable $s$ to converge to zero, and then the desired system dynamics prescribed in (4.6) will be obtained.

### 4.2.4. Reaching Condition

In fact, the condition for the switching plane variables to reach the sliding mode surface is a convergence problem. Therefore, the Lyapunov’s direct method has been widely used in SMC designs as a stability condition to ensure the convergence of the sliding
mode variable onto the sliding surface during the reaching phase. All too often, the following Lyapunov function candidate is used in the sliding mode controller design:

\[ V = \frac{1}{2} s^2 \]  

(4.7)

Where \( V \) is Lyapunov function

In order to guarantee the asymptotic stability of the equation (4.1) about the equilibrium point \( x(t) = 0 \), the following reaching condition must be satisfied:

\[ \dot{V}(t) = s^2(t) \dot{s}(t) < 0 \text{ for } s(t) \neq 0 \]  

(4.8)

The condition (4.8) indeed acts as a sufficient condition to ensure the existence of the sliding mode. It is worth noting that most of the sliding mode controllers are designed based on the reachability condition in (4.8) to ensure the sliding mode controller can drive the sliding variable \( s(t) \) to asymptotically converge to zero.

### 4.2.5. Lyapunov Stability

As the nonlinearities and possible time-varying parameters exist in the nonlinear systems, linear stability criteria, e.g., Routh’s stability criterion or Nyquist stability criterion cannot be generalized and carried over into the systems for stability analysis. The Lyapunov stability theory introduced in this section is the most general approach to determine the stability of the linear or nonlinear dynamical systems. A system can be described by

\[ \dot{X} = f(X, t) \]  

(4.9)

Where \( X \in \mathbb{R}^n \) is the state variable and \( f(X, t) \in \mathbb{R}^n \) is a set of functions of \( x(t) \). A solution \( x(t) \) of the equation \( \dot{X} = f(X, t) \) usually corresponds to a curve in the state-space as \( t \) varies from zero to infinity. This curve is generally referred to as a state trajectory or a system trajectory.

### 4.2.6. Reaching Laws
SMC can be designed based on reaching laws to guarantee the existence of the sliding mode. Some possible types of reaching laws are given in [27]. In general, reaching law can be generalized in the following form:

\[
\dot{s} = -k \text{sign}(s) - f(s), \ k > 0
\]  

(4.10)

Where \(k\) is a positive constant, \(f(0) = 0\) and \(f(s) > 0\) when \(s \neq 0\).

In practice, three special reaching laws commonly used can be derived from equation above.

In this research the power rate reaching law will be used which can be described as:

\[
\dot{s} = -k \text{sign}(s), \ k > 0
\]  

(4.11)

This law constrains the switching variable to reach the switching manifold at a constant rate \(k\). The merit of this reaching law is its simplicity.

It is evident that the above reaching laws can satisfy the reaching condition, and thus ensure the existence of the sliding mode. It is worth noting that a reaching law method simultaneously takes care of ensuring the reaching condition, influencing the dynamic quality of the system during the reaching phase, and providing the means for controlling the chattering level. Thus, a reaching law method can be applied to both linear and nonlinear SMC systems with system perturbations and external disturbance, in order to improve the performance of the reaching phase and reduce the amplitude of chattering[105].

4.3. Equivalent Controller Design

In most of the Variable structure control (VSC) schemes, the control input usually consists of two components as follows:

\[
u(t) = u_{eq}(t) + u_s(t)
\]  

(4.12)

where the linear component \(u_{eq}(t)\) is defined as in (5.5) and the nonlinear signal incorporates the discontinuous component given below

\[
u_s(t) = -\eta(CB)^{-1} \text{sign}(s(t))
\]  

(4.13)
where $\eta > 0$ is a constant control gain.

Substituting (5.5) and (5.13) into (5.8) leads to

$$
\dot{V}(t) = s^2(t) C A x(t) + s^2(t) C B u(t)
$$

(4.14)

$$
= -\eta |s(t)| < 0
$$

From the equation (4.16), it can be concluded that the sliding mode variable is guaranteed to reach the sliding mode surface in finite time[104].

After the sliding variable vector $s(t)$ is driven to zero, the closed-loop system dynamics are only determined by the desired dynamics in (4.7) and thus, the closed-loop system is insensitive to system uncertainties on the sliding mode surface. For this reason, SMC systems possess the property of robustness with respect to system uncertainties, that SMC becomes a powerful tool in the control of uncertain systems and significantly motivates the subsequent researchers in the area. However, it should be noted that the system remains affected by the perturbations during the reaching phase before the sliding surface has been reached.

Robustness property is an important feature of SMC system. The system uncertainties and disturbances are always factored in an SMC controller design. With consideration of system uncertainties and disturbances, the LTI system in (4.1) can be generalized as

$$
\dot{x}(t) = (A + \Delta A) x(t) + (B + \Delta B) u(t) + d(t)
$$

(4.15)

where $\Delta A$ and $\Delta B$ are the system uncertainties and $d(t)$ is the external disturbances.

Equation (5.15) can be rewritten in the following form:

$$
\dot{x}(t) = A x(t) + B u(t) + f(t)
$$

(4.16)

where $f(t) = \Delta A x(t) + \Delta B u(t) + d(t)$ is the lumped uncertainty. Following the concept of equivalent control, one can design the controller form of (4.12), where $u_{eq}(t)$ is defined as in (4.13) and the equivalent control is given by the following equation:

$$
u_{eq}(t) = -(CB)^{-1} C (A x(t) + f(t))
$$

(4.17)
4.4. Design the Controller

In the proposed design of SMC, two parts are included, namely, the appropriate sliding surface selection to model the performance of the specific closed loop required; and the generation of the control law which force the trajectory of the system state in the direction of the surface. Prior to reaching the sliding surface, the system state trajectory is called the reaching phase. This phase system dynamics remain subject to influence from uncertain factors. The optimal situation is that control switching occur at a frequency in which infinitely high, as this would prevent deviations from the sliding manifold. In practical work, however, finite switching intervals is not possible, meaning that unwanted chattering is always present in the application of controls. The negative consequences of chattering come from its excitation of high-frequency plant dynamics not included in the modelling, which leads to unpredictable variations instability [106].

The general state-space equations can be rewritten as follows:

\[ \dot{X} = AX + Bu \]

Output equation \( y = CX \)

Where \( X \) is the state vector and \( u \) is the control vector.

Next, sliding surface \( s(e, t) \) can be selected through:

\[ s(e, t) = \{ e: \lambda^T e = 0 \} \]

Where \( e \) is the error and \( t \) time.

That \( \lambda \in R^n \) represents the coefficients, or slope of the sliding surface.

Typically, \( s(t) \) is a time-varying sliding surface with a simple definition within \( R^n \) as a state-space through the scalar equation as follows:

\[ s(e, t) = \left( \frac{d}{dt} + \lambda \right)^{n-1} e = 0 \]

Where \( \lambda \) represents sliding surface slope as a strictly positive constant. This, assuming a value of 2 for \( n \) (within a 2\(^{nd}\) order system)
\[ s = \lambda e + \dot{e} \]  \hspace{1cm} (4.21)

The position-tracking error is given as:
\[ e = (x_r - x_m) \]  \hspace{1cm} (4.22)

And
\[ \dot{e} = (\dot{x}_r - v) \]  \hspace{1cm} (4.23)

Where, \( x_r \) is the position reference signal, and the real position is \( x_m \), with \( \lambda \) representing a positive constant. Therefore, the sliding surface \( s \) expressed in equation (4.21) is formed as the weighted sum of position and velocity error. Here, a stabilisation problem in the first order replaces the previous n-order tracking problem, and in the new problem, \( s \) scalar is held at a value equal to zero through controlling a reaching condition. Lyapunov function’s second theorem is selected to write the stability condition,
\[ v(x) = \frac{1}{2} * s^2 \]  \hspace{1cm} (4.24)

The equation below then always meets reaching condition.
\[ \dot{v}(x) = s \dot{s} < 0 \]  \hspace{1cm} (4.25)

During sliding mode operation, chattering in the system’s response occurs at \( s = 0 \). From equation (4.25), it is possible to rewrite existence and convergence condition:
\[ s \dot{s} \leq \eta s \]  \hspace{1cm} (4.26)

It can be shown that the sliding condition in equation (4.26) is always satisfied by:
\[ u = u_{eq} - k * \text{sgn}(s) \]  \hspace{1cm} (4.27)

Where equivalent control input, \( u_{eq} \) is found through \( \dot{s} = 0 \), while \( k \) represents a strictly positive constant.
The control signal can be found if state equation of system, which can be shown in (4.18), is substituted in (4.21), is acquired.

\[ u = \frac{1}{b} \left[ \ddot{x}_r + \lambda \dot{x}_r + \left( a - \lambda \right) \dot{x}_m + \frac{1}{M} d + k \cdot sgn(s) \right] \quad (4.28) \]

The boundary layer approach consists of inserting a boundary layer near the sliding surface so that a continuous control action replaces the discontinuous one when the system is inside the boundary layer [107]. More specifically, the sign function \textit{sign}(s) of the discontinuous control component is often replaced with the saturation function \textit{sat}(s), which can be expressed as:

\[ sat(s) = \begin{cases} 1 & s > \Delta \\ k s & s \leq \Delta \\ -1 & s < -\Delta \end{cases} \quad (4.29) \]

Where \( \Delta \) denotes the boundary layer, \( k = 1/\Delta \). The essence of the saturation function is the adoption of the switching control outside the boundary layer and the linear feedback control inside the boundary layer [108].

In order to eliminate the chattering phenomenon, the \textit{sat} function is adopted to replace the \textit{sign} function of the control law, where the \textit{sat} function was defined as:

\[ sat(s) = \begin{cases} sgn(s) & if |s| \geq \delta \\ \frac{s}{\delta} & if |s| < \delta \end{cases} \quad (4.30) \]

Where, \( \delta \) is a small positive constant that defines the boundary layer.

A large boundary layer leads to a larger steady-state error whereas a too small boundary layer leads to high frequency switching. Therefore, the designer must select the value of \( \delta \) carefully.

To compensate for force ripple in a linear DC motor, the sliding surface can be chosen to be a function of the force ripple itself, as well as the desired force output and the actual force output of the system. The control law can then be designed to force the system to follow the sliding surface, which will in turn compensate for the force ripple.
One way to implement sliding mode control for a linear DC motor is to use a sliding mode controller that includes a feedback loop. The feedback loop can be used to measure the actual force output of the system, and then adjust the control law accordingly to keep the system on the sliding surface.

Another approach is to use a disturbance observer technique with sliding mode control, which uses an observer to estimate the actual state of the system, which can then be used to eliminate the disturbance.

4.5. Disturbance Observer

A disturbance observer (DOB) is a control system component that is used to estimate and compensate for external disturbances or uncertainties in a system. Disturbances can be caused by various factors, such as changes in the environment, mechanical wear and tear, or measurement noise.

A disturbance observer works by measuring the difference between the actual output of a system and the output that would be expected if there were no disturbances or uncertainties present. This difference is called the disturbance error, and the disturbance observer uses it to estimate the size and frequency of the disturbances.

Once the disturbances are estimated, the disturbance observer can generate a compensating signal that is added to the control signal in order to counteract the disturbances and improve the system's performance. This compensating signal can be used in a variety of control systems, including servo systems, robotics, and automotive control systems, to improve the system's robustness and stability.

The disturbance observer (DOB) has been proposed to eliminate the disturbance which is difference between the actual system and nominal model as a mentioned above. The nominal model represents the desired model based on the desired control specifications. It makes the actual system to become a given nominal model. Figure 4.2 shows the classic structure of DOB for a single input single output (SISO) plant [109]. The output of DOB, $\hat{d}$, is an estimated disturbance which consists of the parametric errors between the actual plant and the nominal model of DOB and disturbance forces such as the force ripple, friction force, and load variation [110].
The classic structure of a Disturbance Observer typically involves a few key components to estimate and compensate for disturbances affecting a control system. The main idea behind a Disturbance Observer is to estimate the disturbances affecting the system and then use this estimation to generate a compensatory signal to improve the system's performance.

Figure 4.2 shows the classic structure of DOB, where $P(s)$, $P_n(s)$, $Q(s)$, $d$, $\hat{d}$, $u$, $x$, $\xi$ are actual plant, nominal plant transfer function, a low-pass filter, the disturbance (the force ripple, friction force, and load variation), the estimated disturbance the control input, the position of mover and the sensor noises, respectively [112].

4.6. Design of the lowpass filter parameter

The characteristics of a closed-loop system depends upon the choice of parameter $Q(s)$, which is the most critical component in the DOB design. The design of the low-pass filter concerns the trade-off between 1- $Q(s)$ and $Q(s)$ to maintain insensitivity to both model uncertainty and measurement noise. The filter used in this study is a first order filter to have a simple computation [113][114]. The equation of the filter is expressed as the following equation.

$$Q(s) = \frac{1}{T_e s + 1}$$ (4.31)
Where: $T$ is the filter time constant which can be obtained by the electrical time constant of the DC linear motor as:

$$T_e = \frac{L_a}{R_a} \quad (4.32)$$

Assume that the current of the DC motor is well controlled. Then, the transfer function of a plant can be given by

$$P(s) = \frac{K_t}{Ms + F} \quad (4.33)$$

And the nominal plant is:

$$P_n(s) = \frac{Ms + F}{K_t} \quad (4.34)$$

Figure 4.3. Disturbance observer with the DC linear motor

The block diagram illustrating a system with a disturbance observer, where the parameters of the observer are derived from the parameters of the motor. Additionally, the diagram contains components such as the actual system, nominal system, low-pass filter, disturbance, and sensor noise.

From Figure 4.3, the input-output relationship can be obtained as:

$$x = \frac{P_P}{G} u + \frac{P_P (1 - Q)}{G} d(t) - \frac{P_Q}{G} \xi \quad (4.35)$$

Where:

$$G = \frac{1}{P_n + (P - P_n)Q} \quad (4.36)$$
Assume that the low pass filter is stable and below the cut-off frequency \( Q(s) \approx 1 \), then the output can be simplified as

\[ x = P_n u - \xi \]  

(4.37)

Here the sensor noise \( \xi \) is much smaller than the force ripple so it can be neglected. The nominal input-output relation become as: \( x = P_n u \) which is desired [109]. Consider the DC linear motor system in Figure 4.3 can be modified to the system as shown in Figure 4.4 using the equation below:

\[
\frac{1}{T_e s + 1} \frac{(M_s + F)}{K_e} = \frac{1}{K_e} \left( \frac{M}{T_e} - \frac{M}{T_e s + 1} \right)
\]

(4.38)

The final suggested DOB for DC linear motor is shown in Figure 5.4.

The block diagram describes the final disturbance observer with a DC linear motor, where all parameters of the motor and the DOB are included. This block will be used in practice to reduce the force ripple.

The addition of the Disturbance Observer (DOB) to the control scheme enhances its capability to compensate for the presence of disturbances.

4.7. Simulation results and discussion.

Simulation analysis is carried out to verify the performance of the proposed nonlinear controller with disturbance observer and the effectiveness of the control strategy for speed and position tracking response of DC linear motor with the disturbance. The
simulations are implemented in MATLAB/SIMULINK, and the normal values of the linear DC motor parameters are listed in Table 3.1. This simulation includes two parts; the first part uses the reference trajectory for position as step response which has chosen to be as:

\[ x_d = 0.250 \text{ (meter)} \]

second part is controlling the velocity of the same system by applying step function with speed \(0.25 \text{ m/s}\).

The frictional force is modelled as in Figure 3.3 using equation (3.22) with estimated parameters of \(F_s = 32.07 \text{(N)}, F_c = 25.01 \text{(N)}, \text{and} v_s = 0.04 \text{(m/s)}\).

Also, the force ripple is considered with an amplitude peak to peak is \(5 \text{ (N)}\), and \(\omega = 14.15 \times \pi \times x_m\) which is modelled as in Figure 3.1 by using equation (3.19), these forces are applied as a disturbance on the linear motor.

In order to avoid the chattering phenomenon, the switch function of sliding mode control law in (4.28) is replaced by saturated function in simulation.

The final control law that has been applied in Simulink with the nominal plant parameters and estimated force ripple is:

\[
\begin{align*}
    u &= \frac{1}{2.411} \left[ \ddot{x}_r + \lambda \dot{x}_r + (72.77 - \lambda)\dot{x}_m + \frac{1}{7.9} (f_{fr} + f_{rip}) + k \cdot sat(s) \right] \\
\end{align*}
\]  

(4.39)

The parameters of the controller are chosen to be \(\delta = 0.01, \lambda = 10 \text{ and} \ k = 450\), and the parameters of the DOB can be calculated from Table 3.1.
When applying sliding mode control to the system, the controller generates a control signal based on the system parameters and controller gains. This signal is expected to exhibit a high switching frequency. Figure 4.5 illustrates the control signal of the sliding mode control (SMC).

The two-mode behaviour of the SMC controlled system is observable in Figure 4.6. The high frequency switching of control signals governs the trajectories of the system onto a designated surface referred to as the sliding surface. This surface is pivotal, as the system's output action is manifested through movement along it. The Sliding Mode Control (SMC) method endeavours to guide the system's states from the sliding surface to the origin. The progression within the sliding surface denotes the sliding mode, and the phase leading to this mode is known as the reaching mode. Notably, the system's states remain unaffected by changes in parameters and external disturbances. The primary objective of SMC is to ensure that the system's output precisely follows the desired reference, generating a signal 'u' that minimizes tracking errors. The system attains the sliding surface by transitioning between stable and unstable trajectories, ultimately achieving zero error convergence on the sliding surface. In this case, the chattering phenomenon is evident. To reduce this chattering, a the commonly used technique is the boundary layer around the switching surface has been used, and a continuous control has applied within the boundary as show in Figure 4.7.
It seems that the proposed technique for eliminating chattering is effective Figure 4.7. However, some level of chattering is still present. As a result, a trade-off between system performance and acceptable chattering levels must be made. This trade-off can be critical in ensuring that the system operates efficiently while also meeting the desired control objectives. The level of acceptable chattering depends on the application and the specific requirements of the system. For some applications, chattering may be tolerable if it does not significantly impact the overall performance of the system. In other applications, however, even a small amount of chattering may be unacceptable. Therefore, it is important to carefully evaluate the level of chattering and its impact on the system's overall performance. This evaluation can be performed by analysing the system's response to different input signals and disturbances. Once the acceptable level of chattering is determined, the system can be adjusted to achieve the desired balance between performance and chattering reduction.
Figure 4.7 shows a common solution to address the chattering phenomenon in control systems by substituting the sign function with a boundary layer. Chattering, characterized by rapid and erratic changes in control signals, can lead to system instability. The replacement aims to introduce a smoother transition in the control signals by leveraging the damping effect or filtering properties associated with a boundary layer near system boundaries. This adjustment is designed to mitigate the abrupt variations that contribute to chattering, offering a potential means of enhancing system stability and performance. The effectiveness of this solution depends on the specific characteristics and requirements of the control system in question.

Figure 4.8 shows the dynamic response of the DC linear motor implement SMC-with DOB and SMC-without DOB, and the characteristics of the response are given in Table 4.1, where the values of undershoot, overshoot, settling time, and rise time are illustrated.
Figure 4.8 Step response of position control.

Table 4-1 The dynamic performance of the system with SMC for position tracking.

<table>
<thead>
<tr>
<th>Control method</th>
<th>Steady-State Error (per unit)</th>
<th>Overshoot (%)</th>
<th>Undershoot (%)</th>
<th>Rise time (sec)</th>
<th>Settling time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMC-with DOB</td>
<td>$0.759 \times 10^{-3}$</td>
<td>0</td>
<td>0</td>
<td>0.2224</td>
<td>0.4110</td>
</tr>
<tr>
<td>SMC-without DOB</td>
<td>$3.357 \times 10^{-3}$</td>
<td>0</td>
<td>0</td>
<td>0.2295</td>
<td>0.4259</td>
</tr>
</tbody>
</table>

The table presents the characteristics of the step response of both controller (SMC-with DOB and SMC-without DOB) parameters observed in a step response include the rise time (the time it takes for the system output to go from a specified lower value to a specified higher value), settling time (the time it takes for the system output to settle within a specified range around the final value), overshoot (the extent by which the system output exceeds the final value before settling), and steady-state error (the difference between the final value and the actual output in the long run). Analysing the step response is crucial in evaluating and tuning the performance of position control systems, providing insights into their transient and steady-state characteristics.
From Figure 4.8 and Table 4.1, an obvious improvement in the performance of the system is obtained when the proposed SMC is utilized. Moreover, it can be noted that SMC-DOB gives a better dynamic response in all aspects having a slightly smaller undershoot. Also, there is a slight effect of force ripple on the position between 1 and 2 seconds on the controller SMC. While, in the controller SMC with the disturbance observer, the error has been reduced, where the DOB works on the difference between the actual motor and the nominal design, then compensating the error and injection with a control signal. The steady-state error is also reduced from $3.357 \times 10^{-3}$ to $0.759 \times 10^{-3}$ (per unit). These results suggest that the SMC-DOB system is more robust and efficient, with better disturbance rejection and tracking performance.

![Figure 4.9 Step response of speed control.](image)

Figure 4.9 presents the step response of the speed control with and without a Disturbance Observer (DOB) for the slotless DC linear motor. It is evident that the controller with the DOB reduces both the error and the force ripple when compared to the controller without the DOB. The Disturbance Observer operates to compensate for the error resulting from the force ripple. More details of the figure 4.9 presents in table 4.2.

The sliding mode control (SMC) has been used to achieve velocity tracking of a system, and the performance of the controller has been evaluated in the presence of a disturbance
(force ripple) both with and without a disturbance observer (DOB). From the description, it appears that the controller without DOB is affected by the force ripple, leading to a tracking error of around $5.795 \times 10^{-3}$ (per unit). This suggests that the force ripple is causing deviations from the desired trajectory and is affecting the overall performance of the controller. On the other hand, the SMC with DOB appears to be more effective at compensating for the force ripple, resulting in a tracking error of only $0.781 \times 10^{-3}$ (per unit). This suggests that the DOB can estimate the disturbance accurately and compensate for it effectively, leading to improved tracking performance.

Overall, these results show that the SMC with DOB is a more effective controller for position tracking in the presence of disturbances such as force ripple. However, it is important to note that the effectiveness of the controller will depend on the specific system being controlled and the characteristics of the disturbance being experienced.

Table 4-2 The dynamic performance of the system with SMC for velocity tracking.

<table>
<thead>
<tr>
<th>Control method</th>
<th>Steady-State Error (p u)</th>
<th>Overshoot (%)</th>
<th>Undershoot (%)</th>
<th>Rise time (sec)</th>
<th>Settling time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMC-with DOB</td>
<td>$0.781 \times 10^{-3}$</td>
<td>0</td>
<td>0</td>
<td>0.2198</td>
<td>0.3903</td>
</tr>
<tr>
<td>SMC-without DOB</td>
<td>$5.795 \times 10^{-3}$</td>
<td>0</td>
<td>0</td>
<td>0.2200</td>
<td>0.3914</td>
</tr>
</tbody>
</table>

The table displays the features of the step response of the speed for two controllers: Sliding Mode Control with Disturbance Observer (SMC-with DOB) and Sliding Mode Control without Disturbance Observer (SMC-without DOB). The parameters observed in the step response analysis encompass the rise time (duration for the system output to transition from a specified lower value to a specified higher value), settling time (time taken for the system output to stabilize within a specified range around the final value), overshoot (the magnitude by which the system output surpasses the final value before stabilization), and steady-state error (the discrepancy between the final value and the actual output in the long run).

The simulation results proved that the proposed method was able to provide fast response and good control performance with reduced force ripple. Similarly, in order to mitigate the chattering effects, a sliding-mode control with a boundary layer was
presented to cope with chattering and static friction simultaneously. A modified saturation function was used to replace the switching function.

There is no simple method for obtaining SMC parameters. In order to have these parameters found, it is necessary to perform simulations and analyse results to find the best values of the parameters that guarantee the required performance of the system. This process is potentially highly time-consuming requiring multiple attempts. Therefore, parameter selection brings in significant complexity in the process of designing controllers. Hence, soft computing techniques are available to identify the parameter vector \( \delta, \lambda, k \) [107]– [109].

The control system design begins with an exploratory phase where parameters are selected through trial and error to minimize tracking error. Subsequently, to enhance the efficiency and effectiveness of the control system, an optimization algorithm is introduced to systematically determine the optimal values for the SMC parameters. This transition from manual tuning to algorithmic optimization is expected to yield improved control system performance.

4.8. Tuning Parameters Control using Bees Algorithm

To address a variety of optimization challenges, several optimization algorithms and techniques have been created. These algorithms may generally be split into two major classes: stochastic algorithms and deterministic algorithms [4]. The majority of common optimization algorithms are deterministic algorithms that depend on the objective function values either directly (direct deterministic or gradient-free algorithms) or indirectly (indirect deterministic or gradient-based algorithms) to determine the optimum. Finding the ideal answer is guaranteed by deterministic algorithms. Methods based on gradients might be thought of as effective means of resolving optimization issues. However, it's possible that an objective function's derivative won't be accessible, won't be accurate, or will take too long to compute. Although employing function values alone is not a practical strategy, free-gradient approaches are derivative-free. Although free-gradient methods are derivative-free, the thorough search involved makes using function values alone an impractical strategy. Every combination of answers must be considered in a thorough search, and the time needed to complete this study is undesirable and could possibly be impossible.
As a result, many scholars began to consider alternative strategies that can find workable answers in an appropriate amount of time and while taking up an appropriate amount of space. Stochastic algorithms are now in use as a result. Stochastic optimization algorithms, by definition, are a category of algorithms distinguished by their utilization of random rules in decision-making processes. Unlike deterministic counterparts, stochastic algorithms introduce an element of randomness to efficiently explore solution spaces. The primary objective is to discover excellent solutions, meaning optimal or high-quality outcomes, in an effective manner. This randomness allows for a more versatile exploration of potential solutions, enhancing the algorithm's ability to find superior results compared to methods that rely solely on deterministic rules [118].

4.9. The Bees Algorithm

The Bees Algorithm is a metaheuristic optimization algorithm inspired by the foraging behaviour of honeybees. It was first proposed by Pham in 2005 [119].

Bees Algorithm (BA) is inspired by the foraging behaviour of honeybees in nature and was designed to search for the best solution to a given optimisation problem. A solution in the search space is thought of as a nectar source. Scout bees randomly sample the solution space and appraise the quality of the visited locations through the fitness function. Foragers are recruited to exploit the most promising \((m)\) locations found by the scout bees. Each scout directs several foragers to the neighbourhood of the solution found. The scouts that found the \((e)\) top-rated locations recruit \((nre)\) foragers, the scouts that found the remaining \(m-e\) most promising solutions recruit \((nrb < nre)\) foragers. The neighbourhood of a solution is regarded as a ‘flower patch’. Overall, the original BA employs a combination of local exploitative and global exploratory search techniques. For the global search, scout bees are sent to random points of the search space to look for potential solutions. For the local search, foragers are sent to the neighbourhood of the most favourable solutions [120].

The parameters need to be set for the basic algorithm are the number of scout bees \((n)\), the number of patches selected for the local search \((m)\), the number of top-rated patches (elite) in selected patches \((e)\), the number of foragers recruited for the top patches
(\(n_{re}\)), the number of foragers to be recruited for the other selected patches (\(n_{rb}\)), the initial size of each patch (\(n_{gh}\)) and finally the stopping criteria [120].

The algorithm repeats the above steps until a stopping criterion is met, such as a maximum number of iterations or a satisfactory solution is found.

Figure 4.10 The flow chart of the basic Bees Algorithm.
The Bees Algorithm has been shown to be effective in solving various optimization problems, including continuous, discrete, and multi-objective problems. BA has been successfully applied to problems in many fields, such as control engineering [121], [122], manufacturing [123], [124], classification / mining [125], [126], project scheduling problems [127], and many other applications [128]–[137].

4.9.1. Sliding Mode Control Optimised by the Bees Algorithm

In sliding mode control design, the sliding surface \( s(t) \) is a key step to define the desired behaviour of the investigated system. The function of SMC is to always keep the state of the system as close as to this surface. The proposed sliding surface is given in Equation (4.1).

Soft computing techniques can indeed be useful in identifying the parameter vector for the sliding surface in the proposed design. Soft computing encompasses a range of computational methods that can effectively handle uncertainty, imprecision, and force ripple.

The sliding surface of the proposed design has three parameters \([ \delta, \lambda, k ]\). The selection of these parameters is critical to the performance of the control system. A well-designed sliding surface can provide fast and accurate control of the system, even in the presence of disturbances or uncertainties. On the other hand, a poorly designed sliding surface can lead to unstable or oscillatory behaviour, which can cause the system to be unstable.

In the realm of modern controller design and for various controlled systems, there exists an inherent challenge in achieving a delicate balance between stable performance and rapid response. While stability is essential for preventing erratic behaviour and ensuring a system settles predictably, the pursuit of a fast response, often necessary for dynamic environments, can introduce the risk of instability or overshooting. Striking an optimal compromise between these conflicting requirements is a central concern in control system engineering, where designers navigate trade-offs to meet the specific demands of each application, aiming to provide both reliability and responsiveness within the constraints of the system at hand. Therefore, a compromise between quick response and excellent stability is considered when designing a controller, which is achievable by adequately selecting an appropriate controller and designing it by minimizing a properly
selected cost/objective function with the aid of an optimization algorithm. The objective function used to tune the controller mainly relies on a performance criterion that considers the overall closed-loop response of the system. Many objective functions have been proposed in the control design, in which several kinds are the most often used for DC linear motors. Because of their better performance compared to the other criteria [117]. The Integral of Square Error (ISE) illustrated in Equation (6.1) is used in this work. Therefore, SMC with DOB controller is designed for the DC linear motor by minimizing the defined objective functions with the help of the Bees Algorithm and other techniques.

\[ ISE = \sum_{t=0}^{T} (e(t))^2 \]  

(4.40)

Where the sampled time is given as \( t \), \( e(t) \) represents error signal differentiating the actual and desired values for the parameters targeted for optimisation. The entire running time of the algorithm to optimise the controller gains is given as \( T \). The limit of each parameter is constrained in the range of: \([0 < k < 1000), (0 < \lambda < 10)\) and \((0 < \delta < 0.9]\). The parameters of the BA are set in this work as given in Table 6.1.

Table 4-3 The parameters of the BA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of iterations</td>
<td>100</td>
</tr>
<tr>
<td>Scout bee population, ( n )</td>
<td>50</td>
</tr>
<tr>
<td>Number of best scouts, ( m )</td>
<td>5</td>
</tr>
<tr>
<td>Selected elite bees, ( e )</td>
<td>2</td>
</tr>
<tr>
<td>Number of bees called to top locations, ( n_{ep} )</td>
<td>5</td>
</tr>
<tr>
<td>Number of bees called to remaining locations, ( n_{sp} )</td>
<td>3</td>
</tr>
<tr>
<td>size of patches, ( ngh )</td>
<td>0.11</td>
</tr>
</tbody>
</table>
The significance of population size in the Bees Algorithm (BA) is evident from prior research, indicating that enlarging the population diminishes the necessary iteration count and heightens the likelihood of success. Nevertheless, this expansion concurrently results in an escalation of function evaluations. Notably, a surplus of elite sites doesn't notably influence performance; thus, a modest number of elite sites, even if minimal, suffices. Typically, the population of scout bees (n) is selected to fall within the range of 30 to 100. In this research, the population of scouts has been chosen to be 50. Other parameters were determined depending on the population number. The number of selected sites (m) was 10% of the population size, and the number of elite sites (e) among those selected was 40% of m.

Neighborhood search holds fundamental importance for evolutionary algorithms. In this research, the shrinking neighborhood approach was employed, systematically reducing the neighborhood size at each iteration. This method enables more refined searches in subsequent iterations by utilizing smaller neighborhood values [127][131]. All these parameters have been chosen depending on the prior research which gives the best results.

4.9.2. The teaching learning-based optimisation

The teaching learning-based optimisation (TLBO) algorithm has been developed from the concept of teaching and learning processes, with teachers influencing outputs from class-based learners. TLBO involves two fundamental learning phases, the first being the ‘teacher phase’, in which learning occurs via the teacher, and the second being the ‘learner phase, which involves learner-learner interactions which inform learning. In TLBO, a learner group forms the population, while the various subjects that a learner can study are equated to the varying design parameters in the optimisation problem, with the outcomes for learners equating to the problem’s fitness value [131]. For the total population, the teacher is considered the optimal solution. Each design variable represents a parameter within the optimisation problem’s objective function, with the optimal solution set as the optimal objective function value [132].
4.10. Simulation results and Discussion.

The bee’s algorithm has been used to modify the controller settings repeatedly until the required closed-loop system performance is reached in order to achieve the design objectives for the entire system. Rise time, overshoot, settling time, and steady-state error are all metrics used to describe how well a closed-loop system performs. In general, it is preferred to have a system with a quick ascent, quick settling time, no steady-state error, and nearly no overshoot. So, in this study, the integrated squared error (ISE), settling time, and overshoot is decreased by employing BA to deliver the desired performance.

To compare the results of the performance of the proposed controller, the parameters are tuned also using the Teaching-Learning-Based Optimization (TLBO) algorithm. TLBO is another meta-heuristic optimization algorithm that is effective in solving various optimization problems.

In this case, the proposed control parameters with disturbance observer for the position control are only tuned and tested.

The optimal gains of the proposed SMC design obtained using the proposed BA and TLBO algorithms by minimising ISE objective function are depicted in Table 6.2.

<table>
<thead>
<tr>
<th>Controllers</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k</td>
</tr>
<tr>
<td>SMC-BA</td>
<td>953.45</td>
</tr>
<tr>
<td>SMC-TLBO</td>
<td>520.59</td>
</tr>
</tbody>
</table>

Table 4.4 shows The SMC optimum parameters obtained by BA and TLBO. These parameters have been tuned by algorithms to achieve an optimal balance between convergence speed and chattering reduction. This strategic choice enhances the step response characteristics of the controlled system.
Figure 6.2 shows the step response of the testbed system based on the proposed SMC-DOB design. Table 6.2 provides the characteristics that summarise the performance of each technique. From Figure 6.2 and Table 6.2, it is obvious that SMC-DOB tuned by BA gives the best response in terms of overshoot and settling time. Increasing the gain of the sliding mode controller \( (k) \) enhances its responsiveness to changes in the position behaviour of the motor, leading to a shorter settling time and reduced steady-state error (as shown in the results). However, increasing the gain too much can lead to instability and oscillations in the plant's response. Therefore, the BA algorithm was used to achieve the balance between increasing the gain and the fast response. Also, proper selection of the parameter \( (\delta) \) in the controller is important for achieving high-precision tracking performance. A smaller value of \( (\delta) \) can result in better accuracy, but this can also lead to highly discontinuous control inputs, which can be detrimental to the system's performance. Therefore, there is a need to find a trade-off between the desired tracking error and the level of input discontinuity that is acceptable for the specific application. Nonetheless, the proposed control law has the capability to handle unknown system parameters and compensate for factors such as friction and ripple force. It is also observed that the obtained responses are slightly different in regard with settling time, rise time and the steady-state error which is eliminated in all cases. Importantly, a considerable improvement in the performance of the system is achieved using BA.
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Figure 4.11 Response of position SMC-DOB control tuned by BA and TLBO.
Table 4-5 The dynamic performance of the system with SMC-DOB tuned by different optimization algorithms.

<table>
<thead>
<tr>
<th>Control method</th>
<th>Steady-State Error (pu)</th>
<th>Overshoot (%)</th>
<th>Undershoot (%)</th>
<th>Rise time (sec)</th>
<th>Settling time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA-SMC</td>
<td>0.102 × 10^{-3}</td>
<td>0</td>
<td>0</td>
<td>0.1831</td>
<td>0.3260</td>
</tr>
<tr>
<td>TLBO-SMC</td>
<td>0.135 × 10^{-3}</td>
<td>0</td>
<td>0</td>
<td>0.1837</td>
<td>0.3400</td>
</tr>
</tbody>
</table>

The table 4.5 and figure 4.11 display the features of the step response of position control using Sliding Mode Control with Disturbance Observer (SMC-with DOB). The algorithms employed to achieve optimal controller parameters for step response analysis include rise time (the duration for the system output to transition from a specified lower value to a specified higher value), settling time (the time taken for the system output to stabilize within a specified range around the final value), overshoot (the magnitude by which the system output surpasses the final value before stabilization), and steady-state error (the discrepancy between the final value and the actual output in the long run).

Based on the information provided in Table 6.3, it seems that BA-SMC has a slightly better steady-state error $0.102 \times 10^{-3}$ compared to TLBO-SMC $0.135 \times 10^{-3}$. Both methods have zero overshoot and undershoot, which means they are stable and have no oscillations. The rise time for both methods is also similar, with BA-SMC being slightly faster at 0.1831 seconds compared to TLBO-SMC at 0.1837 seconds. However, TLBO-SMC has a slightly longer settling time of 0.34 seconds compared to BA-SMC at 0.326 seconds, which means it takes slightly longer for the output to reach and stay within a certain range of the setpoint. Overall, both methods seem to perform relatively well.

The simulation result presented in Figure 6.3 the phase trajectory which clearly shows that the chattering has been reduced in the state plan response.
Compared to Figure 5.6 in last chapter, the chattering phenomenon have successfully reduced by using the replacement of the sign function with the saturation function and optimizing $\delta$ using Bee's algorithm. Moreover, as mentioned earlier, a trade-off between system performance and acceptable chattering levels has been made using the algorithm. The sliding mode surface is converged to zero in finite time as shows in Figure 6.4. And the reaching time is about 0.64s.
Convergence characteristics for BA and PSO algorithms with SMC are demonstrated in Figure 6.5. From the figure, it is observed that the Bees Algorithm is slightly better than TLBO.
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Figure 4.14 Convergence characteristics for BA and TLBO.

In figure 4.14 shows the convergence simulation of the fitness function (integrated squared error), where the BA gets the best result just after 45 iterations, while TLBO in iteration 90.

The obtained results show that the best performance was achieved with SMC tuned by BA as it provides the fastest response and Steady-State Error in comparison with SMC optimised by TLBO. Moreover, TLBO has proved to be a successful optimisation tool as SMC tuned by this algorithm has also provided a satisfactory response in terms of settling time and rise time.

Table 4-6 Comparison of the dynamic performance of the system in SMC, SMC-LTBO and SMC-BA

<table>
<thead>
<tr>
<th>Control method</th>
<th>Steady-State Error (p u)</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMC</td>
<td>0.759 × 10⁻³</td>
<td>0</td>
</tr>
<tr>
<td>TLBO-SMC</td>
<td>0.135 × 10⁻³</td>
<td>82.21%</td>
</tr>
<tr>
<td>BA-SMC</td>
<td><strong>0.102 × 10⁻³</strong></td>
<td><strong>86.56 %</strong></td>
</tr>
</tbody>
</table>
The table above presents values describing the steady-state error and its percentage for each case: sliding mode without tuning parameters, sliding mode control with tuning parameters using TLBO, and sliding mode control with tuning parameters using BA.

Table 6.4 provides a result of the performance of the control strategy with two different algorithms (SMC-DOB tuned by TLBO and SMC-DOB tuned by BA) in terms of tracking error. Both sets of results show a significant improvement in tracking error when compared to the initial tracking error of \(0.759 \times 10^{-3}\). In the first case (SMC-DOB tuned by TLBO) the maximum tracking error, dropped from \(0.759 \times 10^{-3}\) to \(0.135 \times 10^{-3}\), with a decrease of almost 82.21%. whereas in the second case (SMC-DOB tuned by BA) the maximum tracking error, dropped from \(0.759 \times 10^{-3}\) to \(0.102 \times 10^{-3}\), with a decrease of almost 86.56%.

4.11. Summary

The theory of variable structure control has been briefly surveyed in this chapter. Since SMC exhibits many superiorities, it can be preferably expressed to control linear or nonlinear systems with uncertain dynamics. Although robustness can be achieved without the exact knowledge of the control system, the system performance and control quality depend very much on the choice of the sliding parameters and the estimate of bounding functions of the unknown components. In practice, excessive control input and severe control chattering which may excite unmodelled high-frequency dynamics are highly undesired. Therefore, how to capitalize on the SMC’s merits to develop more intelligent control techniques for the purpose of improving the performance of the SMC systems or SMC based ones as well as relaxing the constraint on the bound information of the uncertain dynamics has become a demanding topic which will be thoroughly studied in the subsequent chapters. The presence of the force ripple is causing deviations from the desired trajectory when the controller without DOB is used. This indicates that the force ripple is affecting the performance of the controller and reducing its ability to accurately track the desired trajectory. However, the SMC with DOB is able to compensate for the force ripple more effectively. Force ripple, a fluctuation in force affecting system performance, is effectively compensated for by the DOB, which accurately estimates the disturbance and applies corrective measures. This integration.
of SMC with DOB results in enhanced tracking performance, allowing the system to more precisely follow desired trajectories despite the presence of disturbances such as force ripple. The paragraph emphasizes the capability of this combined approach to minimize the impact of disturbances, showcasing its potential for improving the overall stability and performance of the control system in the face of external variations.

Sliding Mode Control with disturbance observer (SMC-DOB) was designed and implemented for the control position of the DC linear motor under the force ripple effect. Then the suggested BA was utilised to optimise the parameters of the SMC. A comparison between BA-based SMC and other techniques was conducted. Simulation results evidenced that the proposed BA-based SMC-DOB implemented in the testbed system is robust and improved the proposed control. The simulation results show that the SMC adjusted by BA performs better than SMC optimised by TLBO in terms of response time and steady-state error. Moreover, SMC adjusted using TLBO method has also delivered a suitable response in terms of settling time and rising time, demonstrating the efficacy of TLBO as an optimization technique.
Chapter 5: Experimental Work, Testing, Verification and Validation

5.1. Experimental Setup

In order to perform experimental tests on a brushless DC linear motor, a test setup is required that can accurately measure the performance of the motor under different operating conditions. The test setup typically includes a power supply to provide electrical power to the motor, a load to simulate the application that the motor is intended for and sensors to measure various parameters such as current and position.

The effectiveness of the proposed control scheme can be verified by measuring the performance of the motor under different operating conditions with and without the control scheme implemented. The performance of the motor can be evaluated based on parameters such as speed, thrust, efficiency, and accuracy of motion. By comparing the performance of the motor with and without the control scheme, it can be determined whether the control scheme is effective in improving the performance of the motor.

5.1.1. Force sensor

The load cell RS 632-742 was used to measure the actual force output of the motor. The load cell has a sensitivity of 2 mV and was calibrated with a ratio of 1 mV = 12.5 N, which means that for every 1 mV increase in the output voltage of the load cell, there is a corresponding increase of 12.5 N in applied load.

To determine the actual force output of the motor, the output voltage of the load cell needs to be measured using an appropriate measurement device, such as a digital Multimeter. The output voltage can then be converted into the corresponding force value using the calibration ratio as in Appendix B.

5.1.2. Controller Board

The microcontroller chosen for this project is the "Arduino Mega." It is an affordable and user-friendly microcontroller designed for developing interactive sensor applications. The microcontroller is based on the "Atmel 328" microcontroller chip, which is an 8-bit microcontroller that runs at a clock speed of 16 MHz.
The Arduino Mega has 54 digital input/output (I/O) pins, of which 14 can be used as Pulse Width Modulation (PWM) outputs. PWM is a technique used to simulate an analogue output using a digital signal. The microcontroller also has 16 analog input pins, which can be used to read analog signals from sensors. Additionally, the microcontroller has 4 UARTs (hardware serial ports), which can be used for serial communication with other devices.

The Arduino Mega also includes a 16 MHz crystal oscillator, which provides accurate timing for the microcontroller. Finally, the microcontroller has a USB connection, which can be used to program the microcontroller and communicate with a computer.

5.1.3. Motor Driver Board

The driver board used in this project is Cytron 10A 5-30V Dual Channel DC Motor Driver, which is based on an H-bridge circuit. The H-bridge circuit is a common way to control the direction and speed of a DC motor. The driver board consists of four transistors that are used to control the voltage applied to each winding of the BDCLM. The board is designed to work with PWM commands from the controller board to control the switching of the MOSFETs.

The driver board supplies the DC voltage to the motor windings and allows the motor to move in both directions by reversing the polarity of the motor supply voltage. This is accomplished by controlling the switching of the MOSFETs. The board is capable of handling up to 30 A (peak 10 seconds) of current during start-up and normal operation of the motor.
The driver motor board has the following features:

H-bridge circuit: The H-bridge circuit allows for control of the direction and speed of the motor.

PWM control: The board can be controlled using PWM commands from the controller board, allowing for precise control of the motor speed.

Dual motor control: The board is designed to control two motors independently, which is useful for applications where multiple motors need to be controlled.

Overcurrent protection: The board has overcurrent protection to prevent damage to the board or the motor in the event of a current overload.

5.1.4. Laser Distance Sensor

Laser Distance Sensors measure over the complete measuring range with an accuracy of +/-1 mm and with a repeatability of 0.3 mm. The measuring range is between 0 and 5 meters. The devices work with a measuring rate up to 250 Hz and have an output rate up to 1 kHz.
In order to verify the effectiveness of the proposed control scheme, experimental tests have been performed. The experimental set-up consists of a slotless DC linear motor, a laser distance sensor, power supply, an Arduino Mega microcontroller, and a computer. A schematic diagram illustrating the experimental setup is shown in Figure 7.3.

The controller is developed in LabVIEW. Where the SMC-DOB has been designed via LabVIEW math script module. The position and velocity constraints are applied, and the algorithm is developed in step function. The current applied to the armature winding was around 5 A for the coils in the position control.

In the DC linear machine drive the power-switching H-bridge circuit acts as an electronic commutator, which switches the DC between the windings according to the instantaneous mover position. The commutation strategy is described as the switching
sequence of driver voltage across the armature winding section, which is necessary to ensure the continuous motion of the slider. The commutation was arranged such that only the coils under the influence of the field at a given moment were carrying current.

The main goal of the commutation is to produce maximum thrust and a continuous motion. For the force to be produced on the slider continuously, the armature sections just under the magnets must be energised, but other sections should not be energised in order to avoid a reversal force from acting on the moving carriage, thereby causing a brake that decreases the motor speed.

For closed-loop position control, the laser distance sensor was implemented via LabVIEW using the VISA function which can read the specified number of bytes from the position sensor and return the data in the read buffer.

![Diagram](image)

Figure 5.4 A schematic diagram of the experimental set-up

The experimental set-up, depicted in Figure 7.2, consists of a schematic diagram. The control process initiates from the computer, utilizing the LabVIEW program. Initially, the desired position to control or access is determined by the control system. Subsequently, the position of the mover is detected using a laser sensor, which is processed through the LabVIEW program. Based on the mover's position, the controller
facilitates the commutation of the armature winding via an Arduino board. The Arduino then generates voltage signals directed to the H-bridge driver board. This driver board supplies current to the coils, resulting in a force exerted on the permanent magnets within the mover, leading to its movement.

Before activating the motor, the Laser sensor distance accurately measures the motor's position. Based on this position, the microcontroller transmits a control signal to the H-bridge motor drivers, enabling the energization of the armature windings for continuous movement. Each time the mover moves, three armature windings are energized (as indicated in the table 7.1). The motor is controlled to move forward until it reaches a predetermined travel distance.

Once the mover reaches the correct position, the motor automatically stops.

Table 5-1 Armature winding energising algorithm at armature current 3 A.

<table>
<thead>
<tr>
<th>Position(mm)</th>
<th>W1</th>
<th>W2</th>
<th>W3</th>
<th>W4</th>
<th>W5</th>
<th>W6</th>
<th>W7</th>
<th>W8</th>
<th>W9</th>
<th>W10</th>
<th>W11</th>
<th>W12</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>+</td>
<td>-</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>06</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>102</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>114</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>126</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>132</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>138</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>144</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>156</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.2. Mechanical design

The mechanical design of the linear motor requires careful analysis of the specifications, that is the material, dimension, and size. The principal objective was to achieve a high thrust, reduce force ripple and an accurate positioning of the mover. Furthermore, due to its topology, it can be used as a brushless linear stepping motor. The main physical constraints originate from the permanent magnets, mild steel used for the armature core and the copper windings.

The top and side view of the linear DC motor model prototype is presented as shown in Figure 3.4. The motor is designed to be a double side (U sharp) moving permanent magnet. The field system was mounted inside the carriage, and it was installed on aluminium rails with linear bearings parallel to the armature length to guide its movement. In this model, the air gap is designed to be adjustable to study the effect of the change in the air gap on the thrust of the motor.

From the motor setup shown in Figure 3.4, it can be observed that there are two sources of magnetic field, which are the permanent magnet which provides the main magnetic
flux, and the armature windings which carries the DC current. When the position of the moving magnet unit is detected by laser position sensor, the driver circuits of the related armature coils directly under the magnets, turns on and the current flows into the armature coils. Then, the moving magnet unit moves according to Fleming’s left-hand rule. The direction of the armature current is dependent on the polarity of the moving magnet. Although the stator of the DC linear motor consists of Twenty-eight armature coils, only three coils facing the moving magnet are in the on-state in order to provide a smooth movement.

![Image](a). Top view)
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Figure 5.5 The proposed linear DC motor, a) top view, b) side view.

The mover component was a permanent magnet installed inside the carriage that represented the field system. Figure 3.5 depicts the simulation and real-time setup of a permanent magnet moving unit, where this design ensures a seamless motion when switching the energise of the coils.
The armature windings were designed while taking the power of the motor, the current carrying capability of the armature windings and the track length into consideration. The armature core was designed with a 1.2-metre-long mild steel bar with a cross-sectional area of 25 mm x 25 mm, which determines the travelling distance of the motor.

5.2.1. Coil arrangement

The armature windings that were distributed along the armature core are shown in Figure 3.6. On the armature core, twenty-eight separate multi-layer coil sections are spaced out evenly and made of enamelled copper wire that is 0.5 mm in diameter, or the same size as 24 AWG wire. This permits a maximum DC of 29 A to flow. Additionally, the armature windings are electrically separate from one another.

The smaller the diameter of the wire, the greater the number of turns per-metre length for a given length of armature winding section, hence, the greater the force produced and the less the current carrying capability of the wire. Therefore, using 24 AWG
enamelled copper wire, a compromise was made between the force produced and the maximum current that can pass through the windings without causing any damage. The ends of the copper wires terminate at the connector blocks which were fixed to a rail directly above the armature and connected to the power supply through switching circuits. The current density in the armature winding was relatively high. However, there was no need to cool the armature winding since it was subjected to a large current for a short period.

The armature winding was wound around the core with dimensions of 30 mm x 30 mm x 42 mm. Each coil section had 670 turns and was fed with a DC. Commutation is achieved by energizing the armature sections in a sequence with the aid of a microcontroller.

A linear movement occurs when the armature windings located under the permanent magnets are properly fed with currents. A magnetic thrust force will be created on the mover and hence, the latter moves accordingly. The developed thrust depends on the air-gap magnetic flux density which is produced by the permanent magnet and the
current density vector in the armature windings.

5.3. Simulation and experimental results

A prototype of the linear motor presented in Figure 3.2 was constructed and it helped to validate the analytical model by means of measurement of thrust forces. A test rig was designed for the experimental part of the study. Measurements of forces under static conditions were taken using a load cell (force sensor). The output voltage of the load cell is linearly proportional to the applied load and was calibrated with (1 mV = 12.51 N). The sensitivity of the load cell is 2 mV. Figure 5.8 presents the testing apparatus for the measurement of thrust force. During the tests, only three coils located under permanent magnets with normal magnetization were fed by current.

![Test rig setup for measuring thrust forces](image)

**Figure 5.8 Measurement of static thrust**

Magnetic flux is considered one of the most important parameters in analysing the performance of any electrical machine. The distribution of the magnetic flux density throughout the entire cross-section of the motor and the surrounding air space is illustrated in Figure 5.9 and the lines represent the flux direction. The magnetic flux was mostly concentrated at the back iron with a value of 2.5 T and about 1.07 T in the armature core.
A plot of the computed magnetic vector potential distribution throughout the cross-section of the motor and airspace is illustrated in Figure 5.9. As can be observed, there are three leakage field components from the moving unit. These are the leakage field from the edges of the moving unit, the leakage field across the inter-polar space separating the opposite magnet, and the leakage field from the yoke. However, the region between the two opposite magnets produces the highest leakage flux.

Figure 5.9 Magnetic vector potential distribution throughout the cross-section of the motor

Figure 5.10 presents the graphs of the y-component of the magnetic flux density vector in the air gap, between the armature winding and the magnet. In the region of the coils, the distribution of the y-component of the magnetic flux density vector presented a shape very close to a sinusoidal behaviour. As can be seen from figure 5.10, the peak radial flux density in the airgap occurs in the area opposite the centre of the magnet. Whereas radial flux density becomes almost zero in the area opposite the space between the two magnets.
For comparison and validation of the simulation model, results are obtained by measurements, under the same conditions of current and position used in the analytical method. The measured values were obtained by means of a gaussmeter “LakeShore 480”. The behaviour of the magnetic flux density presents a sinusoidal shape. The results of the magnetic flux density vector, as shown in figure 5.11, demonstrate that the difference between the simulated and observed peak values is 7.14 %.
Figure 5.11 Measurement and simulate results of the flux density $T$.

Figure 5.12 shows a comparison between the experimental and computed static thrust as the armature current is varied. There is a percentage error between the slopes of the simulated and measured values of the static thrust. This is due to the leakage field, frictional force and the normal force produced by the unbalanced force of attraction between the magnetic poles and armature core on either side of the motor.

The results indicate that the measured and computed results are in good agreement and that the static thrust is proportional to the exciting current. Based on the results obtained, the maximum deviation between the computed and measured data is 8.07%. Hence, one can conclude that there is a reasonable agreement between the computed and measured results.
The present study also helped to analyse the behaviour of the developed thrust of the motor as a function of the air gap length. Figure 5.13 shows the graph of the thrust force with different values of air-gap length, when the current in the coil located under the permanent magnets with normal magnetization is 6 A in total.
It can be observed that the thrust decreases with increasing air gap because of the mechanical restriction guidance of the moving unit a minimum air gap of 6 mm was chosen for this model which represents the mechanical clearance between the armature winding and the moving magnets. Figure 5.13 thrust force presented a nonlinear behaviour with respect of the variation of the airgap length. The developed thrust difference between the simulated and measured values is 5.02 %.

5.4. Position control

The experimental results with tuning the parameters of the proposed controller are shown in Figure 5.14, and Table 5.2. The system is controlled using a feedback loop, where the reference position was set to be 250 mm, and then compared with the actual position to track the error.

Different experimental tests are performed using different reference positions (250 mm, 445 mm, and 650 mm), and the average accuracy of the position error is found to be 0.752 mm.

![Figure 5.14 Different position control (m)](image-url)

Figure 5.14 Different position control (m)
In Figure 7.5, a different position of the motor is controlled, therefore the reference positions have been chosen to be 250mm, 440mm, and 650mm. A reference 250 mm was taken to analyse the dynamic performance of the system and compare it with the simulation.

With the same tuned control parameters and conditions that were applied in the simulation, it can be noted that the proposed controller gives a good performance with a small steady-state error of around 0.752mm (2.98 %) as seen in Table 5.2. With comparing the simulation in Figure 4.11 and Table 4.5, there is a difference in the tracking performance, where the difference was around 13.6%.

The error in the position of the experimental test was 0.752 mm, and the error in the simulation was 0.102 mm. The rise and stilling time were found 0.403s and 0.519s respectively, while in the simulation were 0.1831s and 0.3260s.

Table 5-2 The experimental dynamic performance of the system with SMC-DOB

<table>
<thead>
<tr>
<th>Control method</th>
<th>Steady-State Error (mm)</th>
<th>Overshoot (%)</th>
<th>Undershoot (%)</th>
<th>Rise time (sec)</th>
<th>Settling time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA-SMC</td>
<td>0.754</td>
<td>0</td>
<td>0</td>
<td>0.403</td>
<td>0.519</td>
</tr>
</tbody>
</table>
Figure 5.15 shows the tracking error of the real position control of DC linear motor by applying the proposed control via LabVIEW.

The average error is around 0.752mm with a very small ripple. Which means the controller gives a good agreement between the experimental and simulation results.

Robustness analysis of the controller is carried out by load variation of the DC linear motor. Where a load of 10 kg was added to the mover for more tests of the robustness of the control strategy. Figure 5.16 and Table 5.3 show the obtained results from the experiment. As can be seen from Figure 5.16, there is an overshoot due to a load increase.
The step response of the position control, with a 10 kg increase in load, is shown in Figure 5.16. The step reference is adjusted to 0.25 m. As seen in the figure, the increase in load has an effect on the position of the mover, resulting in a slight overshoot.

The percentage of overshoot and settling time of control setpoint is presented in Table 5.3, the increasing of the load caused an overshoot of the position by 7.5% and undershoot by 2.935 %. However, after 0.8 second the system became stable with small steady-state error around 1mm. The rise time and settling time are similar compared with the performance of the system without force load in Table 5.1.

The table presents the parameters observed in the step response analysis of position control with external disturbance (mover load 10 Kg) which include the rise time, settling time, overshoot, and steady-state error.

<table>
<thead>
<tr>
<th>Steady-State Error (mm)</th>
<th>Overshoot (%)</th>
<th>Undershoot (%)</th>
<th>Rise time (sec)</th>
<th>Settling time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.947</td>
<td>7.54</td>
<td>2.984</td>
<td>0.430</td>
<td>0.821</td>
</tr>
</tbody>
</table>
Form the Figure 5.16 and Table 5.3, it can conclude that, although the load is applied, the result of the proposed control shows that, only a slight increase in the overshoot of the system response. However, the output response is still within acceptable limit.

5.5. Speed control

In the experimental studies, the speed control of a DC linear motor using SMC and DOB controller have been employed. The experiment result was presented in Figure 5.17, which showed that the system was stabilized with a slightly ripple. The setpoint for velocity was set to 0.25 m/s, and the system response did not exhibit any overshoot or undershoot.

The rising time was 0.235 seconds, which is the time taken by the system response to reach 90% of the steady-state value from the initial value. The settling time was 0.379 seconds, the SMC and DOB controllers were effective in stabilizing the system and achieving the desired speed control of the DC linear motor, with some minor ripple in the system response.

![Figure 5.17 The experimental velocity measurement](image)

Real time and simulation of the velocity control of the slotless dc linear motor is shows in figure 5.17, where the effect of the ripple has been reduced.
Figure 5.18 shows that, the effect of increasing the current on speed of the DC linear motor.

![Graph showing motor speed at different currents](image)

**Figure 5.18 Velocity at different current level**

Table 5-4 Different speed when apply different armature current.

<table>
<thead>
<tr>
<th>Armature current (A)</th>
<th>Speed (m/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>0.33</td>
</tr>
<tr>
<td>5</td>
<td>0.41</td>
</tr>
</tbody>
</table>

The most significant contribution of this thesis is the creation of a control approach to decrease force ripple and preserve the position of a DC linear motor in the presence of this disturbance. The objective of the control approach is to increase the motor's performance by decreasing force ripple using control methods.

To evaluate the effectiveness of the proposed control method, the current of the DC linear motor was measured in three different cases. The first case involved an open-loop...
system where there was no control applied to the motor. As it can be seen in Figure 5.19 that there is ripple of the total current due to static friction and ripple force. Also due to asynchronization in switching polarities between coils and energise at the specified time. In the figure, the x axis presents the time (s) and y axis present the current (A).

The second case involved a closed-loop system without disturbance observer (DOB) and tuning parameters for the controller. It can be seen that, the ripple is reduced compared with first case. Figure 5.20 show the measured current of the linear motor. Where the x axis presents the time (s) and y axis present the current (A).
The third case involved a closed-loop system with DOB and tuned parameters of the sliding mode controller (SMC) by BA. From Figure 5.21 it can be concluded that, the proposed controller with DOB and tuned parameters are reducing of the force ripple.

Figure 5.20 The current measured in controlled close loop

Figure 5.21 the current measured with SMC-DOB tuned by BA.
The results of the study showed that the proposed control method was effective in reducing force ripple and maintaining the position of the motor under disturbance. The closed-loop system with DOB and tuned SMC parameters performed better than the open-loop system and the closed-loop system without DOB and tuning parameters for the controller.

Overall, the study demonstrates the importance of control methods in improving the performance of DC linear motors and highlights the effectiveness of the proposed control method in reducing force ripple and maintaining motor position.

5.6. Summary

In this chapter, a Finite Element Method (FEM) study utilising "MagNet" was employed to modelling and construct a linear DC motor. The thrust force, air-gap flux density, and static thrust force at various airgaps were compared in simulation and real time. The result showed that the magnetic flux density presents a sinusoidal shape in both the simulation and measurement, where peak values of the error was around 7.14%. Also, a comparison was made for thrust force as the armature current has different value, where the results show that the different between the experimental and computed of peak values was 8.07%. The error was 5.02 % between the measured and simulated when the thrust force was measured at the different air gap lengths. This error is due to the leakage field, frictional force and the normal force produced by the unbalanced force of attraction between the magnetic poles and armature core on either side of the motor.

It is important to note that different control methods have their advantages and limitations, and the choice of a control method depends on the specific application requirements and constraints. In the case of the experiments mentioned, the tuned SMC-DOB controller by BA was found to be effective in handling the force ripple and balancing the trade-off between acceptable chattering levels and performance. For example, PID controllers are widely used due to their simplicity and ease of implementation, but the design process can be challenging as stability needs to be carefully considered. Feed-forward compensation can also be a useful method to
achieve high performance, but it may only be suitable for repetitive motions and may not be able to handle various trajectories.

Overall, the choice of control method depends on the specific application requirements and constraints, and a balance needs to be achieved between effort and performance. The experiments mentioned in this chapter illustrate the effectiveness of the tuned SMC-DOB controller in handling force ripple.
Chapter 6: Conclusion, Major Findings, Recommendations and Future Work

6.1. Conclusions and major findings

In this research programme, the slotless DC linear motor has been modelled and designed using “MagNet” software to analyse the electromagnetic and mechanical behaviour of the motor, where the results showed that the difference between the practical and simulated is 7.14% of the flux density in air-gap and 8.07% of the thrust force. Also, sliding mode control has been designed to achieve the desired system performance, such as reducing the force ripple of the linear DC motor. Once the system's trajectory is on the sliding surface, the sliding mode control law is used to ensure that the system remains on the surface despite any disturbances or uncertainties.

The disturbance observer has been used in conjunction with the SMC technique to estimate and compensate for the external disturbances and uncertainties that may affect the system's performance. The DOB estimates the unknown disturbances based on the difference between the measured output and the estimated output of the system. The estimated disturbance is then used to update the control input to compensate for the effect of the disturbances.

The “LuGre” dynamic friction model has been investigating both the static and dynamic friction phenomena, such as the presiding displacement that is the prevailing friction phenomenon for high precision applications. Force ripple is also incorporated into the comprehensive model to examine its effect in smoothing the position and the velocity output.

The combination of SMC and DOB provides a robust and reliable control system that effectively reduces the force ripple of the slotless DC linear motor. By using this approach, the tracking error can be minimized, and the system's performance can be improved. The results that have been provided in this thesis, the SMC-DOB tuned by TLBO and SMC-DOB tuned by BA were both effective in reducing the maximum
tracking error, with BA showing slightly better performance in terms of the percentage decrease in tracking error.

6.2. Recommendations and Future Work

Many methods have been documented for reducing force ripple generation, however, the most efficient method ultimately relies on the constraints of the application and the controller used. Fuzzy control, adaptive control, and neural networks are all examples of control methods. The signals that must be processed to verify the chosen topology and the system's inputs and outputs determine the complexity of the methodologies used to design and test the system. While deciding on the best approach and necessary hardware, complications arise from the need to modify or add to existing hardware. During the modelling, several approaches have been used. Unfortunately, the implementation phase of the case is quite delicate. Therefore, it is necessary to consider a broader range of criteria while deciding on the best approach. When high-performance controllers, including digital signal controllers and digital signal processors, are needed to execute a control, it's important to consider the associated costs.

This study may be expanded in the following ways in future studies:

1. The strength of the permanent magnet and the length of the armature core can cause the motor to stop by attracting the motor core, resulting in bending. To prevent this, the air gap should be at least 5 mm, or the shape of the metal core should be changed to a rectangle, with its small face opposite the magnet.

2. A frictional suspension can be used as a feed-forward to improve the accuracy of the controller. The friction parameters can be optimized for better results using BA and another algorithm.

3. Implementing state-space-based control algorithms requires a velocity signal, but when a velocity sensor is not available, a calibration can be used to calculate the speed from the position sensor signal. However, there is a delay between the sensor and the computer, which can result in an error. Therefore, sensor-less process monitoring can be employed to address this issue.
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Appendix A:

Design and modelling DC linear motor by using MagNet software.

This is the simulation for DC linear motor using MagNet. Figure 1 shows the configuration of the armature windings which were distributed along with the armature core. There are 28 independent coils distributed along of the armature core with enamelled copper wire of 0.5 mm in diameter. This allows for a maximum DC current of 29 A to flow. In addition, the armature windings are electrically independent of each other. The coils designed by 670 turns, with 42 mm length and 5.5 mm thickness. So, the air gap will be 6 mm. In this simulation, the air gap was 6 mm to avoid any increasing air gap and the current was around 5 A. The results were as shown below:

![Modelling linear Dc motor using MagNet](image)

Figure A.0.1 Modelling linear Dc motor using MagNet

Figure A.2 shows the computed radial component of the flux density in the airgap between the armature winding and the magnet in X direction.
Figure A.0.2 Magnetic flux distribution (T) in air gap B-x

Figure A.3 shows the computed radial component of the flux density in the airgap between the armature winding and the magnet in Y direction.

Figure A.0.3 Magnetic flux distribution (T) in air gap B-y
The figure below shows the line graph of the thrust force and position each time the mover moves.

![Thrust force vs Position](image)

Figure A.0.4 thrust force to the motor displacement.

Steady state friction and velocity curve MATLAB code

```matlab
% Draw the friction force.
sigma = 23.7;
Fc = 25.011;
Fs = 32.07;
vs = 0.04;
v = -0.5:0.001:0.5;

Fss = lugref_ss(v, Fc, Fs, vs, sigma);
figure
plot(v, Fss)
grid
xlabel('velocity (m/s)')
ylabel('friction force (N)')
title('friction force at steady condition')

function Fss = lugref_ss(v, Fc, Fs, vs, sigma)
r = -(v/vs).^2;
Fss = Fc * sign(v) + (Fs - Fc) * exp(r) .*sign(v) + sigma * v;
end```
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The Table below shows the distance with which coils must energise each time the mover moves with 6 mm. in the simulation all distance has been tested.

<table>
<thead>
<tr>
<th>Position</th>
<th>W1</th>
<th>W2</th>
<th>W3</th>
<th>W4</th>
<th>W5</th>
<th>W6</th>
<th>W7</th>
<th>W8</th>
<th>W9</th>
<th>W10</th>
<th>W11</th>
<th>W12</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>06</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>102</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>114</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>126</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>132</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>138</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>144</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>156</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>162</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>168</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>174</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>180</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>186</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>192</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>198</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>204</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>210</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>216</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>222</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>228</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>234</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>240</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>246</td>
<td>3</td>
<td>-3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix B:

Figure B.1 MATLAB Simulink of control position using SMC-DOB

Figure B.2 The tracking speed of the SMC with and without DOB
1 - Design the proposed controller

After simulating the linear DC motor and test the controller using Mathlab, it can be designed as well in Labview, it can design the proposed control using LabVIEW by a method called Math-Script. figure 5 shows the sliding mode control in LabVIEW designed by Math-script for a Linear DC motor.

![Sliding mode control in LabVIEW designed by Math-script.](image-url)
The linear DC motor has been designed in LabVIEW using mathematical model and state-space equations. Figure 6 shows sliding controller and plant.

![Figure B.5 Block diagram of sliding mode control of linear dc motor by LabVIEW](image)

**2 - Design laser sensor distance measurement**

A laser sensor measurement can be designed via LabVIEW using visa function to write/read from the sensor.

![Figure B.6 Block diagram of laser sensor measurement](image)

**3 - The Results**

Figure B.7 shows the results of the front panel and block diagram of the system.
Figure B.7 Motor speed and position measurement via LabVIEW

Table B.0-1 Load cell calibration

<table>
<thead>
<tr>
<th>Current</th>
<th>mV</th>
<th>Force</th>
<th>measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>47.5</td>
</tr>
<tr>
<td>2.5</td>
<td>1.9</td>
<td>23.76</td>
<td>55.4</td>
</tr>
<tr>
<td>3</td>
<td>2.6</td>
<td>32.52</td>
<td>63</td>
</tr>
<tr>
<td>3.5</td>
<td>3.4</td>
<td>42.53</td>
<td>70.6</td>
</tr>
<tr>
<td>4</td>
<td>4.4</td>
<td>50.04</td>
<td>78.2</td>
</tr>
<tr>
<td>4.5</td>
<td>4.6</td>
<td>57.54</td>
<td>85.8</td>
</tr>
<tr>
<td>5</td>
<td>5.7</td>
<td>71.30</td>
<td>93.2</td>
</tr>
<tr>
<td>5.5</td>
<td>6.4</td>
<td>80.06</td>
<td>101</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>87.57</td>
<td>108.7</td>
</tr>
<tr>
<td>6.5</td>
<td>7.6</td>
<td>95.07</td>
<td>116.3</td>
</tr>
<tr>
<td>7</td>
<td>8.2</td>
<td>102.58</td>
<td>123.8</td>
</tr>
</tbody>
</table>
Figure B.8 Step response of position control measurement via LabVIEW

Figure B.9 Sinusoidal response of position control measurement via LabVIEW
Bee’s algorithm MATLAB code

```matlab
%============= BEES ============%
%============= PoP Member = particle ==============%
clear
close all
Ra=7.1;
La=0.00117;
Kt=16.88; % the half length of the pendulum
Kb=16.88; % friction constant pendulum
fb=11.25; % friction constant cart
mt=6.74;
Tl=1;
M=(1/mt)*Tl;
Km=Kt/((Ra*mt)+(Kt*Kb));
Tm=(Ra*mt)/((fb*Ra)+(Kb*Kt));
C=(Ra*mt)/Km;
B=(Km/Ra*mt);
kg=((B*Ra)+Km^2)/(Ra*mt);
Cm=Km/Tm;
Nm=1/Tm;
ts=0.001;

maxitr=20;
nbees = 10; % the number of scott bees
msite = 5; % number of best scottts
elite=2; % the number of elits
other=msite-elite;
nelite=5; % the number of bees sent to the elites sites
other=3; % the number of bees sent to the other sites else elit
ngh=[0.01,0.01,0.01]; % the interval length for nigherbing for variable 1
```

Figure B.10 Step response of control position measurement with 10 kg payload.
nvar=3; %number of variables
Lb=[1 1 0]; %lower boundary
Ub=[10 10 0.9]; %upper boundary you can define a SS matrix as like
SS=[-10,20; 10,50]
object = @slidingM;
bestmatrix=zeros(maxitr,1); %a matrix to draw the result of search progress

pop = Lb+(Ub-Lb).*(nbees,nvar); %initial population is generated

pop(:,:,nvar+1)=object(pop);
functionevaluation=nbees;
itr=0;

while itr<=maxitr
itr=itr+1

bestmatrix(itr,1)=pop(1,nvar+1);

popelite=zeros(elite*(1+nelite),nvar+1);
popother=zeros(other*(1+other),nvar+1);

for i=1:elite
    popelite(i,:)=pop(i,:);
    for j=(i*nelite-nelite)+1:i*nelite
        max=pop(i,1:nvar).*(1+ngh);
        min=pop(i,1:nvar).*(1-ngh);
        for z=1:nvar
            if max(1,z)>Ub(1,z)
                max(1,z)=Ub(1,z);
            elseif min(1,z)<Lb(1,z)
                min(1,z)=Lb(1,z);
            end
        end
        popelite(j+elite,1:nvar)=min+(max-min).*rand(1,nvar);
        popelite(j+elite,nvar+1)=object( popelite(j+elite,:));
        functionevaluation=functionevaluation+1;
        end
    end

for i=1:other
    popother(i,:)=pop(i+elite,:);
    for j=(i*nother-nother)+1:i*nother
        max=pop(i+elite,1:nvar).*(1+ngh);
        min=pop(i+elite,1:nvar).*(1-ngh);
        for z=1:nvar
            if max(1,z)>Ub(1,z)
                max(1,z)=Ub(1,z);
            elseif min(1,z)<Lb(1,z)
                min(1,z)=Lb(1,z);
            end
        end
        popother(j+other,1:nvar)=min+(max-min).*rand(1,nvar);
        popother(j+other,nvar+1)=object( popother(j+other,:));
        functionevaluation=functionevaluation+1;
        end
    end
\[\text{min}(1, z) = Lb(1, z);\]
\[\text{end}\]
\[\text{end}\]
\[\text{popother(j+other,1:nvar)=min+(max-min).*rand(1,nvar);}\]
\[\text{popother(j+other,nvar+1)=object(popother(j+other,:));}\]
\[\text{functionevaluation}=\text{functionevaluation}+1;\]
\[\text{end}\]
\[\text{end}\]
\[\text{temp}=[\text{popelite;popother}];\]
\[\text{temp}=	ext{sortrows(temp,nvar+1)};\]
\[\text{popmsites}=Lb+(Ub-Lb).*rand(nbees-msite,nvar);\]
\[\text{popmsites(:,nvar+1)=object(popmsites);}\]
\[\text{functionevaluation}=\text{functionevaluation}+nbees-msite;\]
\[\text{pop}=[\text{temp}(1:msite,:);popmsites];\]
\[\text{pop}=	ext{sortrows}(pop,nvar+1);\]
\[\text{end}\]
\[\text{Lam} = \text{pop}(1,1)\]
\[\text{K} = \text{pop}(1,2)\]
\[\text{seg} = \text{pop}(1,3)\]
\[\text{plot(bestmatrix)}\]
\[\text{disp("optimum Answer is =")}\]
\[\text{disp(pop(1,:))}\]