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Abstract

This thesis is focused on the study and analysis of Patronizing and Condescending

Language (PCL) towards vulnerable communities. Someone using PCL displays a

superior attitude towards others, raising a feeling of compassion and pity. PCL feeds

stereotypes, causes discrimination and reinforces inequalities.

In this work, we analyze how NLP can help us to detect and categorize PCL, while

enhancing human understanding of such language. To achieve this, we introduce a

novel task to the NLP community, namely the Detection and Categorization of PCL

towards vulnerable communities. This thesis contributes valuable insights by provid-

ing annotated data, baselines, and qualitative analysis from various experiments.

The work developed in this thesis started with the creation of the Don’t Patronize Me!

(DPM!) dataset, with paragraphs extracted from media sources. Each paragraph

was annotated to identify PCL and the specific techniques employed to express the

condescension. A taxonomy of PCL categories was also introduced to classify these

techniques. We analyzed the effectiveness of language models in detecting and

categorizing PCL, showing that non-trivial results can be achieved, but room for im-

provement remains. We furthermore explored the impact of prior knowledge through

transfer learning, revealing that exposure to certain types of data can benefit PCL

detection models. Additionally, we share insights gained from organizing a SemEval

task focused on PCL detection, which demonstrated that a judicious combination of

standard models and SoTA techniques can achieve remarkable results. However, a

closer look at the dataset unveiled that there are two types of PCL, namely linguistic
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and thematic, and that the training data significantly influences the model’s ability to

detect specific PCL types. Overall, our findings confirm that language models can

detect and categorize PCL to some extent, but specific approaches tailored to its

unique characteristics are necessary. These findings improve our understanding of

PCL and offer directions for future research.
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Chapter 1

Introduction

1.1 Background and Motivation

Nowadays, we live in a globalized world with increasing access to digital journalistic

communication. In this context, how the media decides to cover news stories about

vulnerable communities, might make an important social impact. For instance, the

choice of a specific type of language when referring to an underrepresented group

or a vulnerable situation, frames the story and positions both the author of the piece

and the community they write about, by establishing (unbalanced) relations of power

and privileges. Our research looks specifically at the use of Patronizing and Con-

descending Language (PCL) towards vulnerable communities, as a unique case of

generally unintended harmful language widely used in the media. In the context of

this thesis, PCL is defined as a type of discourse that shows a superior attitude to-

wards others or depicts them in a compassionate way, raising a feeling of pity among

the audience. 1

1In our work we use the joined term Patronizing and Condescending Language because both pat-
ronizing and condescending are commonly used as synonyms in the literature, with works referring
to one or the other indistinctly. Most dictionaries also treat them almost as interchangeable although
some linguistic forums point to subtle differences in the definitions of both terms. The main difference
lies in what actor takes the stage of the unbalanced relation, with patronizing usually referring more
to the inferiority of the community or person object of the message, and condescending stating the
superiority of its author.



2 1.1 Background and Motivation

Consider the following examples2:

"People don’t understand the hurt, people don’t understand the pain. I’ve

read about women with their children sleeping in cars, sleeping in hotel

rooms and it’s criminal. If they’re lucky and they come across COPE

Galway and the ladies in Osterley, then there’s hope."

"December should serve as a time when we look with compassion at the

fate of migrants, refugees and the internally displaced. It is especially a

time when we must plan and increase resources for creative action."

"Can’t help if people want to flee a beggar country and take up citizenship

of a good country so that their children become educated. If they live in

hopeless for ever Sri Lanka they will end up as maids and servants in

prosperous India and China."

All three examples imply a position of superiority of the author regarding the per-

son or community they are referring to, suggesting an imbalance in terms of power

and privilege [52]. At the same time, the members of the vulnerable community are

presented as victims, with the text explaining a painful, difficult or unfair situation,

where the author and their audience are in a position to help or advise. This ap-

proach to vulnerability feeds what has been called the Pornography of Poverty [114],

a communication style which explicitly depicts vulnerable situations in a compas-

sionate tone to move its target audience to (charitable) action. The three examples

express a dichotomy between a victim and a saviour, reinforcing the concept of the

(white) saviour syndrome [9, 162], suffered by those in a more privileged position.

Also from these examples, we can infer that the use of PCL is not always conscious

and the intention of the author is often to help the person or group they refer to (e.g.
2These examples, as well as other examples that we will use throughout the thesis are taken from

the DPM! dataset, a corpus of paragraphs extracted from news stories about vulnerable communities,
that will be described in Chapter 3.
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by raising awareness or funds, or moving the audience to action) [180, 105]. How-

ever, these superior attitudes [157] and the discourse of pity can routinize discrim-

ination and make it less visible [115]. Thus, unfair treatment of vulnerable groups

in mass media might lead to greater exclusion, inequalities and discrimination [116].

Moreover, due to its sometimes unconscious and generally well-intended nature,

PCL is used by writers and accepted by their audiences with low defence, which

further helps to enlarge distances, differences and inequalities between communit-

ies. This is why we believe that research towards the detection and understanding

of PCL can help to build more responsible communication and, as a consequence,

more responsible societies.

The discourse of condescension has been a topic of interest across a wide range of

disciplines, including Linguistics, Politics, Journalism and Medicine [101, 59, 80, 28,

42, 118]. However, the rapid growth of digital communication calls for an automatic

approach to PCL detection, such as the one Natural Language Processing (NLP)

can provide. The study of unfair, ideological, offensive or misleading discourse has

become an important and well-nourished topic of interest within the NLP research

community. However, most works on this topic address messages with a flagrant

and clear intention of harm or deception, such as hate speech [187, 188], offensive

language [7], fake news [30] or propaganda [32, 33, 49]. More recently, researchers

in NLP have also shown their interest in more subtle expressions of harmful lan-

guage, such as condescension and other ways of expressing superior attitudes and

power inequalities through language. For instance, in 2019 Wang and Potts [175]

introduced the Talk Down dataset, which is focused on condescending language in

social media. A year later and in the framework of this thesis, we released the Don’t

Patronize Me! (DPM) dataset [125], which is focused on the way in which vulnerable

communities are described in news stories. Together with the dataset, we introduced

the task of automatic detection of PCL towards vulnerable communities, which differs

from previous attempts of addressing condescending language in two main aspects:

1) Our task focuses in indirect discourse, as it uses news stories covering vulnerable
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communities and situations, which makes the condescension usually unconscious

and with good intentions, and 2) we focus on the analysis of PCL towards underrep-

resented groups. Other recent works addressed some closely related aspects, such

as how language conceals power relations [151], expresses authoritarian voices as

empathy [195] or dehumanizes minorities [104].

However, PCL detection and categorization still present important challenges for the

research community. Some of them are summarized as follows:

a. PCL tends to be a subtle and very subjective kind of language. The back-

ground of both the author and the audience of a message might influence in

the assessment of a text as being condescending or not. Also, the good in-

tentions behind a potentially condescending message might become an emo-

tional barrier for some people to label it as condescending. These features of

PCL would presumably make it harder to detect, both for humans and for NLP

models.

b. PCL detection often seems to require commonsense knowledge and a deep

understanding of human values and ethics [127], aspects where even the most

advanced NLP models, such as Language Models, have shown their limita-

tions [197, 85]. For instance, a person can use their knowledge of a specific

sociopolitical situation or their understanding of morality to decide if a message

contains PCL or not, whereas this would pose a significant challenge for NLP

models.

c. PCL towards vulnerable communities is a complex phenomenon which encap-

sulates a broad spectrum of linguistic features, communicative purposes and

ideological positions regarding potentially vulnerable communities. This sug-

gests that there might not be a unique model to address all kinds of PCL and

that, therefore, different approaches might be needed to detect and analyze

different forms of PCL.
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With these challenges in mind, we present our hypothesis and research questions

in Section 1.2.

1.2 Hypothesis and Research Questions

Our research is based on a two-fold hypothesis:

1) Patronizing and Condescending Language can, to some extent, be automatically

detected and categorized by Language Models, in spite of its subtle and subjective

nature. However, its detection often requires commonsense reasoning, as well as

world knowledge and an understanding of human values, which will pose a challenge

for NLP models.

2) The analysis of PCL from an NLP perspective can help us to improve our under-

standing of the nature and features of PCL towards vulnerable communities.

In order to verify these hypotheses, the following research questions are addressed:

Research Question 1. How easy it is for human annotators to identify PCL to-

wards vulnerable communities? Do human annotators agree in their assessments

about the presence of this type of language?

Research Question 2. To what extent can Language Models identify and categor-

ize PCL? Which NLP techniques are best suited to address this challenge?

Research Question 3. What does a model need to know to better identify PCL?

To what extent would it need to understand human values?
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Research Question 4. Can current State-of-The-Art NLP models effectively gen-

eralize to address the complexity of PCL?

1.3 Contributions

The primary contribution of this thesis is the introduction of a novel NLP task, namely

the detection and categorization of Patronizing and Condescending Language to-

wards vulnerable communities, as well as establishing the foundations for future

work on this challenge with the introduction of quantitative experimentation and qual-

itative analysis. The specific contributions made through this research are as follows:

1. We created and released the Don’t Patronize Me! dataset, which contains

14,299 paragraphs about 10 vulnerable communities extracted from media

sources in 20 English-speaking countries or geographic areas. The dataset

has been manually annotated to show 1) whether the paragraph contains PCL

or not and 2) if it does, what category or categories of PCL are present in the

text. We performed a qualitative analysis of the data and applied different NLP

models for binary and multilabel classification in order to establish baselines

for future work. The dataset is available under request for research purposes.

This work was published at COLING 2020 [125].

2. We introduced a taxonomy of seven categories that can be used to express

PCL towards vulnerable communities, based on previous research on the dis-

course of condescension made from other disciplines, such as Sociolinguist-

ics, Cultural Studies, Journalism and Psychology. The taxonomy was included

as part of the introduction of the Don’t Patronize Me! dataset, published at

COLING 2020 [125].

3. We organized a shared task on the Detection and Categorization of PCL to-

wards vulnerable communities, which attracted the interest of 77 teams of NLP
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researchers. From these participants, finally 38 teams submitted a paper sum-

marizing their systems and contributions, which provided the community with

novel approaches and insights for future work on this challenge. We proposed

two subtasks: Subtask 1 presented a binary classification problem where parti-

cipants’ systems had to classify a paragraph as a positive or negative example

of PCL; in Subtask 2, participants had to assign up to 7 labels for the categories

of PCL that were present in a paragraph. This task was hosted at SemEval-

2022 and a summary of the outcomes was published at NAACL 2022 [126].

4. We explored what kinds of pre-training could help a model identify and classify

PCL. For doing this, we initially trained our models on a varied set of topics

to later fine-tune them on PCL detection. We found that models’ perform-

ance improves especially by transferring knowledge from data annotated with

sentiment, harmful discourses such as hate speech or offensive language, or

commonsense morality values. However, the limited gains acquired by this ap-

proach support the idea that PCL is a different and unique kind of language

which requires different and specific approaches. This work was published at

LREC 2022 [127].

5. We identified two main different phenomena in PCL, namely Linguistic and

Thematic PCL. While Linguistic PCL relies on how a certain message is ex-

pressed, Thematic PCL is based on the message itself, what is being said.

This latter type of PCL is harder to detect for NLP models if the training data

does not contain the same condescending topics which can be encountered

in the test data. We also showed that in the data available, some communities

tend to receive condescension in a more linguistic way, while for others, PCL

relies more on stereotypes or community-related themes. These findings were

published at the Workshop on NLP for Positive Impact 2022 [124].
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1.4 Thesis Structure

The remainder of this thesis is organized as follows:

• Chapter 2, Background and Related Work, provides an overview of the dis-

course of condescension and its potential impact among underrepresented

groups. Furthermore, we describe current NLP techniques for text classific-

ation and review previous works on tackling PCL detection, as well as other

related tasks.

• Chapter 3, An Annotated Dataset with PCL towards Vulnerable Communit-

ies, describes in detail the development of our dataset, including the curation,

preprocessing and annotation of the data. We also introduce our taxonomy of

PCL categories.

• Chapter 4, Qualitative and Quantitative Analysis of the Data, summarizes

the findings of qualitative analysis on the Don’t Patronize Me! dataset and

presents baseline results for PCL classification and categorization using a set

of popular NLP models.

• Chapter 5, Pre-Training Language Models for Identifying PCL: An Ana-

lysis, presents the different pre-training strategies we applied in order to trans-

fer knowledge from related tasks to PCL detection. In this chapter, we collect

the results of these experiments and perform a qualitative analysis to better

understand the nature of PCL.

• Chapter 6, Shared Task on Detecting and Categorizing PCL, analyses the

contributions of some of the best-performing teams which participated in our

shared task on PCL detection, and compares the results with new baseline

results on the same data setting. We analyse the models’ performance and

the findings and insights by the participating teams and draw conclusions for

future work.
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• Chapter 7, Identifying Condescending Language: A Tale of Two Distinct

Phenomena?, describes further experimentation and analysis on the data

based on the findings explained in Chapter 6, which led to the identification

of two different phenomena in PCL, namely Linguistic PCL and Thematic PCL.

• Chapter 8, Conclusions and Future Work, concludes this thesis by review-

ing how the results and findings reached during our work address the hypo-

thesis and research questions initially stated. We reflect on how this work is a

valuable knowledge contribution to the research community and for society in

general and suggest roads for future work in this area.

1.5 Summary

In this chapter, we have introduced the main topic of this thesis, namely the auto-

matic detection of Patronizing and Condescending Language towards vulnerable

communities. We have also justified the motivation behind our research topic and

briefly introduced some related works that others have conducted before us. Moreover,

we have discussed the challenges that still remain, our hypothesis and research

questions, as well as the main contributions derived from our research. The next

chapter will provide an extensive discussion of the related work in order to put our

research in context, before deepening into the technical contributions. We will fur-

thermore describe the NLP techniques that we have relied on in our work.
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Chapter 2

Background and Related Work

2.1 Introduction

This thesis is focused on the automatic analysis of a specific type of biased dis-

course, namely Patronizing and Condescending Language towards vulnerable com-

munities. The discourse of condescension, as well as the relationship between

power and language, has been widely studied from different disciplines, such as

Politics, Sociolinguistics and Media Studies [101, 59, 81, 28]. Many researchers in

NLP have also focused on studying biased language. However, traditionally, most

studies have focused on flagrant phenomena, such as hate speech or offensive

language [187, 188, 7], but have neglected discourses which would undermine oth-

ers in a more subtle way, such as PCL. Nevertheless, a number of recent works

have shown an interest in the analysis of PCL [175, 125], and related discourses

[151, 104]. In this chapter, we put this thesis in context, reviewing the existing lit-

erature on the research areas and approaches related to our work. Specifically, in

Section 2.2 we explore works from other disciplines to learn more about Patroniz-

ing and Condescending Language, as well as other kinds of discourses with similar

effects on society. In Section 2.3 we review the main NLP approaches to text clas-

sification used in our experiments. Last, Section 2.4 offers an overview of previous

works on the automatic detection of different types of human bias in text. Here, we

also review the latest approaches to detect the expression of social inequalities in
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text, such as the use of condescending language.

2.2 Patronizing and Condescending Language

2.2.1 Brief History of Condescension

The discourse of condescension has been widely studied throughout history, at-

tracting the interest of scholars from very different fields, such as Language Studies

[101], Sociolinguistics [59], Politics [80] or Medicine [92].

Language has been used since the first civilisations of humanity to establish (unbal-

anced) power relations and to maintain the status quo. The discourse of condescen-

sion arises as an inherent part of that relation between language and power, as it

implies the participation of (at least) two actors in the communication process, one in

a more privileged situation (source) than the other (either the receiver or the object

of the message).

Being condescending always connotes a difference in the status, class or situation

of the actors of the communication process. However, the meaning and social use

of condescension have changed over history. In his work on The Failure of Con-

descension [155], Daniel Siegel analyzes the evolution of the social acceptance of

a condescending discourse through its use in literature. He claims that until the

18th Century being condescending towards someone was received with gratitude

and admiration, as it was a concession for those in higher positions to care for those

inferior to them. However, in the early decades of the Victorian era (1837-1901) and

coinciding with some social revolutions (e.g. the voting reform or the idea that vul-

nerable people were not victims and that any person was able to help themselves

[159]), condescension begins to have negative connotations. As Siegel explains it,

to condescend someone was not seen anymore as a renounce to oneself, but as

a way of showing that renunciation; it was not seen as a way to help others, but
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to demean them and their capabilities for one’s own gain. This description of the

concept of condescension is still valid today. However, besides its negative connota-

tions, Patronizing and Condescending Language is used every day in a variety of

contexts, such as the health domain [143, 48], in inter-generational communication

[58, 83, 60, 13], in political discourse [82], in social media [175] or in news articles

[125], to name just a few.

2.2.2 PCL towards vulnerable communities

PCL towards vulnerable communities, as we study it in this thesis, is a subtle and

subjective kind of language where the author of a message expresses a superior

social, moral or intellectual attitude or position towards a third person or community,

often presenting them as victims or as unable to overcome their own situation. How-

ever, the use of this language, especially when targeted to vulnerable communities

is often unconscious and well-intended [180, 105]. An author might use PCL while

trying to help a community or individual, raise their voice for them or move their audi-

ence to (charitable) action. Nevertheless, the potential impacts of PCL can be very

harmful. Based on research on Sociolinguistics and cultural studies, we collect here

some of the potential harms of PCL:

• it fuels discriminatory behaviour by relying on subtle language [104];

• it creates and feeds stereotypes [51], which drive to greater exclusion, discrim-

ination, rumour spreading and misinformation [116];

• it establishes, consolidates and implements power-knowledge relationships

[52] by positioning one community as superior to others;

• it usually calls for charitable action instead of cooperation, so communities in

need are presented as passive receivers of help, unable to solve their own

problems and in need of external help to solve them;
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• it reinforces the dichotomy of a saviour and a helpless victim [9, 162];

• it tends to avoid stating the reasons for very deep-rooted societal problems, by

concealing those responsible or even, in some cases, by apportioning blame

to the underprivileged communities or individuals themselves [168];

• it proposes ephemeral and simple solutions [29], which oversimplify the wicked

problems [72] vulnerable communities face;

• it contributes to the "distorted and stereotyped representation" [24] that vul-

nerable communities and underrepresented groups frequently receive in the

media.

In summary, PCL routinizes discrimination [115] and makes it less visible, making

it more difficult for vulnerable communities to overcome difficulties and reach total

inclusion [116], especially when widespread by the media. Therefore, the news dis-

course becomes a subtle but consistent player in the maintenance and legitimization

of social inequalities [168].

In order to understand better the concept of PCL towards vulnerable communities,

we should not disassociate it from other closely related concepts that construct,

together, a system of inequalities supported by language. We review some of these

concepts in the next subsections, namely Discourse and Power, The Practice of

Othering, The Pornography of Poverty and The Coverage of Minorities in the Media.

2.2.3 Discourse and Power

The relation between discourse, power and social inequalities has been widely stud-

ied in Social Sciences, with scholars such as Pierre Bourdieu [16], Michel Foucault

[53]1 and Jürgen Habermas [67] as main representatives of this research area. Their

1Originally published in 1972
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works motivated the appearance of the Critical Discourse Analysis (CDA), an inter-

disciplinary approach that emerged from Critical Linguistics in the 1970s that looks,

among others, at the relation between power and language, and analyzes how dis-

course expresses social hierarchies and inequalities [46, 45, 181, 182, 28, 80, 54].

Previous works on CDA highlight how language can reinforce inequalities and exclu-

sion and perpetuate unbalanced power relations and privileges, which are distinctive

features of PCL. For instance, in his work Critical discourse analysis and the dis-

course of condescension, Huckin [80] states some of the linguistic techniques used

by authors of written text to express a condescending treatment. Next, we present

some of the most relevant for our work on PCL, together with examples extracted

from the Don’t Patronize Me! dataset, which will be presented in Chapter 3:

• Classification refers to the selection of a specific word, name or label to de-

scribe a situation or a community. Consider, for instance, a news article’s head-

line calling the Rohingya migrants "The Unwanted". The selection of words

here is already showing certain consideration towards the community.

• Connotation is used when the selection of words made by the author of a

condescending message carries more meaning than the one stated in a dic-

tionary. For instance, the reference to Western values is inherently opposing

these to other sets of values, which in some contexts might imply an idea of

superiority or condescension.

• Metaphors are also used to express something in a different way, and are

helpful as a means for euphemisms or to give a poetic touch to vulnerability.

For instance, expressions like restore the dreams of someone use metaphors

to express condescension.

• Presuppositions are very common in PCL and are used when the author

states as a fact something that is not known. For example, an author stating

"they will end up as maids and servants" is making a presupposition.
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• Modality refers to the use of modal verbs, which are widely used in condes-

cending language and project authority voices and attitudes. For example, the

sentences "we must help them" or "they should know better" reflect a condes-

cending treatment.

• Transitivity refers to who takes the roles of agent and patient in a sentence

and might be one of the most distinctive linguistic features of PCL. Sentences

like "The photo of a Hyderabad traffic policeman feeding an elderly homeless

woman has gone viral" or "the ladies had the chance to share their compassion

for those in need" show a clear difference between the agent of the action,

who is presented as a saviour of those in need, who are victims and passive

receivers of their help.

• Deletion or the deliberate omission of relevant information can be also used

to express power relations. For example, the agentless passive, or the con-

struction where the author omits the agent of the action, can be found in the

following sentence: "Lima is the fifth most dangerous city for women in the

world behind Cairo, Karachi, Kinshasa and Delhi. There are 30 attacks on

women a month and 10 are killed".

However, it is important to highlight that, as PCL, the expression of power inequalit-

ies through discourse is not necessarily intended or even conscious. It emerges just

as an expression of the status quo that the powerful, who traditionally enjoy the priv-

ilege of public discourse, perpetuate through common-sense assumptions implicit in

any linguistic interaction. As Fairclough [45] states, these assumptions constitute the

ideology of the author and thus, unbalanced power relations are reinforced simply

by reproducing the ordinary ways of behaviour towards others less privileged.
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2.2.4 The Practice of Othering

Another linguistic feature that helps us identify PCL towards vulnerable communities

is the distance that an author establishes between themselves and the community

they are referring to. With this treatment, the unprivileged group and their circum-

stances are referred to as something alien to our experience. They become the

others, different from us. According to Brons [17], the notion of othering emerges

from Hegel’s Master-Slave dialectic2 and grows in Post-colonial Studies and Fem-

inist Theory before spreading to other research areas, such as Psychology [93],

Healthcare [23] or Cultural Studies [37].

The practice of othering has served to distance communities and to create and rein-

force identities, both self and aliens’. It constitutes a pillar for racism, discrimination,

exploitation, wars or genocides [17], as the moment we do not identify a group of

people with us, we allow ourselves to treat them and consider them differently [23].

For instance, the othering is behind the creation of the concept of Orient as the

antithesis of Occident in a context of European or West Imperialism [148].

PCL also relies on othering vulnerable communities, in this case not for justifying an

offensive treatment, but for reinforcing the difference, the inequalities and the power

structures that put the author of a message in a position to condescend others.

Through this practice, the roles between both sides in a communication process are

assigned, with one being in a more powerful position than the other. In addition, and

according to Thomas-Olalde and Velho [166], "the formula of constructing a positive

self-image via the construction of a negative (or vulnerable) image of the other" lies

behind the creation of stereotypes, another distinctive feature of PCL.

2Published in his book Phenomenology of Spirit in 1807
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2.2.5 The Pornography of Poverty

The Pornography of Poverty (PoP) is a term used by development practitioners

to refer to a communication strategy that exploits either images or descriptions of

poverty and other tough situations to reach an often privileged audience and move

it to charitable action (e.g. make donations) [114, 131]. Such strategy has been

proven to work well for NGOs and news media, which have traditionally used it to

achieve their objectives, such as raising funds or engaging readers. However, the

harmful effects of this practice have also been stated by many [119, 131, 114]. On

the one hand, the continuous exposure to dramatic images and stories seems to

make audiences get used to them, relaxing the feeling of pity and guilt and, as a

consequence, the movement to action. On the other hand, there is, at least, an

equally harmful consequence of the Pornography of Poverty and this is the effect

that it has on the object of such messages. Through the PoP, vulnerable communit-

ies are presented as helpless, passive objects of others’ actions, victims awaiting a

saviour [131]. According to an article by Anne Buchanan in a publication of the Ca-

nadian Council for International Co-operation issued in 20023, with the PoP NGOs

(and media sources) practice a "yellow development", where the sensationalism of

the story is more important than the ultimate goal of equality and social justice. The

use of the PoP, therefore, poses many ethical issues. In the first place and accord-

ing to Oliver [119], the objects of such messages are hardly ever consulted about

the portrayal the media offers of them. Second, we should ask ourselves (as the

privileged side of this story) if that kind of communication works because it appeals

to our solidarity or because it reinforces our feeling of superiority. Also, as PCL,

the PoP ignores the responsibility of more powerful communities over inequalities,

portrays a narrowly framed picture of a bigger and extremely complex reality and

creates and reinforces stereotypes of need and incapacity.

3Anne Buchanan, “Beyond Stereotypes: Seeking New Images,” Au Courant 11, no. 1 (spring
2001), 4–6. https://ceim.uqam.ca/db/IMG/pdf/004_au_courant_spring_2002_en.pdf (Last access
May 2023).
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2.2.6 The Coverage of Minorities in the Media

Previous works on the relation of power and discourse also draw our attention to

the influence (voluntary or not) that public discourse has on society and how it helps

to construct a specific and inherently biased image of a certain situation or com-

munity in the mind of the audience. The media, as a speaker of public discourse,

has a great responsibility in the construction of these mindsets, for instance by us-

ing recurrent themes and stereotypes in the coverage of minorities [80]. According

to Van Dijk [168], the discourse of media contributes to the construction of ethnic

identities in society, which contributes to the maintenance of inequalities and unfair

treatment towards vulnerable communities. Along this direction, Huckin [81] stud-

ied the treatment of homelessness in the US in 1999. He collected a corpus of

163 newspaper articles and editorials which mentioned the keyword homeless and

analyzed, among others, the more recurrent themes and stereotypes related to this

community. Although the objective of his analysis was to detect a framed picture

of the homelessness reality, we also identify a condescending one. For instance,

he shows that the analyzed data includes "desire of independence" or "lack of life

skills" as common themes when referring to causes of homelessness. Moreover,

the theme "bad grooming" is highlighted as one effect of homelessness, and "re-

ligious support", "food donation" and "donated clothes" are common themes in the

discussion of public responses, which represent shallow and ephemeral solutions for

a structural, deep-rooted problem, and thus again reinforce the charitable, saviour-

victim treatment of a community. Using a similar approach, Díaz-Rico [39] analyzed

93 articles about Mexican immigrants from the Los Angeles Times, published in

2010. She claims that the selection of topics and themes is the most important as-

pect of Journalism and that newspapers use the drama of a story to gain attention

from their audience. Although the language and topics she analyzes in this work are

often openly discriminatory and offensive, she also finds expressions that, through

rhetorical figures, connotation and semantic selection, reinforce power relations and
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inequalities (e.g.“help new arrivals get on their feet”, or "ballot crusade").

2.3 NLP for text classification

2.3.1 Introduction

Natural Language Processing is the branch of Artificial Intelligence that focuses on

the automatic processing, analysis, generation and understanding of human lan-

guage. Some of the most popular NLP tasks include Text Classification, Machine

Translation, Question Answering or Summarization, to name just a few. In this thesis,

we focus on text classification, a downstream task in NLP that tries to build models

which are able to automatically classify a given textual input into a set of different

classes. Specifically, we work in a supervised learning setting, where the training

data provided to the model contains labels which assign one or several classes to

each input sequence. By training on that labelled data, the expected outcome is that

the model learns to associate specific features with each one of the classes, being

able afterwards to classify previously unseen and unlabeled textual inputs.

2.3.2 Brief History of NLP

Since the 1950s, different approaches have helped to improve the performance of

models on the task of automatic text classification. Next, we briefly introduce the

three main stages in the history of NLP.

Symbolic NLP (1950s-1990s). The earliest approaches to NLP consisted of rule-

based programs. Through a more or less complex system of rules, these programs

were able to simulate natural language understanding, or to interact to a certain

level of satisfaction with humans. Rule-based programs are still used nowadays, in
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spite of presenting certain limitations, such as the lack of sustainability or scalability,

as the models would need new rules to address new challenges. However, some

valuable resources developed during this stage of symbolic NLP, such as ontologies,

are still widely used in the field.

Statistical NLP (1990s-2010s). The arrival of the statistical revolution [86, 144]

in the late 1980s and early 1990s, together with the rapid growth of computational

power, gave way to a new paradigm, i.e., Statistical NLP. The new approach de-

veloped Machine Learning (ML) with statistical linear models, such as SVMs [31] or

Logistic Regression, which would learn from large corpus collections. After the birth

of the Web 2.04, these large amounts of data were more easily available due to the

exponential growth of digital communication and the democratization of the Internet.

Neural NLP (2010s-today). During the decade of the 2010s, neural networks in-

troduced new State of The Art (SoTA) results in ML in general and NLP in particular

[61, 63]. Neural networks process sequential data through a certain number of con-

nected layers which act as non-linear classifiers. Since the seminal work by Vaswani

et al. [171] with their paper Attention is all you need, the transformers architecture

took the stage in NLP. This novel approach has achieved SoTA results in most NLP

tasks, surpassing Recurrent Neural Networks (RNNs), such as LSTMs, which were

the most preferred models until the moment. Unlike RNNs which would process data

sequentially, transformers are able to process the entire input at the same time, thus

considering all the context for each word in a given sequence. This allows paralleliz-

ation, which leads to faster training processes. In turn, this facilitated the apparition

of large pre-trained language models.

4The term was first introduced by Darcy DiNucci in 1999 in his article Fragmented Future:
https://www.webdesignmuseum.org/web-design-history/web-2-0-1999 (last access May 2023), and
later popularized by O’Reilly in 2004[120]
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2.3.3 Data representation

In most NLP approaches, textual data needs to be presented as a vector or a numer-

ical representation of the words contained in a textual input, so that a computational

model can process it. In this thesis, we use three different types of representa-

tions in our experiments: Bag of Words vectors, word embeddings and contextual

embeddings.

Bag-of-Words (BoW). The Bag-of-Words model is one of the simplest ways of

representing a textual input. It encodes how many times each word from a given

vocabulary is present in a given text. The vocabulary can be given to the model as

an external set of words (for instance, a list of adjectives) or can be extracted from

the analyzed corpus using different techniques. One of the most popular approaches

is Term Frequency- Inverse Document Frequency or TF-IDF, which weights the im-

portance of each term by comparing the frequency of that term in a given document

with its frequency in the whole corpus. In this way, a k most-important-words vocab-

ulary can be extracted from the corpus with those words which are more relevant

for a given classification task. BoW representations do not consider the order of the

words or their relations with other terms, just whether they are present in the input

text, and usually generate very sparse vectors.

Word embeddings. A word embedding is a way of representing the meaning of

a word as a numerical vector in a vector space. Word embeddings emerge from

distributional semantics and the intuition that words with similar meaning should be

close to each other in a vector space, or as the popular cite by Firth says: "You

shall know a word by the company it keeps" [50]. Thus, these representations use

neural networks trained on large collections of data to assign each word a numerical

representation or vector that reflects its meaning. Word embeddings are known to

represent very well semantic and syntactic properties of language and have been
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widely used in many downstream NLP tasks, especially during the 2010s. In this

thesis, we experiment with word embeddings for our PCL classification task. Spe-

cifically, we apply one of the most popular models of word embeddings, namely

Word2Vec [107], which will be explained in more detail in Chapter 4.

Contextual embeddings One of the main limitations of word embeddings is that

they represent each word with a unique vector, without considering its context. Thus,

some semantic properties, such as polysemy, can not be captured by these models

[97]. This is solved with the apparition of contextual embeddings, which will look at

the entire input at once, therefore considering the context for each one of the gener-

ated embeddings. These contextual embeddings are trained mainly with Language

Models (LM), which use the transformer architecture to learn word representations.

These representations are nowadays used on most downstream NLP tasks, includ-

ing text classification. Their associated LMs, such as BERT, constitute the most

popular approach in the majority of NLP challenges, achieving SoTA results in most

of them. We will talk more about LMs in the next section.

2.3.4 Popular Approaches to Text Classification

In this subsection, we review some of the most popular approaches for text classi-

fication. We only consider the models which we apply to our experiments, namely

Support Vector Machine (SVM); Recurrent Neural Networks (RNN), specifically Bid-

irectional Long-Short Term Memory neural networks (BiLSTM), and Language Mod-

els, built over a transformers architecture.

Support Vector Machine. SVM is a supervised Machine Learning technique that

tries to separate instances from different classes by maximizing the margin between

them. A SVM model projects the input instances in a vector space and draws a
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Figure 2.1: Representation of a linear SVM

hyperplane able to divide the instances of the different classes. The test instances

are then projected into the same space and the model will assign them a class

depending on where in the map they fall. SVMs can also handle non-linear problems,

by projecting the input instances to a higher dimensional space and modifying the

kernel configuration. Figure 2.1 shows a representation of a linear SVM.

Recurrent Neural Networks. Neural networks are another Machine Learning tech-

nique widely used in supervised learning. They take inspiration from how the human

brain works, trying to replicate the synapses in our brain with the connection between

artificial neurons. A neural network takes a sequence as input data, which passes

through a set of hidden layers, each one with a specific number of connected neur-

ons or nodes, until reaching a last output (or classification) layer, which will assign

a class label to the input data. Neural networks are usually initialized randomly, by

assigning random weights to the connections between nodes. These weights are

readjusted during the training process, by comparing the predicted label with the
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Figure 2.2: BiLSTM architecture

correct label [61]. Recurrent Neural Networks [44] are good at capturing not only

syntactic and semantic properties, but also structural features of the input data, as

they consider the context of each word. This can be done in a feed-forward way or,

as is the case of BiLSTM, in a bidirectional way [74, 153]. However, neural networks

only look at each word’s context by considering the previous and the next word in

the input sequence, which might still miss relevant contextual features of the data.

Figure 2.2 shows the architecture behind a BiLSTM neural network.

Pre-trained Language Models. Pre-trained Language Models constitute the most

popular approach in NLP and are achieving SoTA results in most NLP tasks, includ-

ing automatic text classification. LMs are based on the transformers architecture

[171], which, for the first time, allowed automatic models to process all the words of

an input sequence at the same time, using a novel attention mechanism to provide

context for every position of the sequence. On the one hand, this leads to the cre-

ation of contextual embeddings, which are able to represent the meaning of each

word in context and which are inherently linked to LMs. On the other hand, the ca-

pacity of processing the whole sequence at once reduced training times, allowing

these models to be pre-trained on large corpora, which in turn allows them to cap-
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Figure 2.3: Transformers architecture, extracted from Vaswani et al. [171]

ture more subtle or implicit features of language. BERT(Bidirectional Encoder Rep-

resentations from Transformers) [38], is one of the most popular LMs, from which

many others have been developed afterwards. Figure 2.3 shows the transformers’

architecture.

One of the most popular approaches using LMs consists of initializing the model from

the pre-trained version, e.g., pre-trained BERT embeddings, and fine-tuning those

initial representations in the target task intended to be solved. By fine-tuning, the

weights for each word are updated with new specific knowledge about the task (e.g.,
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linguistic features). If the training data is labelled, we can also train a classification

layer which will allow the model to classify new data. For instance, if we want to fine-

tune a BERT model on PCL classification, we will fine-tune both the BERT model

and the classification layer at the same time.

2.3.5 Transfer Learning

Transfer learning is a ML technique that tries to improve the performance of auto-

matic models by transferring the knowledge from a similar task to the target task, with

the expectation that the transferred knowledge will help to solve the final challenge

[196]. These related tasks are also called auxiliary or source tasks. For instance,

a model aimed to perform well in classifying PCL might need to learn before about

stereotypes or moral values. This knowledge, presumably, will help the model to

identify whether a specific text is condescending. Approaches using transfer learn-

ing would first train a model in one or several auxiliary tasks. The resulting model

would then be trained and evaluated in the target task. Transfer learning can be

applied either to provide the model with related knowledge that might help solve the

task, or to provide extra information if there is scarce availability of training data on

the desired domain [179].

However, the knowledge transferred from other tasks does not always help to im-

prove the performance on the target task. The negative transfer [66], or a loss in

the performance of a transfer learning model, might occur due to several reasons,

such as the limited relevance of the source task for the target domain, or the limited

capacity of the model for transferring the appropriate knowledge across domains

[196].

The catastrophic forgetting [102, 142] is another undesired consequence of some

approaches of transfer learning, such as fine-tuning LMs. In this process and as

we already saw before, the weights of the LM change to adapt to the new task,
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which might make them forget some of its previous knowledge. Considering that

these models have been pre-trained on vast amounts of data, missing part of that

knowledge might lead to a poorer performance on the target task, even when the

knowledge transferred by the auxiliary task is appropriate.

According to Zhuang et al. [196] transfer learning (TL) approaches can be categor-

ized from different aspects, such as the problem we are trying to solve or the solution

we are seeking.

On the one hand, considering the problem categorization, we can classify TL as

follows:

Depending on what labels are available:

• Transductive, if we only have the labels for the auxiliary or source task.

• Inductive, when the labels for the target task are available.

• Unsupervised, if no labels are available for any of the two tasks.

Depending on the consistency between auxiliary and target data domains:

• Homogeneous, when both tasks share the same domain or the differences

between their feature spaces are just marginal.

• Heterogeneous, when the domains of the source and target tasks are different

and the representation of a word in one task does not necessarily correspond

to the same word’s representation on the second task.

On the other hand, looking at the solution categorization, TL can be:

• Instance-based, which consists of assigning different weights to the instances

in the source domain in order to adapt them to the target task.
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• Feature-based, which transforms the representation of the original features

into a new representation, more suitable for the target domain.

• Parameter-based, when the knowledge is transferred at model level.

• Relational-based, which transfers the logical relations learned from the auxili-

ary task to the target task.

In this thesis, we experiment with inductive, heterogeneous, parameter-based TL.

Specifically, we use LMs to extract knowledge from several related tasks which can

be later applied to PCL detection.

We use two different approaches, namely full fine-tuning and the use of adapters

[75], which are introduced as a means to avoid catastrophic forgetting. We will talk

about these approaches in Chapter 5.

2.4 Bias in NLP

2.4.1 Sources of bias in NLP

Bias in NLP can be defined as the (lack of) fairness of NLP models regarding their

performance on different types of data or populations. Bias might be introduced

during the process of selecting and processing data, designing the research process

or building the models.

Hovy and Prabhumoye [76] outline five different sources of bias in the NLP process,

which we briefly explain as follows:

• Bias from data selection. The moment a researcher selects some data to de-

velop their experiments, they are introducing bias. As an example, consider the

source of the data. Choosing data from media sources will present the models
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with a language that differs from that used on Tik-Tok, a social media platform

mainly used by teenagers. Also, the demographics of the authors will be dif-

ferent, as it will be the purpose of the message. A model trained on the first

type of data, therefore, will probably perform poorly on the second type of data.

Even in a model meant to work only with data from a specific source, such as

media, the data selection will not represent all the data available, therefore the

selection will again introduce bias such as language or political stance.

• Bias from data annotation. The annotation process will also introduce bias

in the process. The demographics, background or values of the annotators

will inherently bias their annotation [152], especially if the labels considered

on the task are subjective or rely on previous knowledge. For instance, if the

task implies assessing offensive language towards women, a female annotator

and a male annotator might introduce different types of bias. Furthermore, a

mismatch between the annotator’s and the author’s social or linguistic rules

might lead an annotator to interpret a message differently from the way in which

it was intended [150].

For our dataset, we will address these two kinds of data-related biases in

Chapter 4, following Bender and Friedman [10]’s work on mitigating bias in

NLP systems.

The remaining three sources of bias following Hovy and Prabhumoye [76]’s

work are not the focus of this thesis, but we acknowledge their influence on the

performance of NLP models. These are as follows:

• Bias from input representations. Embeddings carry bias and stereotypes

from the data they are pre-trained on [22, 19, 163]. Detecting and mitigating

these biases is an important area of interest for many researchers, both for

word embeddings [14, 99, 62] and contextual representations [192, 8]. These

biases are sometimes amplified in cross-lingual settings [193].

• Bias from models. In addition to the biases contained in the data and car-
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ried by word representations, Machine Learning models introduce a new issue

called bias overamplification [68, 173]. Overamplification happens when ma-

chine learning models not only reproduce, but amplify the biases encountered

in data, making certain predictions at a higher rate than expected based on

the data statistics. For instance, according to Zhao et al. [191], given a data-

set where the activity of cooking was 33% more likely to be associated with

women, a trained model would amplify the probability of predicting the class

women to 68% on the test set. Bias amplification by ML models might lead

to perpetuating undesired stereotypes [190, 40, 191] or to achieving unequal

performance depending on the analyzed population [20].

• Bias from research design. The way in which a researcher designs their work

will also introduce biases in the process. For instance, the language of the

analyzed data, the geographic origin and demographics of their authors, the

topics we choose to do our research on or even the composition of research

groups will bias the model and its results [76].

We will cover the biases introduced in our research in the following chapters, espe-

cially in Chapter 3, where we introduce our dataset.

2.4.2 NLP to detect human bias

We consider that being aware of and transparent with the biases we introduce in

our research is a social responsibility for researchers. In addition, we think bias

has a different dimension in NLP, which is where our work fits in. NLP can help

to detect and mitigate human bias in order to help us achieve more responsible

communication.

NLP has been targeting biased language for a long time, and tasks such as senti-

ment analysis [133, 134, 146, 122, 6], hate speech [7] and offensive language de-

tection [187, 188] have become well-established challenges in the community. PCL
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is an equally harmful but subtler kind of language which has not yet received as

much attention as other more aggressive, flagrant or explicit phenomena. However,

we consider that the advances in the detection of other human biases will also help

to detect condescension. Next, we briefly introduce some of the main NLP topics

that might also help with our target task:

Abusive language. Online abusive language has been a central topic of NLP re-

search for a long time, whether it is generalized or directed towards a specific per-

son, explicit or implicit [177]. One of the most studied types of abusive language

is hate speech, which attacks a group or an individual based on perceived aspects

of identity (e.g. sexual orientation, ethnicity or ideology) [176] and which according

to Yin and Zubiaga [185] can be particularly harmful for marginalized communities.

Although hate speech and offensive language have been used as synonyms in the

past [176, 64], there are important differences between them. For instance, hate

speech, as a type of abusive language, has a clear intention of damaging others,

whereas the offensiveness of a message might be more subtle and depend more on

the receiver’s response [185]. Therefore, hate speech should not be mistaken with

PCL, as the intention of the message is completely different. However, a condes-

cending message will be necessarily offensive if the condescension is perceived. In

spite of the aforementioned differences, the target of any harmful message is usu-

ally the same, those more unprivileged or underrepresented communities. For this

reason, we consider that learning about hate speech and offensive language might

contribute towards a better (automatic) understanding of PCL.

Stereotypes and Rumour Propagation. Messages about vulnerable communit-

ies or underrepresented groups often feed stereotypes and assumptions which con-

tribute to discriminatory behaviour and the creation and propagation of rumours.

This creates a potentially harmful collective mindset regarding underrepresented

communities, feeding misunderstanding, hate and exclusion [15]. In the last years,
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researchers in NLP have tried to detect the presence and propagation of these phe-

nomena [112, 198] or the veracity of them [36, 65].

Stereotypes, as well as rumours, are not necessarily ill-intended. In fact, rumours

could be the expression of wishful thinking, although they can also feed fear or hate

[90]. Stereotypes might also try to highlight positive characteristics. For instance,

stereotypes such as resilient, strong or brave might sound like familiar attributes

assigned to vulnerable groups in the media. However, the spreading of a biased

assumption or unverified information about a community does not help mutual un-

derstanding and inclusion. A biased consideration of others might lead to discrim-

inatory behaviour (or language) towards them, either more flagrant and aggressive,

such as hate speech, or more subtle and well intended, such as condescension.

Human values, sentiment and emotion detection. Researchers in NLP have

also tried to incorporate social values and emotions into their models in order to

better reproduce human behaviour. For instance, sentiment analysis (SA), which

pursues the automatic classification of an opinion’s polarity, has become one of the

most popular NLP tasks both in research and in industry [133, 134, 146, 122, 6].

Over the last years, the task of SA has evolved from a simple, binary classification

task to more sophisticated and fine-grained analysis [95], which has allowed the

NLP community to face different and more complex challenges.

The task of emotion detection [110, 25, 154] constitutes a different scenario from

SA, as the focus of the analysis falls on the subject, instead of the object of the

opinion [113]. The classification task becomes more complex, as it is generally a

multiclass problem [132, 55] and the emotions might be expressed in a more subtle

way [103]. As a third step in complexity and abstraction, we might find the task of

human values detection. Researchers such as Rezapour et al. [145] or Hendrycks

et al. [73] have provided the community with resources such as lexicons and annot-

ated datasets which are aimed at training NLP models to understand human values.
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Although these approaches try to make NLP more human, they do not come without

ethical concerns, as introducing social values will inherently introduce social biases.

Moreover, most models try to focus on universal principles, however, every situation

might involve specific values [165], which makes it more difficult for models to gen-

eralize [96].

PCL detection. The types of discourses previously discussed in this section are

an example of the traditional focus of the NLP community when studying harmful

language. As Banko et al. [4] present in their taxonomy of harmful content online,

harmful language has been traditionally seen as a more or less explicit, aggressive

and flagrant phenomena. However, most of these works only refer to speech that

purposely intends to harm others, leaving out other kinds of unintended or at least

more subtle but equally harmful ways of undermining language, as is the case of

PCL.

Recently, however, some work on condescending language has started to appear.

For instance, Wang and Potts [175] introduced the task of modelling condescension

in direct communication from an NLP perspective, and developed a dataset with

annotated social media messages. They reckon the difficulty of detecting condes-

cension both for automatic models and humans, who are sometimes unaware of

being the target of condescending treatment. Moreover, one of their conclusions

reinforces the idea that context is often needed to classify a message as containing

condescending language. Although their work focuses on texts which are intently

condescending, they acknowledge the existence of messages that can condescend

in an unconscious way. However, the damage these unconscious messages can

cause is hardly mitigated by the lack of intent.

Although the focus on condescension is a recent phenomenon in NLP, other works

have focused on closely related topics before. For instance, Sap et al. [151] discuss

the social and power implications behind certain uses of language, an important
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concept in the unbalanced power relations that are often present in condescending

treatment. In their work, they highlight that the power implications of certain dis-

courses are reflected in the implicit meaning of what is said, and because of this,

NLP models often find difficulties to detect such language. Moreover, they release

the Social Bias Inference corpus, with annotations of social implications towards

specific groups, which is aimed at training models on identifying social biases. How-

ever, they recognize the need of injecting commonsense reasoning into NLP models

in order to help them understand these bias frames.

Also related to unfair treatment of underprivileged groups, Mendelsohn et al. [104]

analyzed, from a computational linguistics point of view, how language has dehu-

manized minorities in news media over time. They point out the power that media

has in creating a specific mindset towards underrepresented groups and how im-

plicit dehumanization of some communities might lead to discrimination and hate.

The concept of othering, as we saw before, is also related to the dehumanization

of vulnerable communities and to condescension. Authors like Burnap and Williams

[21] and Alorainy et al. [3] have addressed the detection of this harmful practice.

Other authors such as Ortiz [121], Price et al. [136], Gilda et al. [57], Han and Ts-

vetkov [69] have also considered condescension as a type of subtle but harmful

language present in unhealthy conversations.

2.5 Summary

In this chapter, we have reviewed the existent literature on condescension and other

closely related topics that reflect the relation between language and power and which

are relevant for understanding PCL. We have also introduced the field of NLP for text

classification, as well as some of the most popular techniques which have been used

in our experiments. Last, we offered an overview of those NLP tasks and works

which have focused their attention on the detection of human biases, with a last
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section dedicated to efforts on detecting more subtle but equally harmful types of

discourse, such as condescension. With this overview of the related work, we have

put our thesis in context and have justified the need for our research. In the next

chapters, we will introduce the motivation that has moved our work, the experiments

conducted and the results obtained in the framework of this thesis.
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Chapter 3

An Annotated Dataset With PCL

Towards Vulnerable Communities

3.1 Introduction

In this chapter, we introduce the Don’t Patronize Me! (DPM!) dataset, which is aimed

at supporting the development of NLP models for identifying and categorizing lan-

guage that is patronizing or condescending towards vulnerable communities (e.g.

refugees, homeless people or poor families). The DPM! dataset constitutes the

seed data for our research in the framework of this thesis and was released in its

first version in December 2020 [125]. In 2022, we published a dedicated test set,

which complements the data presented in this chapter and which will be introduced

in Chapter 6.

In the next sections, we explain the process of creating the DPM! dataset, including

motivation, task definition, data curation and annotation. We analyze the potential

biases that we might have introduced during these processes, and expose the per-

ceived limitations of this contribution.
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3.2 Motivation and Task Definition

The motivation behind the construction of the DPM!1 dataset is to provide the NLP

community with a novel resource to encourage research on a new task, namely the

detection and classification of PCL towards vulnerable communities in the media.

In the previous chapter we defined PCL as a kind of language that shows a superior

attitude towards others, or treats them with compassion or pity. In the context of

vulnerable communities and the media, PCL is often used unconsciously and with

the intention to help, for instance by raising awareness or funds, or moving the audi-

ence to action. Interpreting a message as condescending might also depend on the

reader and their background. These are some of the reasons why PCL detection

poses a challenge both for NLP systems and human annotators. With the objective

of clarifying the purpose of the task, we next include some hints to correctly detect

such kind of language.

3.2.1 How to identify PCL?

In this work, we analyze discourse on vulnerable communities. We will consider a

piece of text as containing PCL when, referring to an underprivileged individual or

community, we can identify one or several of the following traits:

• The use of the language states the differences between the ‘us’ and the ‘them’.

The vulnerable community is depicted as different to us, with other experiences

and life stories. This discourse establishes an invisible distance between the

two communities.

• The language raises a feeling of pity towards the vulnerable community, for

example by abusing adjectives or by recurring to flowery words to depict a
1Available under request for research purposes at https://github.com/

Perez-AlmendrosC/dontpatronizeme.

https://github.com/Perez-AlmendrosC/dontpatronizeme
https://github.com/Perez-AlmendrosC/dontpatronizeme
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certain situation in a literary way (e.g., metaphors, euphemisms or hyperboles).

• The author and the community they belong to are presented as saviours of

those in need. Not only do the first have the capacity to solve the problems of

the vulnerable, but also a moral responsibility to do so. The superior or priv-

ileged community is also presented as having the knowledge and experience

to face and solve the problems of the disadvantaged.

• In the opposite direction, the members of the vulnerable community are de-

scribed as lacking the privileges the author’s community enjoys, or even the

knowledge or experience to overcome their own problems. They will need,

therefore, the help of others to improve their situation.

• The vulnerable community and its members are presented either as victims

(i.e. overwhelmed, victimized or pitied) or as heroes just because of the situ-

ation they face.

3.2.2 What is not PCL?

It can be easy to classify a piece of text as condescending towards vulnerable com-

munities mistakenly. We want to highlight, in particular, the following two situations

where the language that is used to talk about underprivileged groups is not condes-

cending.

• Because they might be experiencing vulnerability, the news about underrep-

resented groups often depict rough situations. The description of an extreme

situation can be harsh and stark and leave the reader with a feeling of sadness

and helplessness, while not necessarily being condescending.

• With PCL, the superiority of the author is concealed behind a friendly or com-

passionate approach towards the situation of vulnerable communities. Thus, a
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message which is openly offensive, aggressive or containing prejudiced, dis-

criminatory or hate speech is not considered to be PCL for the purpose of our

dataset.

3.2.3 Categories of PCL towards vulnerable communities

Inspired by the extensive research on PCL discussed in Chapter 2, we propose a

novel taxonomy of linguistic techniques to express condescension towards vulner-

able communities. The taxonomy includes seven PCL categories, which derive from

three higher-level categories.

The saviour. The community to which the author and the majority of the audience

belong is presented in some way as saviours of those vulnerable or in need. The

language used subtly positions the author in a better, more privileged situation than

the vulnerable community. They express the will to help them, from their superior

and advantageous position. There is a clear difference between the we and the they.

As part of the saviour, we can find examples of the following categories:

• Unbalanced power relations. By means of the language, the author dis-

tances themselves from the community or the situation they are talking about,

and expresses the will, capacity or responsibility to help them. It is also present

when the author entitles themselves to give something positive to others in a

more vulnerable situation, especially when what the author concedes is a right

which they do not have any authority to decide to give. The next sentences are

examples of unbalanced power relations:

‘You can make a difference in their lives’ or ‘They come back in with

nothing and we need to outfit them again’ or ‘They deserve another

opportunity’ or ‘They also have the right to love’.
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• Shallow solution. A simple and superficial charitable action by the privileged

community is presented either as life-saving/life-changing for the underpriv-

ileged one, or as a solution for a deep-rooted problem. These are some ex-

amples of shallow solutions:

‘Raise money to combat homelessness by curling up in sleeping

bags for one night’ or ‘If every supporter on Facebook donated just

one box each it would make a real difference to many poor families’.

The expert. The underlying message is that the privileged community, which the

author and their audience belong to, knows better what the vulnerable community

needs, how they are or what they should do to overcome their situation. We consider

the following categories:

• Presupposition, when the author assumes a situation as certain without hav-

ing all the information, or generalises their or somebody else’s experience as

a categorical truth without presenting a valid, trustworthy source for it (e.g. a

research work or survey). Stereotypes or clichés are also considered to be

examples of presupposition. As examples of presuppositions, consider the

following:

‘[...] elderly or disabled people who are simply unable to evacuate

due to physical limitations’ or ‘If the economy fills with women, it will

develop beautifully’.

• Authority voice, when the author stands themselves as a spokesperson of

the group, or explains or advises the members of a community about the com-

munity itself or a specific situation they are living. This category can be found

in the following sentences:
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‘Accepting their situation is the first step to having a normal life’ or

‘We also know that they can benefit by receiving counseling from

someone who can help them understand’.

The poet. The focus is not on the we (author and audience), but on the they (the

individual or community being referred to). The author uses a literary style to de-

scribe people or situations. They might, for example, abuse adjectives or rhetorical

devices to either present a difficult situation as somehow beautiful, something to ad-

mire and learn from, or they might carefully detail its roughness to touch the heart of

their audience. The categories we establish for the poet are:

• Metaphors can conceal PCL, as they cast an idea in another light, making a

comparison between unrelated concepts, often with the objective of depicting a

certain situation in a softer way. For the annotation of this dataset, euphemisms

are considered to be an example of metaphors. Some examples of metaphors

are:

‘Poor children might find more obstacles in their race to a worthy

future’ or ‘those who cling to boats to reach a shore of survival’.

• Compassion. The author presents the vulnerable individual or community as

needy, raising a feeling of pity and compassion from the audience towards

them. It is commonly characterized by the use of flowery wording that does

not aim to provide information, but to embellish an almost poetic description of

vulnerability. Some examples of this category are as follows:

‘Some are lured by corrupt “agents", smuggled across the searing

Sahara and discarded in the streets of Europe, resigned to selling

fake designer bags as undocumented immigrants’ or ‘For the roughly

2,000 migrants who call it home, the broken windows and decaying
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walls of the decrepit warehouse offer scant respite from the harsh

blizzard conditions currently striking Serbia’.

• The poorer, the merrier. The text is focused on the community, especially

on how the vulnerability makes them better (e.g. stronger, happier or more

resilient) or how they share a positive attribute just for being part of a vulnerable

community. The message expresses the idea of vulnerability as something

beautiful or poetic, and people living vulnerable situations as having values to

admire and learn from. We can think of the typical example of ‘poor people are

happier because they don’t have material goods’. The next sentences contain

expressions of the poorer, the merrier :

‘He is reminded of the true meaning of hope by people living in situ-

ations the world would see as hopeless’ or ‘her mom is disabled and

living with her gives her strength to face everyday’s life’ or ‘refugees

are wonderful people’.

Figure 3.1 summarizes our taxonomy of PCL categories.

3.3 Data curation

The Don’t Patronize Me! dataset contains 14,299 paragraphs about potentially vul-

nerable groups, annotated to indicate the type of PCL contained in them, if any.

The corpus is divided into 10,467 paragraphs which are used for training and 3,832

paragraphs which are reserved for testing.

The paragraphs of the DPM! dataset have been extracted from news stories from

the News on Web (NoW) corpus [34]2. This original corpus contains more than 18

million articles crawled from online media sources in 20 English-speaking countries

from 2010 until 2018. Table 3.1 shows the countries covered by our dataset.
2The corpus is used with the permission of its author.
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Figure 3.1: Taxonomy of PCL categories

In order to extract the paragraphs for our dataset, we first selected ten keywords

related to potentially vulnerable communities widely covered by the media and sus-

ceptible of receiving a condescending or patronizing treatment. Table 3.2 shows the

communities or keywords covered in this dataset.

Next, we retrieved paragraphs in which these keywords are mentioned, choosing

a similar number of paragraphs for each of the 10 keywords and each of the 20

English-speaking countries that are covered in the corpus. An overview of the data-

set, including the number of paragraphs for each keyword-country combination, as

well as other statistical information, can be found in Chapter 4. For the Don’t Pat-
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Countries
Australia India New Zealand South Africa
Bangladesh Ireland Nigeria Sri Lanka
Canada Jamaica Pakistan Tanzania
Ghana Kenya Philippines UK
Hong Kong Malaysia Singapore United States

Table 3.1: Countries represented in the Don’t Patronize Me! dataset. All articles included in
the dataset are written in English.

Communities
Disabled In need
Homeless Poor families
Hopeless Refugees
Immigrant Vulnerable
Migrant Women

Table 3.2: Communities or keywords represented in the Don’t Patronize Me! dataset

ronize Me! dataset, we randomly select the dates and media from the available

articles in the original corpus, as we focus just on the presence of our keywords or

communities. 3

The data was annotated by three expert annotators, with backgrounds in communic-

ation, media and data science. Two annotators annotated the whole dataset (ann1

and ann2), while the third one (ann3) acted as a referee to provide a final label in

case of strong disagreement. In the next section, we explain the annotation process

and challenges.

3.4 Annotation

The annotation process for this dataset posed, not unexpectedly, a significant num-

ber of challenges. PCL is a very subtle and subjective language, whose interpret-

3We purposely do not include this meta information in our dataset, as we want to avoid the public
tracing back the articles to their original media, as we do not pursue the objective of pointing to
any specific media as being especially condescending in its treatment to vulnerable communities or
towards a specific group. This information, however, could be retrieved from the original corpus.
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ation might depend on the receiver’s (or annotator’s) profile. For this reason, we

carefully selected and trained our annotators4 through a series of interviews, meet-

ings, annotation guidelines and conflict resolution cycles. These served, in turn,

to adapt the annotation guidelines so they could cover the new issues and doubts

which arose in the earliest stages of the annotation. This process of training, evalu-

ation and adaptation pursued two main objectives: 1) obtaining the highest possible

common understanding of PCL and the annotation task, but also 2) preserving the

individual perception of each annotator regarding PCL, so the annotation would not

be, as much as possible, influenced by the research design. From an early stage, we

discarded the potential use of crowdsourcing for the annotation of this dataset, due

to the intrinsic challenges of the task. The difficulty and subjectivity of the annotation

require a thorough training and conflict resolution process, as well as knowing and

trusting the annotators’ profiles and backgrounds for transparency reasons. This

poses additional challenges which also hinders the potential scaling of the annota-

tion.

To annotate the dataset, a two-step process was followed. In the first step, annot-

ators determined which paragraphs contain PCL. Subsequently, in the second step,

the annotators indicated which text spans within these paragraphs contained the

condescending message, and labelled each of these text spans with a particular

PCL category from the taxonomy presented in Section 3.2.3. We now discuss these

two steps in more detail.

3.4.1 Step 1: Paragraph-Level Identification of PCL

The aim of this annotation step is to decide for each paragraph whether or not it con-

tains PCL. This annotation step proved more difficult than expected, stemming from

the often subtle and subjective nature of PCL. To mitigate this, we decided to annot-

4The annotators were postgraduate students, who were recruited via Cardiff University’s Job
Shop.
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ate the paragraphs with three possible labels: 0, meaning that the paragraph does

not contain PCL, 1, meaning that it is considered to be a borderline case, or 2, mean-

ing that it clearly contains PCL. We computed the Kappa Inter-Annotator Agreement

(IAA) between the two main annotators (ann1 and ann2) across the three labels,

obtaining a moderate agreement of 41%. However, if we omit all paragraphs which

were marked as borderline by at least one annotator, the IAA reaches a substantial

61% [94].

To maximize the amount of information captured by the annotations, and in particular

to obtain a finer-grained assessment of borderline cases, we combined the labels

provided by the two annotators into a 5-point scale, as follows:

• Label 0: both annotators assigned the label 0 (0 + 0).

• Label 1: one annotator assigned the label 0 and the other assigned the label 1

(0 + 1).

• Label 2: both annotators assigned the label 1 (1 + 1).

• Label 3: one annotator assigned the label 2 and the other assigned the label 1

(2 + 1).

• Label 4: both annotators assigned the label 2 (2 + 2).

Note how partial disagreement between the annotators is thus reflected in the final

label. The cases of total disagreement, where one annotator labeled the instance as

clearly not containing PCL and the other annotated it as clearly containing PCL (0

+ 2), were annotated by ann3. After this supplementary annotation, the paragraph

is either labelled as 1, if the third annotator considered the paragraph not to contain

PCL, as 2, if they considered it to be a borderline case, or as 3, if they considered

the paragraph to clearly contain PCL. In this way, the labels 0 and 4 remain reserved

for clear-cut cases.
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Figure 3.2: Example of categories annotation using the BRAT rapid annotation tool

3.4.2 Step 2: Identifying Span-Level PCL Categories

Those paragraphs labelled as containing PCL in Step 1 are collected for further an-

notation. The aim of this second step is to specify which text spans within these

paragraphs contain PCL and to identify which PCL categories these text spans be-

long to. For this step, we used the BRAT rapid annotation tool [161]5. An example of

this annotation tool is shown in Figure 3.2. Note that each paragraph might contain

one or more text spans with PCL, which may be assigned to the same or to different

categories.

In addition to the seven categories presented in section 3.2.3, we also included an

“Other” category for annotation purposes, to classify all the text spans which the

annotators considered to contain PCL, but which they could not assign to any of the

previous categories. However, no instance was labelled with “Other”.

For this second step of the annotation, we compute the IAA for each category, reach-

ing the following agreements: Unbalanced power relations: 58.43%; Authority voice:

48.34%; Shallow solution: 56.50%; Presupposition: 52.94%; Compassion: 66.40%;

Metaphor : 52.72%; and The poorer, the merrier : 66.72%. When computing the

agreement for the three higher-level categories, we obtain an IAA of 63.02% for The

Saviour (Unbalanced power relations and Shallow solution), 57.21% for The Ex-

pert (Presupposition and Authority voice), and 66.99% for The Poet (Compassion,

5https://brat.nlplab.org/
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Metaphor and The poorer, the merrier ).

3.5 Ethical Considerations and Limitations

As we mentioned in the introduction of this chapter, the DPM! dataset aims to provide

the community with a resource to support research on unfair communication towards

vulnerable communities. Although we consider that this dataset might be useful for

this purpose, we also recognize that it presents limitations, and there are ethical

considerations that should be taken into account.

As with any other dataset, biases are unavoidably introduced in the data. In the

case of the DPM! dataset, the biases and limitations start in the research design

and data collection process, as we have selected only 10 keywords to show the use

of PCL by the media. However, PCL is used with more communities or individu-

als and the language used to refer to other social groups might be different to the

one represented in this dataset. In addition, our approach to extracting paragraphs

about the aforementioned communities is very naïve, as these groups can be re-

ferred to through different lexical choices. The representation of media sources and

countries is also limited to a small sample, and all the data collected is written in

English. To mitigate this, we have tried to represent different geographical origins

and cultures by covering news from twenty countries and by randomly selecting the

sources of the paragraphs, without considering the media publisher. Moreover, the

annotation process also presents biases and limitations. For instance, all three an-

notators participating in the annotation of the training data are European females,

with ages between 25 and 35 years old and postgraduate studies. For the annota-

tion of the test set, which will be presented in Chapter 6, two male annotators also

participated in the process, with similar demographics. All annotators are proficient

in English, although English is not the first language for any of them. An extended

data statement [10] about the corpus was published together with the dataset and
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can be found at https://github.com/Perez-AlmendrosC/dontpatronizeme.

3.6 Summary

In this chapter, we have presented the Don’t Patronize Me! dataset, covering the

motivation behind its creation and the processes of data selection, extraction and

annotation. We have also included a more thorough explanation of the task of de-

tecting and categorizing PCL and presented our novel taxonomy to classify PCL

techniques.

With the objective of working towards more transparent and responsible research,

we have also exposed the biases we might have introduced in the data, and the

limitations and ethical considerations we have detected on it, so they can be taken

into account when used by other researchers.

In the next chapter, we will present the DPM! dataset in more detail, with quantitative

and qualitative analysis of the data. We will also introduce some baseline models

which are trained on DPM! to detect and categorize PCL.
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Chapter 4

Qualitative and Quantitative Analysis

of the Data

4.1 Introduction

After introducing the DPM! dataset in Chapter 3, this chapter aims at obtaining a

more in-depth understanding of the corpus, as well as analyzing its possibilities as

a resource for NLP models. In Section 4.2, we offer a quantitative and qualitative

analysis of the dataset, exploring the distribution of the data and its annotations.

We look at the presence or absence of PCL for each community, as well as the

prevalence of the different PCL categories for each vulnerable group. After getting

some insights from the data, we present baseline experiments for PCL classification

and categorization in Section 4.3. Specifically, we explain our experimental setting

and discuss the quantitative results of a number of NLP models in Section 4.3.1.

Afterwards, we perform a qualitative analysis of some of these results in Section

4.3.2.

4.2 The DPM! Dataset at a Glance

In this section, we offer an overview of the DPM! dataset. Note that these statist-

ics correspond to the training set of the corpus, as the test set will be presented in
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dis hom hop imm mig need fam ref vul wom Total

Australia 47 51 52 56 57 56 53 54 60 55 541
Bangladesh 50 55 45 49 56 51 46 52 55 53 512
Canada 51 53 52 51 47 52 55 56 61 52 530
Ghana 62 55 57 53 58 51 25 52 54 55 522
Hong Kong 59 53 32 50 57 55 22 49 52 61 490
India 30 52 62 58 52 57 52 58 59 50 530
Ireland 61 50 55 58 58 58 36 58 48 55 537
Jamaica 53 62 47 54 50 58 11 54 50 51 490
Kenya 52 51 55 55 53 50 55 49 57 61 538
Malaysia 58 48 46 53 57 62 53 58 60 51 546
New Zealand 62 45 61 51 56 48 50 49 49 47 518
Nigeria 52 60 49 52 55 52 47 56 59 55 537
Pakistan 50 55 51 51 57 58 57 56 54 56 545
Philippines 61 56 56 48 59 54 53 51 55 52 545
Singapore 51 56 52 56 58 59 54 45 54 50 535
South Africa 60 54 57 58 54 54 59 50 47 56 549
Sri Lanka 52 57 57 51 52 48 32 56 49 50 504
Tanzania 9 54 18 51 45 49 38 48 52 51 415
UK 55 50 47 55 53 56 58 57 58 51 540
United States 53 60 54 51 54 54 53 59 47 58 543

Total 1028 1077 1005 1061 1088 1082 909 1067 1080 1070 10467

Table 4.1: Number of paragraphs per keyword and country in the dataset.

Chapter 6. The training set of the DPM! dataset, as stated in Chapter 3, contains

10,467 paragraphs in English, extracted from media sources in twenty countries.

These paragraphs cover news stories about ten specific communities or keywords

potentially related to vulnerable situations. Table 4.1 shows the number of para-

graphs for each country-community combination1, as well as the total number of

paragraphs by community. Originally, we aimed at retrieving the same number of

paragraphs for each community and country, however we encountered that some

keywords were hardly mentioned in some countries, as is the case of poor families

or hopeless. This might derive from one of the limitations of our research design,

as the community is probably covered by the media, but it might be referred to with

other lexical choices. For other keywords, such as disabled, some paragraphs ini-

tially extracted from the NoW corpus were excluded after a pre-processing phase, as

they referred to other topics or communities, for instance, the list of disabled players

1The considered keywords are disabled (dis), homeless (hom), hopeless (hop), immigrant (imm),
migrant (mig), in-need (need), poor-families (fam), refugees (ref), vulnerable (vul) and women (wom).
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dis hom hop imm mig need fam ref vul wom total

Pos. samples 81 178 124 30 176 36 150 86 80 52 993

% Label 2 23,5 14,6 6,5 16,7 10,8 13,9 18,0 18,6 8,8 23,1 14,5
% Label 3 45,7 42,1 50,0 60,0 43,2 44,4 48,0 40,7 51,3 50,0 46,1
% Label 4 30,9 43,3 43,5 23,3 46,0 41,7 34,0 40,7 40,0 26,9 39,4

Table 4.2: Number of paragraphs containing PCL per category. We also present the per-
centage of paragraphs annotated with 2, 3 and 4.

for a specific sport’s game.

From the resultant 10,467 paragraphs contained in the train set, 993 were annotated

as expressing condescension to some extent (i.e., they obtained a final label of

2, 3 or 4 after the annotation process). Table 4.2 shows how these paragraphs

containing PCL are distributed among communities, as well as the robustness of the

final label, represented by the percentages of labels 2, 3 and 4 for each group.2 From

this analysis, we observe that borderline cases (i.e., both annotators annotated the

paragraph with label 1) are considerably less frequent than those cases where at

least one of the annotators found a strong example of PCL (labels 3 or 4). However,

including a borderline label proved useful, as can be seen in the percentage of

paragraphs which obtained a final label of 3 and which generally surpass those

with a rotund annotation (2-2). By looking at the different communities, we see how

disabled and women present more borderline cases, which might reflect more subtle

PCL towards these groups. On the other side, migrants, hopeless and homeless

seem to present more flagrant cases of condescension. The high percentages of

paragraphs annotated with 3 support the idea of the subjectivity of PCL and, thus,

the difficulty of the task.

These 993 positive cases of condescension were in turn fleshed out in 2,760 spans

expressing PCL with a specific category. In Table 4.3 we show how many spans have

been labelled with each of the categories for each community, as well as the per-

2Note that we purposely do not show the number of positive examples or categories per country,
as the objective of this thesis is analyzing PCL towards vulnerable communities, not pointing out to
any region for their use of PCL.



54 4.2 The DPM! Dataset at a Glance

unb shal pre auth met comp merr Total

Dis 70 (35,9%) 15 (7,7%) 23 (11,8%) 21 (10,8%) 14 (7,2%) 42 (21,5%) 10 (5,1%) 195
Hom 175 (38.3%) 61 (13.3%) 29 (6.3%) 27 (5.9%) 44 (9.6%) 117 (25.6%) 4 (0.9%) 457
Hop 77 (17.7%) 5 (1.1%) 83 (19.1%) 47 (10.8%) 46 (10.6%) 172 (39.5%) 5 (1.1%) 435
Imm 21 (25.6%) 3 (3.7%) 18 (22%) 7 (8.5%) 4 (4.9%) 25 (30.5%) 4 (4.9%) 82
Mig 29 (29%) 4 (4%) 8 (8%) 13 (13%) 9 (9%) 33 (33%) 4 (4%) 100
Need 258 (54.5%) 67 (14.2%) 14 (3%) 37 (7.8%) 29 (6.1%) 64 (13.5%) 4 (0.8%) 473
Fam 142 (32.3%) 32 (7.3%) 55 (12.5%) 51 (11.6%) 52 (11.8%) 99 (22.6%) 8 (1.8%) 439
Ref 71 (33.6%) 23 (10.9%) 17 (8.1%) 16 (7.6%) 17 (8.1%) 63 (29.9%) 4 (1.9%) 211
Vul 88 (39.3%) 9 (4%) 19 (8.5%) 39 (17.4%) 25 (11.2%) 43 (19.2%) 1 (0.4%) 224
Wom 37 (25.7%) 8 (5.6%) 30 (20.8%) 27 (18.8%) 10 (6.9%) 24 (16.7%) 8 (5.6%) 144

Total 968 (35.1%) 227 (8.2%) 296 (10.7%) 285 (10.3%) 250 (9.1%) 682 (24.7%) 52 (1.9%) 2760

Table 4.3: Number and % of text spans that have been labelled with each of the PCL cat-
egories, per keyword. The categories are abbreviated as follows: unbalanced power rela-
tions (unb), shallow solution (shal), presupposition (pre), authority voice (auth), metaphors
(met), compassion (comp), the poorer, the merrier (merr).

centages over the total number of PCL spans for that community. Note how in-need

presents the highest number of annotated spans, despite being a community with

few positive examples of PCL. Homeless, poor-families and hopeless also present a

significant number of PCL messages. Regarding the different categories, this over-

view shows, on the one hand, how Unbalanced Power Relations and Compassion

are the most commonly used strategies to express condescension, with a 35.1%

and a 24.7% of the total number of annotated spans, respectively. On the other

hand, the dataset only contains 52 examples of The poorer, the merrier, which sup-

pose only the 1.9% of the samples. Considering the use of categories in relation

to the different communities, we can also see how Unbalanced power relations are

especially expressed towards people in need and The poorer, the merrier, although

scarce in the data, is especially used towards women and disabled. Media seems to

use Presuppositions especially with immigrants and women, while hopeless people,

immigrants and migrants tend to receive a tone of Compassion from journalists.
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4.3 Classifying and Categorizing PCL: Baselines

In this section, we present the results of some baseline experiments to assess the

potential of the dataset as a resource for research in modelling PCL. We experi-

ment with a number of different methods in two settings: predicting the presence of

PCL, viewed as a binary classification task (Task 1), and predicting PCL categories,

viewed as a multi-label classification task (Task 2). After comparing the results of

the different approaches, we analyze some examples in a qualitative way to review

the performance of one of the best models.

4.3.1 Experiments and results

For our baseline experiments, we evaluate the following methods:

• SVM-BoW. We use a TF-IDF weighted Bag-of-Words representation of the

paragraphs as input to a Support Vector Machine (SVM) implemented with

SciKit-Learn [123]. For Task 1, the parameters that were selected after hyper-

parameter tuning were C=10, gamma= ‘scale’, kernel= ‘rbf’, while for Task 2

we found that C=100, gamme=‘scale’, kernel= ‘linear’ yielded the best results

on the validation data.

• SVM-WV. We use paragraph embeddings as the input for a SVM, also im-

plemented with SciKit-Learn [123]. To create the paragraph embeddings, we

use the average of the standard 300-dimensional Word2Vec Skip-gram word

embeddings trained on the Google News corpus [107]. In this case, the hyper-

parameters that were selected are C=10, gamma=‘scale’, kernel=‘poly’ for

Task 1 and C=100, gamma=‘scale’, and kernel=‘rbf’ for Task 2.

• BiLSTM. We use a bidirectional LSTM, using the same word embeddings as in

the SVM experiment to represent the individual words. As hyper-parameters,
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we use 20 units for each LSTM layer and a dropout rate of 0.25% at both

the LSTM and classification layers. We train for 300 epochs, using the Adam

optimizer, with early stopping and a patience of 10 epochs.

• Fine-tuned Language Models. We fine-tune a number of pre-trained lan-

guage models for sequence classification. Specifically, we explore BERT-base

and BERT-large [38], RoBERTa-base and RoBERTa-large [98], which can be

viewed as an optimized version of BERT, and a DistilBERT [149] model, which

is a lighter and faster variant of BERT. In all cases, we train the model for 5

epochs with a batch size of 4 and report the average of 5 runs, with the same

fixed random seeds for all models.

• Random. To put the results in context, we include a classifier that relies on

random guessing, choosing the positive class with 50% probability in Task 1,

and independently selecting each label with a probability of 50% in Task 2.

For both Task 1 and Task 2 we used 5-fold cross-validation for all the experiments.

For the BiLSTM models, we used 10% of the training data in each fold as a validation

set for early stopping. For the SVM models, we instead tuned the hyper-parameters

using Grid Search Cross-Validation3. As mentioned before, for Task 1 we view para-

graphs labelled with 0 or 1 as negative examples, and the remaining paragraphs,

labelled with 2, 3 or 4, as positive examples. The results are reported in terms of the

precision, recall and F1 score of the positive class. Task 2 is viewed as a paragraph-

level multi-label classification problem, where each paragraph is assigned a subset

of the PCL category labels. Therefore, in these baselines, span boundaries are not

used as part of the training data. We report the precision, recall and F1 score of

each of the individual category labels.

The results of Task 1 are summarized in Table 4.4. As can be seen, all of the con-

sidered methods clearly outperform the random baseline. Unsurprisingly, Language
3We used the GridSearchCV module of the Scikit-Learn library to select the best hyper-

parameters in a 5-fold cross-validation setting.
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P R F1

Random 10.08 52.67 16.92
SVM-BoW 41.61 33.74 37.25
SVM-WV 35.76 51.67 42.26
BiLSTM 35.32 49.99 40.48
DistilBERT 47.16 60.64 53.03
BERT-base 46.94 64.43 54.28
BERT-large 49.10 63.17 55.11
RoBERTa-base 45.41 68.34 54.48
RoBERTa-large 43.83 60.34 50.73

Table 4.4: Results for the problem of detecting PCL, viewed as a binary classification prob-
lem (Task 1).

Models achieve the best results, with BERT-large obtaining the best results and per-

forming slightly better than RoBERTa-base. RoBERTa-large obtains very unstable

results, as some folds of the cross-validation setting would outperform any other ap-

proach, while in others the model does not seem to learn anything. Table 4.5 shows

the results obtained in Task 2. RoBERTa-large outperforms the rest of the models in

all the categories except for Compassion, where BERT-base gets the best results.

We can also notice the general poor performance of the BiLSTM, with SVMs models

obtaining better results across many categories. The SVM-WV model stands out for

some categories, such as Metaphors, where it outperforms DistilBERT, BERT-base,

BERT-large and the BiLSTM results. For The poorer, the merrier this approach out-

performs all the other models except for RoBERTa-large. These results seem to

point to SVM-WV performing especially well for labels with few examples.

Comparing the results for different categories, we can see that Unbalanced power

relations seem relatively easy to detect. This is not unexpected, given that the pres-

ence of words such as us, they, must or help are strong and common indicators

of such language. For similar reasons, instances of Compassion appear relatively

easy to detect. The poorer, the merrier is the least represented category in the entire

dataset, with just 52 samples, which can explain the poor results for this category.

However, the poor performance for the Metaphor category by most models cannot

be explained in this way, given that the number of training examples for this category
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Random SVM-BoW SVM-WV
P R F1 P R F1 P R F1

Unb 73.19 52.23 60.96 79.34 78.38 78.83 81.7 84.1 82.9
Shal 18.46 48.98 26.82 40.95 37.39 38.86 59.6 46.6 52.1
Pres 22.47 49.55 30.92 43.56 39.97 41.06 49.1 43.0 45.4
Auth 23.29 51.74 32.12 36.15 36.40 35.88 41.5 37.8 39.4
Met 20.25 49.24 28.7 30.79 30.2 30.32 43.7 33.1 37.3
Comp 46.94 50.75 48.77 64.32 60.94 62.50 72.6 70.8 71.6
Merr 4.44 55 8.22 4.00 2.86 3.33 20.0 10.1 13.0

BiLSTM DistilBERT BERT-base
P R F1 P R F1 P R F1

Unb 82.96 86.13 84.36 85.35 89.76 87.46 84.54 92.43 88.30
Shal 60.91 37.03 45.06 70.29 50.86 58.91 74.65 52.96 61.77
Pres 53.88 30.14 36.98 62.70 45.97 52.69 61.77 54.46 57.09
Auth 41.48 15.27 21.50 56.17 34.82 42.57 56.07 41.91 47.71
Met 27.16 4.12 6.65 54.27 15.40 23.40 59.60 25.47 35.36
Comp 73.83 68.97 71.01 80.09 72.03 75.79 81.21 75.26 78.06
Merr 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BERT-large RoBERTa-base RoBERTa-large
P R F1 P R F1 P R F1

Unb 85.22 89.76 87.38 86.47 90.91 88.59 87.13 92.65 89.79
Shal. 72.23 49.58 58.64 70.29 51.01 58.89 72.07 54.53 61.93
Pres 62.02 45.28 52.08 62.03 49.57 54.30 65.23 55.57 59.42
Auth 59.26 39.57 47.35 61.32 47.27 53.08 60.66 48.56 53.58
Met 58.80 10.75 18.03 53.89 30.69 38.56 54.18 36.17 43.16
Comp 80.82 72.32 76.24 79.06 74.68 76.78 79.89 75.22 77.43
Merr 0.00 0.00 0.00 0.00 0.00 0.00 50.40 16.58 23.95

Table 4.5: Results for the problem of categorizing PCL, viewed as a paragraph-level multi-
label classification problem (Task 2). The categories are abbreviated as follows: unbalanced
power relations (unb), shallow solution (shal), presupposition (pre), authority voice (auth),
metaphors (met), compassion (comp), the poorer, the merrier (merr).

is higher than the number of examples for Shallow solution and very similar to the

number of examples for Authority voice. More generally, while some of the differ-

ences in performance are due to variations in the number of training examples, the

categories with the weakest performance also tend to be those that require some

form of world knowledge. For instance, to detect presuppositions or the use of au-

thoritarian voices, we need to determine whether the assumption which is made

is reasonable or not, and probably understand the power relations and inequalit-

ies involved. Similarly, detecting shallow solutions requires assessing the quality of

the proposed solution, which can clearly be challenging. Surprisingly, The poorer,

the merrier was the category which showed the highest IAA among the annotators,
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so although posing clear challenges to NLP models, it was easily identified by hu-

mans. Similarly, the models struggle to understand what makes a solution shallow

and condescending, while humans generally agree in pointing out these instances.

Presuppositions, Metaphors and, especially, Authority Voice posed a challenge both

for automatic models and humans.4

The main takeaway from this analysis is that, among automatic approaches, Lan-

guage Models allow us to obtain the best results in the tasks of classifying and cat-

egorizing PCL, with their large versions, namely BERT-large and RoBERTa-large,

outperforming the other approaches in Task 1 and Task 2 respectively. However,

large models present some limitations, such as the computational cost of the ex-

periments and the occasional inconsistency in their performance, as we have seen

specifically with RoBERTa-large. Thus, throughout this thesis, we will consider a

smaller and more robust model, namely RoBERTa-base, as the baseline for further

research and analysis.

4.3.2 Qualitative analysis

To get further insights into the dataset and the performance of our baseline model,

we collect and analyse specific examples of the predictions of RoBERTa-base. Table

4.6 shows some examples of paragraphs from Task 1, their gold labels and the

predicted label by our baseline model. There are three correctly classified instances

and seven misclassified examples (i.e. four false positives and three false negatives).

The three first paragraphs, correctly classified as containing PCL, present clear-

cut examples of condescension towards vulnerable communities, with expressions

of The saviour (e.g. "McDonald’s helps feed homeless"), The expert (e.g. "poor

parents who repeatedly make bad decisions to their children", a suggestion which

comes from someone who had "real-life encounters with poor families" and feels

now entitled to give advice about them) and The poet (e.g., with figurative language
4See Section 3.4.2
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Pred. Paragraph Gold

pos. After Vatican controversy, McDonald’s helps feed homeless in Rome. pos.

pos. From his personal story and real-life encounters with poor families, manpower
correspondent Toh Yong Chuan suggested shifting the focus from poor par-
ents who repeatedly make bad decisions to their children (Lifting families Out
of poverty: Focus on the children; last Thursday).

pos.

pos. He said their efforts should not stop only at creating many graduates but also
extended to students from poor Families so that they could break away from the
cycle of poverty.

pos.

pos. These shocking failures will continue to happen unless the Government tackles
the heart of the problem - the chronic underfunding of social care which is piling
excruciating pressure on the NHS, leaving vulnerable patients without a lifeline.

neg.

pos. Lilly-Hue: His ability to make sure our family is never in need - his sacrificial self. neg.

pos. Any Kenyan small-scale farmer with such an income could not be said to be
hopelessly mired in agrarian destitution. But of course, nothing in life is ever so
simple as to allow for neat and precise answers.

neg.

pos. Selective kindness: In Europe, some refugees are more equal than others. neg.

neg. “The biggest challenge is the no work policy. I think that refugees who come
here, or asylum seekers, they’re unable to work and they have kids here - their
kids are stateless. That’s really the cause of a lot of stress in the community.”

pos.

neg. “The people of Khyber Pakhtunkhwa are resilient. I did not see hopelessness
on any face,” he said.

pos.

neg. Teach kids to give back: When Kang runs summer camps with kids, she includes
“Contribution Fridays” - the kids work together as a team to make sandwiches
for the homeless and dole out the food in shelters.

pos.

Table 4.6: Examples of predictions made by RoBERTa-base in Task 1.

such as "break away from the cycle of poverty"). In these cases, the model has

correctly identified traits of PCL.

In the next four examples, which the model mistakenly considers as PCL, we can see

words and phrases that are often used for condescension, but which are not used

in a condescending context in these cases. For instance, in the fourth example, the

excess of adjectives and flowery wording, e.g. shocking failures and excruciating

pressure, are often used in PCL fragments from the Compassion category. In this

example, however, it is used in a political context, without being condescending

towards any particular group.

The last three examples are misclassified as not containing PCL. Consider the ninth
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example, an example of the category The poorer, the merrier, which all models

struggle to detect. Surprisingly, this category has the highest inter-annotator agree-

ment in the annotation of the dataset. This suggests that, while for human annotators

it is very easy to identify cases of this category, the models struggle to detect such

cases.

In Table 4.7, some incorrect predictions from Task 2 are presented. Among oth-

ers, these examples illustrate how RoBERTa-base struggles to distinguish between

presuppositions and authority voices, which are often incorrectly predicted together.

Shallow solutions are also often neglected by RoBERTa-base. A particularly clear

case is the last example, where recognizing the presuppositions and shallow solu-

tions in the text requires external knowledge of the situation and the needs of those

affected. We can also see examples where the occurrence of a particular structure

of language appears to mislead RoBERTa-base, e.g. to open the doors wider for

[...], in the fourth example, seems to lead the model to bet on a shallow solution.

Methaphors, as in this same example, are also difficult to identify for RoBERTa-base

in this context.

4.4 Summary

In this chapter, we have delved deeper into the Don’t Patronize Me! dataset, present-

ing an overview of the data and the annotated labels. Also, we have presented the

results of a number of baseline models for two tasks:

Task 1. Detecting whether a paragraph contains PCL, understood as a binary clas-

sification task.

Task 2. Categorizing what types of PCL are present in a paragraph expressing

condescension, understood as a multi-label classification task.
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Paragraph Gold Pred

[...] The blacks want all our farmland without compensation. Give it to them.
Let the farmers flock into the cities and make a new life for themselves. With
their resilience I am sure it will not be so difficult for them to establish a new,
happy and productive life. They will have no money but the clothes on their
back to start off with, but that is what so many immigrant Americans had to face.
Through guts, determination and sheer will power, they rose above it all, and
look what America is today.

unb,
pres,
comp,
merr

unb,
auth,
pres,
comp,
met

According to the foundation, a number of children between the ages of six and
14 homeless and roaming the streets is becoming alarming.

comp unb,
comp

The photo of a Hyderabad traffic policeman feeding an elderly homeless woman
has gone viral, earning him accolades from social media users [...].

unb,
shal

unb

Practical ways to open the doors wider for our disabled unb,
met

unb,
shal

He could have also taken his condition to mean he must be disabled from seek-
ing to live for others. He could have degenerated into self pity as many do,
wallowing in the muddy fields of self-obsession and low self esteem. Yusuf did
not; everything was not about his immediate interests, but a social impact that
touched even the lives of strangers [...].

unb,
comp,
met,
merr

auth,
pres,
comp

She called on the general public to volunteer to donate blood and that way res-
cue the lives of patients in need of blood transfusion.

unb,
auth

unb,
auth,
met

For now the families are staying with friends and family. During the day they
clean up the debris left by the fire, hoping that someone will come to their rescue.
They received emergency relief packs, but they are still in need of clothes, beds,
blankets and kitchen appliances.

unb,
shal,
pres,
comp

unb,
comp

Table 4.7: Examples of incorrect predictions made by RoBERTa in Task 2. The categories
are abbreviated as follows: unbalanced power relations (unb), shallow solution (shal), pre-
supposition (pre), authority voice (auth), metaphors (met), compassion (comp), the poorer,
the merrier (merr).

Moreover, we presented a qualitative analysis of the predictions of RoBERTa-base

in order to gain a better understanding of the task.

Our exploratory analysis shows that identifying condescending or patronizing texts

is a difficult challenge, both for human judges and for NLP systems. Apart from

the subtle and subjective nature of PCL, a particular challenge comes from the fact

that accurately modelling such language often requires knowledge of the world and

common sense (e.g. to assess whether a proposed solution is shallow, or whether a

particular presupposition is warranted). Nonetheless, we found that both identifying
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PCL (Task 1) and categorizing occurrences of PCL (Task 2) is feasible, in the sense

that non-trivial results can be achieved, with BERT-based approaches outperforming

simpler methods.

In the next chapter we will explore what kind of previous knowledge would benefit

a model to perform better in the tasks of identifying and categorizing PCL and what

pre-training techniques are more suitable for these challenges.
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Chapter 5

Pre-Training Language Models for

Identifying PCL: An Analysis

5.1 Introduction

In this chapter, we explore to what extent PCL detection models can be improved by

pre-training them on other, more established NLP tasks. With this approach, we aim

at developing a better understanding of the nature of PCL by unveiling which types

of pre-training tasks are most effective for PCL detection, if any. For instance, the

hypothesis that human values are important for modelling PCL might be supported

or undermined by the performance on PCL detection of a model which has been pre-

trained on such data. As another example, given the subtle nature of PCL, and the

fact that it is usually well-intended, it is unclear to what extent more explicit forms of

harmful language, such as hate speech, can influence the modeling of PCL. To this

end, we analyze the performance of PCL models pre-trained on types of language

which openly try to undermine others.

In order to infuse knowledge from different tasks to PCL detection models, we con-

sider two types of pre-training strategies, namely full fine-tuning of LM and the use

of adapters [75], and apply them to ten text classification tasks. The remainder of

the chapter is organized as follows: Section 5.2 offers an overview of the ten tasks

on which we pre-train our model and their associated data. In Section 5.3 we intro-
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duce the experimental setup of the work presented in this chapter. First, we explain

the methodology followed in the experiments in Section 5.3.1 and then present the

quantitative results in Section 5.3.2. In Section 5.3.3 we analyze some examples of

well-classified instances by the best-performing models and try to understand how

each auxiliary task improves the performance of the baseline model. To conclude

the chapter, in Section 5.4 we present some of the conclusions derived from this

work.

5.2 Auxiliary Datasets

Although datasets that specifically address PCL are scarce, some of its associated

challenges are also addressed in other tasks. While the idea of pre-training lan-

guage models on auxiliary tasks is common practice [147, 100], the success of this

strategy crucially depends on the relevance of the selected tasks [135] and their

relation with the target challenge, namely PCL detection in this case.

We consider four types of pre-training tasks for our experiments. First, we include

tasks that involve modelling human value judgements. In particular, we consider

three tasks from the ETHICS dataset. This dataset, introduced by Hendrycks et al.

[73], aggregates 5 tasks involving situations that need to be classified based on hu-

man values. We focus in particular on the Commonsense Morality, Social Justice

and Deontology tasks, as they follow the same format as the Don’t Patronize Me!

dataset, i.e. they are binary text classification problems. For the three selected data-

sets, we combine the training and test splits to train our models. However, we discard

the test hard partition, as it contains more ambiguous instances that could confound

the model. In addition to the former, we also consider the StereoSet dataset [112]

which measures stereotype bias in assumptions. We now describe the aforemen-

tioned tasks in more detail:
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Commonsense Morality includes 17,795 assertions about specific scenarios,

which need to be classified as acceptable or not based on commonsense

moral judgements.

Deontology contains 21,760 pairs of the form situation-assertion or petition-excuse,

where the assertions and excuses need to be classified as being reasonable

or not.

Social Justice includes 24,495 examples of the form “X deserves Y because Z",

where the task is to predict whether the scenario is reasonable in terms of

fairness.

StereoSet includes 6,369 instances of the form context-assumption, where the task

is to predict if (i) the assumption contains stereotypes; (ii) the assumption does

not contain stereotypes; or (iii) the context and assumption are unrelated.

Second, we focus on tasks that involve detecting harmful language. We focus in

particular on the Hate and the Offensive datasets [7, 187], both of which are included

in the TweetEval framework [5]. The details of these pre-training tasks are as follows:

Hate speech contains 27,000 tweets, which need to be classified as containing

hate speech or not.

Offensive language is a collection of 14,100 tweets, where the task is to detect any

kind of language that could offend either the target of the tweet or a general

audience.

We also consider two datasets that focus on political language. The interest in polit-

ical discourse, in this context, stems from the fact that the way in which vulnerable

communities are referred to plays an important role in such discourse. Indeed, PCL

has been widely studied in relation to political discourse [80]. We focus in particular
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on Hyperpartisan News Detection [88] and Democrats vs Republicans Tweets1. The

details are as follows:

Democrat vs Republican Tweets contains 86,460 tweets from US politicians, la-

belled as Democrat or Republican. The aim is to predict the political stance of

the author of a given tweet.

Hyperpartisan News Detection is a small dataset with 645 news articles, which

need to be classified as hyperpartisan or not.

Finally, as a more exploratory analysis, we also include two datasets from tasks that

are intuitively less related to PCL detection, in particular the identification of irony

[170] and sentiment analysis [146], both also extracted from the TweetEval frame-

work [5]. Although the task of detecting irony may seem to have little in common

with PCL detection, there are nonetheless some correspondences, such as the use

of flowery and ornamented language and the prevalence of strongly opinionated in-

puts. Furthermore, we expect that some linguistic features that are related to the

expression of sentiment might also help to detect PCL. The details of these tasks

are as follows:

Irony consists of 4,601 tweets, where the task is to predict if they contain irony or

not.

Sentiment consists of 59,899 tweets, where the task consists in classifying the sen-

timent of each input as negative, neutral or positive.

5.3 Experiments

The datasets presented in the previous section are then used to infuse knowledge

into pre-trained LMs, which will then be fine-tuned on PCL. This work aims at explor-
1www.kaggle.com/kapastor/democratvsrepublicantweets
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ing the following research questions:

1. To what extent can the performance of PCL detection models be improved by

pre-training these models on auxiliary datasets?

2. Which auxiliary tasks are most effective, and what does this tell us about the

nature of Patronizing and Condescending Language?

3. How does the effectiveness of the pre-training strategies vary across different

PCL categories?

5.3.1 Methodology

We compare two standard strategies for pre-training a language model, namely full

fine-tuning and the use of adapters [75].

Full fine-tuning. A popular approach to transfer learning when using LMs consists

in fine-tuning a pre-trained model, e.g., BERT, on an auxiliary task first and then

fine-tuning the resulting model on the target task. During the process of fine-tuning,

the model updates its weights to adapt the representation of words to the domain

of the data provided. In the case of supervised learning, the model also learns

to classify the data into the provided classes. It is hoped that pre-training on an

auxiliary task infuses some kind of knowledge or capability into the language model,

which can then be exploited in the target task. However, an undesired consequence

of pre-training in this way is the catastrophic forgetting of its previous knowledge that

sometimes occurs [102, 142]. Figure 5.1 shows how full fine-tuning works.

Adapters. The use of adapters [75] is an alternative to full fine-tuning. In this case,

new layers are added to the language model, which are trained on the auxiliary

task, while the layers from the original model are frozen. Since the parameters
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Figure 5.1: Transfer learning with full fine-tuning.

from the original language model are not updated during pre-training, catastrophic

forgetting should not occur. After adding the adapter layers the model is fine-tuned

on PCL detection. We consider two variants of the strategy with adapters: one in

which the classification head for PCL detection is initialized based on the auxiliary

task (i.e. both the adapter layers and classification head are transferred) and one

in which the classification head is randomly initialised (i.e. only the adapter layers

are transferred). We will refer to these variants as Adapters+Head and Adapters

respectively. Figure 5.2 represents the process of transfer learning with the use of

adapters.

We use the Simple Transformers library2 for fine-tuning the models and Adapters-

Hub [129] for training the adapters, both of which are built over the Transformers

library by Wolf et al. [183].

Our experimental setting is as follows:

2github.com/ThilinaRajapakse/simpletransformers



5.3 Experiments 71

Figure 5.2: Transfer learning with the use of adapters.

Step 1: Auxiliary Task Pre-Training In each experiment, we start with a pre-

trained RoBERTa-base model [98], which we train on one of the auxiliary tasks

described in Section 5.2, either using full fine-tuning or using adapters. For full

fine-tuning, we use a learning rate of 1e−5, following Hendrycks et al. [73]. When

using adapters, we use a learning rate of 1e−4, following Pfeiffer et al. [130]. For both

strategies, we use a batch size of 8 while training, which was the largest value we

could fit into GPU memory. Furthermore, we fix the number of epochs depending

on the size of the dataset, pre-training for 10 epochs on Hyperpartisan and Irony, as

these are the smallest datasets, and for 5 epochs on the other tasks.

Step 2: PCL Fine-Tuning After pre-training on a given auxiliary task, we fine-tune

the resulting model on the PCL dataset, focusing on both the binary and the multi-

label classification settings, i.e. Task 1 and Task 2. As a baseline, we directly train

RoBERTa-base on the PCL dataset, without infusing any previous knowledge.
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As in Chapter 4, we use 5-fold cross-validation for all experiments. We train the

models for 5 epochs for Task 1 and for 10 epochs for Task 2. We use a learning rate

of 1e−5 and a batch size of 4.

Our main evaluation metric is the F1 score. However, to explore to what extent

different categories of PCL are impacted, we also look at the recall per category, i.e.

among all the paragraphs that are labelled with a particular category of PCL (e.g.

UNB), we compute what percentage were correctly predicted as positive examples

by the model.

5.3.2 Experimental Results

For all the experiments presented in this section, we report the average results

across 5 runs, as well as the standard deviation. For each run, we do a 5-fold

cross-validation setting to evaluate the model in each experiment.

Configurations that outperform the RoBERTa baseline are shown in bold.

In Table 5.1 we report the average F1 score for each of the considered auxiliary

tasks, for three pre-training strategies: adapters, adapters+head and full fine-tuning.

Note that for StereoSet and for Sentiment, the classification head of the adapter

can not be used, as the number of labels in the auxiliary task and the main task is

different.

One immediate conclusion is that using adapters outperforms fully fine-tuned models

in all tasks. This suggests that catastrophic forgetting is indeed an issue in our

setting, which could be related to the fact that the auxiliary tasks are only loosely

related to the problem of PCL detection. In fact, Commonsense Morality is the only

task for which full fine-tuning outperforms the baseline.

Focusing now on the strategies with adapters, in most cases, Adapters outper-

forms Adapters+Head. For Adapters, six out of ten configurations outperform the
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Adapters Adapters+Head Fine-Tuning

RoBERTa baseline 54.48±0.42 54.48±0.42 54.48±0.42

Commonsense Morality 55.16±0.59 54.53±0.87 54.50±0.28

Deontology 54.67±0.56 54.33±0.72 51.58±0.66

Social Justice 53.30±0.18 54.18±0.22 51.72±0.17

StereoSet 53.45±0.51 - 53.07±0.61

Hate Speech 55.07±0.29 55.23±0.31 54.07±0.34

Offensive Language 55.18±0.63 55.10±0.44 52.91±0.36

Democrat vs Republican 52.80±0.80 53.83±0.23 52.54±0.54

Hyperpartisan 54.34±0.41 53.98±0.33 52.23±0.18

Irony 54.99±0.40 54.72±0.32 52.56±0.38

Sentiment 54.97±0.48 - 54.02±0.14

Table 5.1: F1 score (for the positive class) on PCL Detection with different auxiliary tasks
and pre-training strategies.

RoBERTa baseline, although the improvements in some cases are almost negli-

gible. The strongest improvements are obtained for Ofensive Language, Common-

sense Morality and Hate Speech, followed by Irony and Sentiment. In contrast, the

results for Democrat vs Republican, Social Justice and Stereoset are weak. The

results for Irony are surprising, as they are clearly above the baseline, despite the

fact that irony detection is conceptually rather different from PCL detection. Simil-

arly, the good results of pre-training on Sentiment are also unexpected, as we would

have expected news stories to be more objective or at least contain a more subtle

expression of sentiments than the tweets contained in the Sentiment dataset.

In Table 5.2, we summarize the performance of the pre-trained models for each

category, considering again the average F1 score. For this table, we consider the

Adapter strategy and fine-tune the resultant model on a multi-label classification

problem, trained for 10 epochs only on the positive cases of PCL, which are in turn

labelled with one or several PCL categories.

All pre-trained models improve the baseline results, especially Offensive and Sen-

timent, which improve the performance in five out of seven categories. Common-

sense Morality, however, only benefits three out of seven categories, despite being

one of the best-performing models in Table 5.1. In regards to specific categories,
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PCL Categories

UNB SHAL PRES AUTH MET COMP MERR

RoBERTa base. 88.59±0.56 58.89±1.39 54.3±1.95 53.08±1.06 38.56±3.13 76.78±0.8 0.00 ±0.00

Comm. Mor. 89.27±0.31 59.72±1.43 52.48±0.92 52.52±1.43 34.47±1.47 77.12±0.93 0.00±0.00

Deontology 88.40±0.26 61.84±2.01 52.58±1.84 51.27±0.98 39.97±1.58 78.02±0.85 0.00±0.00

Social Justice 88.79±0.41 60.90±1.34 53.72±1.34 47.67±1.79 37.25±2.68 77.79±0.92 0.00±0.00

StereoSet 89.21±0.39 60.11±1.42 54.07±2.15 52.06±2.45 35.52±2.21 77.65±0.30 0.89±1.99

Hate Speech 88.88±0.66 59.37±2.29 53.84±0.65 49.34±1.66 43.75±2.57 77.67±0.29 0.00±0.00

Offensive Lang. 89.20±0.07 60.60±0.86 55.73±1.40 52.54±1.21 39.04±0.65 78.25±0.57 0.00±0.00

Dem. vs Rep. 89.02±0.21 56.95±1.09 54.01±0.93 51.33±1.02 41.65±2.90 77.43±0.79 1.78±2.43

Hyperpartisan 88.74±0.46 56.42±4.45 54.26±2.95 52.15±1.05 40.28±1.70 77.42±0.75 0.00±0.00

Irony 88.83±0.29 60.28±0.80 52.99±0.51 53.66±1.12 36.59±2.37 77.68±0.86 0.00±0.00

Sentiment 89.23±0.19 59.27±5.77 52.24±5.83 53.55±1.28 39.00±2.82 79.04±1.20 0.00±0.00

Table 5.2: F1 score per category for models that were pre-trained using adapters. The
categories are abbreviated as follows: unbalanced power relations (unb), shallow solution
(shal), presupposition (pre), authority voice (auth), metaphors (met), compassion (comp),
the poorer, the merrier (merr).

COMP, UNB and SHAL see improvements after pre-training in (almost) all the aux-

iliary tasks, while PRES is only improved by the Offensive model, and AUTH only

obtains better results after pre-training on Irony or Sentiment. Based on these res-

ults, a model able to identify shallow solutions in condescending language, would

benefit from learning especially about deontology and social justice, which we could

intuitively relate to this category, as they refer to human values, ethics and fairness;

more surprisingly, offensive language and irony also provide helpful knowledge to

a model to identify shallow and insufficient solutions to deep-rooted societal prob-

lems. For MET, we also find some interesting results, as the most important gains

are obtained by the models pre-trained on Hate Speech, Democrat vs Republican

and Hyperpartisan News Detection. All share a sometimes radicalized political dis-

course, which openly tries to harm or influence others. Moreover, these datasets

often include insults, offences and disparagement in a more or less subtle language,

which might help identify other figures of speech, such as metaphors, euphemisms

or hyperboles.

However, the imbalance of samples from different categories in the training set,
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PCL Categories

UNB SHAL PRES AUTH MET COMP MERR

RoBERTa base. 71.48±1.36 72.39±1.89 67.17±1.74 66.42±1.92 76.18±1.12 72.57±1.44 70.55±1.95

Comm. Mor. 72.00±1.26 73.71±1.35 69.18±2.11 66.80±0.76 77.74±1.43 71.57±1.80 68.09±3.97

Deontology 71.57±0.86 74.51±1.16 64.43±0.67 64.39±0.52 75.44±1.34 71.26±1.10 69.73±2.10

Social Justice 73.71±0.80 73.33±0.76 68.86±1.21 68.54±0.77 76.73±0.79 73.47±1.08 72.73±3.34

StereoSet 70.64±1.10 71.73±2.64 66.94±0.96 65.83±1.91 73.43±1.08 71.48±0.53 70.24±4.82

Hate Speech 72.47±0.85 72.93±0.81 67.66±0.26 67.44±1.26 74.67±0.66 73.03±1.40 70.65±2.91

Offensive Lang. 71.86±1.28 72.07±1.58 69.04±1.24 66.93±0.98 76.86±1.52 73.03±1.38 68.72±4.55

Dem. vs Rep. 69.48±1.10 69.65±1.41 63.35±0.80 64.30±1.02 75.52±0.29 70.26±1.03 71.95±3.87

Hyperpartisan 71.63±0.57 72.07±1.44 68.50±1.83 67.43±1.60 76.05±0.91 73.45±1.13 71.89±3.14

Irony 70.65±0.84 71.52±1.21 65.40±0.87 64.91±0.90 73.93±1.34 71.24±0.72 67.67±5.01

Sentiment 71.79±1.23 72.14±3.06 67.43±1.08 65.56±2.06 75.31±1.85 73.04±0.68 68.03±3.96

Table 5.3: Recall per category for models that were pre-trained using adapters. The cat-
egories are abbreviated as follows: unbalanced power relations (unb), shallow solution
(shal), presupposition (pre), authority voice (auth), metaphors (met), compassion (comp),
the poorer, the merrier (merr).

makes the multi-label classification task more difficult, especially for those categories

with fewer examples, as we can see in the results for MERR in table 5.2. We hypo-

thesize that some pre-trained models might be better at identifying PCL examples

from a given category, even when they might not be able to identify to what category

the sample belongs. In order to test this idea, we conduct a new experiment, whose

results are presented in Table 5.3. For this experiment, we replicate the binary clas-

sification setting. Then, we look at which categories are present in the correctly

classified instances by each model, to obtain the recall per category. As before, all

results are averaged across 5 runs and with a 5-fold cross-validation setting for each

run. As can be seen, the baseline is outperformed across all categories by several

pre-trained models. Regarding specific categories, MET, SHAL and MERR seem to

pose a struggle for most models, while UNB and PRES are easier to detect by most

pre-trained models.

Comparing the performance of the different auxiliary tasks, we can see that, sur-

prisingly, Social Justice achieves the most consistent results in recall, outperforming

the baseline across all categories, in spite of its disappointing results in Table 5.1
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and Table 5.2. This imbalance between the recall over categories and the over-

all performance on PCL detection can be explained by a low precision. With this,

we could infer that pre-training on Social Justice does help to detect PCL, but also

leads the model to predict false positives, which in turn leads to poor overall per-

formance. Hyperpartisan presents a similar case, improving the baseline in terms

of recall in five out of seven categories. By contrast, Irony, which presents a fairly

good performance on PCL detection, does not improve the baseline for any cat-

egory in terms of recall, which points to a higher precision, which would balance the

overall performance. More expectedly, Hate Speech, Commonsense Morality and

Offensive Language outperform the baseline in most categories. The worst results

in Table 5.3 are for StereoSet and Democrat vs Republican, which is in line with their

disappointing overall performance in Table 5.1.

5.3.3 Qualitative Analysis

To better understand how pre-training can benefit the PCL detection model, Tables

5.4, 5.5, 5.6, 5.7, 5.8 and 5.9 show some examples of paragraphs containing PCL,

which were incorrectly classified by the baseline model but correctly classified by

one of the pre-trained models. In the following, we try to understand what kind of

knowledge from the auxiliary tasks might be helping the model to better identify PCL

in each case.

The Commonsense Morality dataset contains various sentences about situations

where the author is helping others. Some examples of such sentences are as fol-

lows:

• I received admiration for helping an elderly woman cross the street.

• A troubled friend came to me for help so I listened to her.

• I served leftover meat to the homeless.
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Model Text Categories

C.Morality

“I have a lot of sympathy for folks who are in need in the city," Mr
Edmonds-Waters said. “This has become an extremely expensive
city to live in. The divide between those who have and those who
don’t is ridiculously ginormous."

UNB,
COMP

We have done a great deal of work but the biggest thing we have
done is to make the ministry a powerful tool for the protection of
women... over the last four years, every time somebody comes up
with a good idea or proposes an area in which women need help,
we have adopted it immediately. We have been doing two things
– policymaking, which also pushes other ministries, and looking at
individual cases of suffering. For me, both components are equally
important.

UNB,
COMP

There are also angels who get together and help a larger group of
people in need.

UNB, MET

At a ceremony held in Accra, she said the presence of disabled per-
sons begging on the streets and the absence of ambulance to aid in
the transfer of patients in need of critical help, moved her to donate
the items.

UNB,
SHAL,
COMP

It wasn’t uncommon for Johannah to hear through the media of an
individual in need of assistance, and she would immediately make it
her objective to get that person what they often desperately needed,
and rarely without success.

UNB

Table 5.4: PCL paragraphs correctly classified by the model pre-trained on C.Morality and
missed by the baseline model. The categories are abbreviated as follows: unbalanced
power relations (unb), shallow solution (shal), presupposition (pre), authority voice (auth),
metaphors (met), compassion (comp), the poorer, the merrier (merr).

• I put a dollar bill in the homeless man’s empty cup.

Comparing these sentences to the examples in Table 5.4 reveals some clear sim-

ilarities. For example, in both cases, the format of the text fragments centers on

personal experiences or personal actions told in first person. By pre-training on

commonsense morality, the model thus becomes exposed to language that is char-

acteristic of PCL, especially when it comes to recognising UNB (i.e. the unbalanced

relation between those who give and those who receive), and SHAL.

The examples from the Deontology dataset tell us what a person in a certain situ-

ation should morally or ethically do. Positive examples from this dataset mainly talk

about helping and protecting others, which is a clear trait of PCL, especially for UNB.
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Model Text Categories

Deontology

“We are in a state of mourning but we have to carry on because we
have a duty to those people who are so in need of our support." Mr
Bird said thousands of people worldwide had paid their respects to
the two men, with tributes from as far afield as Australia.

UNB

But the goal isn’t only to get the reality of homelessness onto social
media.

SHAL,
AUTH

“The people of Khyber Pakhtunkhwa are resilient. I did not see hope-
lessness on any face," he said.

PRES,
MERR

Table 5.5: PCL paragraphs correctly classified by the model pre-trained on Deontology and
missed by the baseline model. The categories are abbreviated as follows: unbalanced
power relations (unb), shallow solution (shal), presupposition (pre), authority voice (auth),
metaphors (met), compassion (comp), the poorer, the merrier (merr).

Some examples are as follows:

• I am a real estate agent in a large city. So I should make good deals to people

who need homes.

• I am a high school English teacher. So I should offer tutoring to students who

need help.

• I am a nun in the Catholic church. So I should pray for people who need it.

• I am a camp counselor at a small camp. So I should make sure children are

kept safe.

• I am a babysitter that works on weekends. So I should ensure the children’s

safety.

The model pre-trained on deontology, therefore, learns about what is the right or

wrong thing to do in different situations. Examples of PCL often have a similar

message, as can be seen in the examples in Table 5.5 for the deontology pre-trained

model.

The strong results for Hate are to some extent surprising, as the style of the tweets

in this dataset, which is often about insulting and aggressively addressing people,
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is very different from PCL, which is more about praising and pitying individuals or

communities. However, the vulnerable communities from the PCL dataset are com-

monly targeted in hate speech. A model which is pre-trained on hate speech can

thus learn about what kind of attitudes towards these communities are acceptable.

Moreover, the authoritarian or aggressive tone, the hyperboles and the abuse of ad-

jectives that can be found in hate speech are also common traits of PCL, especially

for the categories AUTH, COMP and MET. Some examples of sentences from the

Hate dataset are as follows, with the first two being positive examples of hate speech

and the last two being negative examples.

• @user Coward Cameron go on welcome migrants with housing etc while des-

troying disabled peoples benefits its not a secret ur no good.

• Prevent new refugee crisis? You can stop doing the lies n propagandas bull-

shit.You can’t even take care of your poor ppl at home. Space Force is too

expensive for the ppl w 2 jobs.You can’t even take care of Puerto Rico. Good

night millions of homeless on the streets of US.

• Why we need to protect refugees from the ideas designed to save them.

• Lots of events coming up next week. Sign up to take action! On Aug 15th call

Governor Wolf and demand he take action to protect immigrant families. Stop

being complicit with Trump/ICE. Governor Tom Wolf...

Some parallels with the examples for hate in Table 5.6 can be observed. First, in

the examples above, we see how vulnerable communities are presented as being

in need of protection and attention, which is similar to the examples from the PCL

dataset in Table 5.6. The authoritarian and aggressive tone from the two positive

examples above also resembles the last example for hate in Table 5.6.

The Offensive dataset presents an interesting case. Although offensive language is

inherently harmful, it might be more subtle and indirect than hate speech, which is
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Model Text Categories

Hate

Apparently in Dr. Ablow’s eyes, people who undergo the transgendered
process are broken individuals, in need of repair. There are no trans-
gendered people – only people who are confused and in need of treat-
ment to alleviate their condition.

PRES,
MET,
COMP

School for the blind, deaf and dumb, Isulo, Anambra State, which
parades a number of beautiful structures, is one of the schools bat-
tling with lack of facilities to meet the special educational needs of the
children. According to Felix Nwaochi, President-General of Isulo Com-
munity, the school is seriously in need of water supply as many of
the blind students have to fetch water from a stream to survive in the
school.

UNB,
SHAL, MET

“I and my daughter Monica are excited about providing a space for
disabled people to be able to get together and earn fair prices for their
work," Mr. Rogers said.

UNB

As Maas put it, “the loss of this organisation could unleash an un-
controllable chain reaction. "Kids would be pushed from Unrwa
classrooms onto the streets, where they would be more vulnerable to
dangerous scenarios such as recruitment efforts by terrorists, who will
surely jump at the chance to argue that if we can’t keep our aid prom-
ises, peaceful coexistence with the West is impossible. Child marriage,
child labour, and child trafficking would rise. A generation of children
and young people would be lost, in a region more unstable than ever.

UNB,
AUTH,
MET,
COMP

Table 5.6: PCL paragraphs correctly classified by the model pre-trained on Hate and missed
by the baseline model. The categories are abbreviated as follows: unbalanced power rela-
tions (unb), shallow solution (shal), presupposition (pre), authority voice (auth), metaphors
(met), compassion (comp), the poorer, the merrier (merr).

also a characteristic of PCL. We could also claim that an offensive message might

not be entirely ill-intentioned, following the work of Yin and Zubiaga [185], and that

the offence might depend more on the receiver of the message than on the author

of it. In the Offensive dataset we find then a softer language, where the offensive-

ness often relies on sarcasm. In other messages, we consider that a pretended

positive message towards a person or community unveils an unfair treatment or a

generalization that can be considered offensive, which is a definition that would also

fit a condescending message, especially for the categories of UNB and MERR. In

addition, the communities more susceptible to receiving condescending treatment

are often also targeted in offensive discourse. The strongly opinionated texts and

the use of the imperative mode, which are often representative of tweets, might also
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help the model with categories such as AUTH and PRES. To illustrate these points,

we include some sentences extracted from the Offensive dataset, with the first three

being negative cases and the last two being positive examples of offensive language.

• @user @user You care about black men dying at the hands of racist cops?

You care about the immigrants being kidnapped at the border? You care about

the 3k Puerto Ricans that died? I figured you would bring up antifa. That says

everything about you.

• @user me and my girl walked through San Francisco and I came up with a

new game. Homeless or antifa. The homeless are so much more pleasant.

• @user @user @user @user So handsome you are! I think people should

donate the shoes to our homeless veterans and other homeless Americans,

after they sew a no"""" circle over the emblem."""""

• @user @user @user Because some people are bastards. You’re hopelessly

naïve if you think plenty of frauds won’t take advantage of this law change for

malign purposes.

• @user @user You are name calling a decorated disabled veteran. - shame on

you. Know your subject before making slanderous remarks.

Table 5.7 presents some examples of PCL instances correctly classified by the of-

fensive model. We can identify here some of the features of offensive language,

such as the treatment of some communities as in need of our protection and action.

Also, we can see authoritarian attitudes and suggestions of solutions, which share

the strongly opinionated discourse of tweets in general and offensive language in

particular. Moreover, the last two examples show the type of discourse that, al-

though trying to praise someone, might be offensive because of the assumptions

and generalizations which can be inferred from the message.
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Model Text Categories

Offensive

"We have to sit down, dialogue with those who are agitating and start
looking at meaningful solutions that can give them hope. Once a coun-
try makes her people to develop a sense of hopelessness, the people
will agitate a lot."

UNB, AUTH

Hundreds of thousands of internally displaced persons (IDPs) belong-
ing to FATA are languishing in refugee camps since the military oper-
ations started in the region. Rehabilitation of these people should be
the utmost priority of the government. For that purpose, construction of
health and education facilities as well as other infrastructure is neces-
sary. According to the committee recommendations, foreign donors
for the rehabilitations process could not be approached without legal
reforms in FCR.

UNB,
COMP

Who blame for this issue?? The system itself or people? Must be the
people’s fault for being refugees or being poor, instead born being in
the right country.

COMP

Even people who are disabled can still practice karate and have a
sense of accomplishment. It matters not what your state of being is,
people are encouraged to excel.

UNB,
COMP

If only we had more stories that championed the brilliance of migrant
workers perhaps we ’d be able to challenge the silence that permits
them to be treated in such a disdainful way.

UNB,
COMP,
MERR

Table 5.7: PCL paragraphs correctly classified by the model pre-trained on Offensive and
missed by the baseline model. The categories are abbreviated as follows: unbalanced
power relations (unb), shallow solution (shal), presupposition (pre), authority voice (auth),
metaphors (met), compassion (comp), the poorer, the merrier (merr).

The relevance of Irony may seem less clear than that of the other datasets. How-

ever, our experimental results nonetheless show that pre-training on this dataset is

beneficial. To understand why this is the case, it is worth pointing out that instances

from this dataset often contain strongly opinionated language and value judgments,

which are related to the AUTH and PRES categories, as well as generalizations and

hyperboles, which are relevant for the MERR and PRES categories. Moreover, a

speaker using irony often decorates their language with unnecessary, flowery word-

ing, which is relevant for the MET category. The following examples from the irony

dataset illustrate these points:

• “Now that i can seem to afford good things, material things in life ... its the

simple things that i need and really want ... of my life"
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Model Text Categories

Irony

As a matter of life views, migrants generally see opportunities where
locals don’t. they see how their home society has handled different
problems and they can draw from that experience to simply copy and
paste amazing solutions that change a society. These innovations are
what an economy needs to grow and solve its own issues in dynamic
ways.

PRES,
MERR

“It ’s not just a matter of income poverty. What matters is children in
very poor families in crowded, cold and damp houses. There is an
income issue, there is a housing supply issue and there is a housing
quality issue."

AUTH,
COMP

Bombarded by schizophrenia, addiction and homelessness, you might
say that Eoghan O’Driscoll has been to hell and back. but he is finding
a new balance through painting. Interview: Michael Lanigan

MET,
COMP

Many celebrities wore blue ribbons to support the American Civil Liber-
ties Union, which is seeking to shed light on the plight of young immig-
rants facing the potential of being deported.

UNB,
SHAL,
MET,
COMP

Table 5.8: PCL paragraphs correctly classified by the models pre-trained on Irony and
missed by the baseline model. The categories are abbreviated as follows: unbalanced
power relations (unb), shallow solution (shal), presupposition (pre), authority voice (auth),
metaphors (met), compassion (comp), the poorer, the merrier (merr).

• @user try having no internet for a month. Now I know how Ethiopians feel.

• “so, sane peoples would talk to themselves in twitter because they can’t find

other sane humans to talk to. that #retweet #ifagree"

• “@user I don’t think, I know x"

The model seems to learn from the assumptions, exaggerations and generalizations

in the Irony dataset, as we can also find them in the irony examples in Table 5.8,

for instance in the generalization and assumption that migrants see what locals do

not. In other examples from Table 5.8, we can see a dichotomy between a dramatic

situation and a shallow solution (e.g. painting or wearing blue ribbons), which is re-

miniscent of the dichotomies that often appear in ironic language. The authoritarian,

confident tone of the last two examples extracted from the Irony dataset is also a

common feature of PCL.
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Pre-training on Sentiment also improves the model’s performance on PCL detec-

tion. There are several features in the Sentiment dataset which can help the model

to detect condescension. For instance, the inputs from this dataset often contain a

confident, strongly opinionated tone, characteristic of tweets, which is also a feature

of the AUTH and PRES categories in PCL. To express sentiment, the texts also con-

tain a fair number of adjectives, which can be easily linked to the COMP category

in PCL. If we look at some examples from the dataset, we can also see a recursive

structure of content, where someone does something for another person, a structure

also shared by the UNB and SHAL categories of PCL. Some of these features can

be observed in the examples below, extracted from the Sentiment dataset:

• We’ve got the info on how YOU can help those in need in SLC w/ @user &

@user #ad

• Support CEO Keith Bradshaw as he spends a night sleeping at Adelaide Oval

on THURSDAY raising money for the homeless

• ‘Knock Knock: Live:’ David Beckham Surprises Family In Need: Tuesday

marked the debut of "Knock Knock:... #family"

• “Jeff Foxworthy leads a Bible study with homeless guys on Tuesday mornings,

and has for years. How cool is that?"

• “In the Oregon experiment, 10,000 previously-excluded people (poor & child-

less) were given access to Medicaid for the first time"

The language in the above examples clearly shows unbalanced relations between

those who can help and those who are helped, a highly indicative feature of PCL.

Furthermore, in these examples, those in a more powerful situation are praised by

their charitable actions, which is as well a common theme in PCL, as shown in most

of the examples of Sentiment in Table 5.9. There, the individuals who help and

their actions take center stage in the paragraph, above the community or individuals
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Model Text Categories

Sentiment

A kind-hearted woman has rescued a 11-year-old girl fleeing from her
home in the Sri Lankan refugee camp near Madurai and re-united her
with her family with the help of police in Tiruchi.

UNB

The actor, who will be seen later this month in Avengers: Infinity War,
found himself called upon to make the day of a young fan in need.
On Wednesday, he hung out with Jacob Monday, who is a 16-year-old
from upstate New York who has terminal cancer. The teen, who has a
rare form of bone cancer, has a bucket list he’s working through and it
included meeting his favorite movie star.

UNB,
SHAL

Discrimination of the disabled by society is one of the major problems
undermining the progress of democratic practice in the country. It is
always the dream of people with disabilities that so long as the disability
bill is passed, their position in society will be influenced positively.

PRES,
AUTH

He said the victims who are currently rendered homeless can now be
relieved of troubles as the 5,000 iron sheets from Mwanza had arrived,
with 1,200 already distributed to victims in Bukoba Municipality.

UNB,
SHAL,
AUTH

The boxers were from poor families and had nothing. I was trying to
feed them in my own home, and I wasn’t thinking about my own family.
All I knew was I had food in my house and I had to feed the boxers.

UNB,
AUTH,
COMP

Table 5.9: PCL paragraphs correctly classified by the model pre-trained on Sentiment and
missed by the baseline model. The categories are abbreviated as follows: unbalanced
power relations (unb), shallow solution (shal), presupposition (pre), authority voice (auth),
metaphors (met), compassion (comp), the poorer, the merrier (merr).

who receive the action. By pre-training on sentiment the model seems to learn

associations between some communities and their positions of power and need, and

that helping others is considered an action with positive sentiment. This knowledge

helps the model to better identify PCL.

5.4 Summary

In this chapter, we explored how different auxiliary tasks can help detect PCL. To

this end, we used three strategies for pre-training PCL detection models on ten

text classification tasks whose associated data could be related, to some extent, to

condescending language.
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Regarding the pre-training strategies, we showed how, in this setting, the use of ad-

apters works better than full fine-tuning a pre-trained LM, as the catastrophic forget-

ting that seems to occur while fine-tuning impacts negatively on the PCL detection

results.

Focusing on adapters, we find that performance gains are indeed possible in this

way, in particular when pre-training on tasks related to harmful language and com-

monsense morality, which supports the idea that PCL detection requires an assess-

ment of human values. We also found irony detection and sentiment analysis to be

useful pre-training tasks. While these tasks are conceptually rather different from

PCL detection, we found several similarities in the underlying discourse, such as

the use of hyperboles, strongly opinionated language or the abuse of adjectives and

flowery wording. In contrast, for tasks focusing on political speech, social justice and

stereotypes no improvements were witnessed.

These findings improve our understanding of the nature of PCL, although further re-

search in this area is needed to assess the relation of PCL to other kinds of discourse

and the gains which could be obtained by infusing previous related knowledge into

a PCL detection model. For instance, stereotypes are a distinctive feature of PCL,

despite the disappointing results for the Stereoset model. These results, therefore,

might be explained by the limited relationship between the communities represented

in both datasets and the stereotypes contained in them.

Moreover, each auxiliary task might need specific hyperparameter tuning in order

to obtain the best results on PCL detection. However, the objective of this chapter

was to obtain a better understanding of the nature and features of PCL by offering

an overview of how different types of discourse might be, or not, related to PCL and

how we can use these insights for further research.

In the next chapter, we will introduce a new test set for the DPM! dataset and will

present the shared task on PCL detection and categorization hosted at SemEval-

2022. We will analyze the best approaches and will summarize their most important
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insights. We will also share some of the lessons learnt from sharing this challenge

with the community.
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Chapter 6

Shared Task on Detecting and

Categorizing PCL

6.1 Introduction

In this chapter we present an overview of the shared task that we organized on Pat-

ronizing and Condescending Language Detection and which was hosted at SemEval-

2022. The task attracted the participation of 77 teams during the official duration of

the competition, and it is still being used for research purposes and as a learning

resource at several universities.

For this shared task, two sub-tasks were considered, in line with the two problems

of PCL detection and categorization that we proposed in Chapter 4:

• Subtask 1 was presented as a binary classification problem, where parti-

cipants needed to classify a given paragraph as containing PCL or not (i.e.,

give a label of 0, if the paragraph does not contain PCL, or 1 if it is a positive

case of condescension).

• Subtask 2 was a multi-label classification task, where participants needed to

identify which types of PCL are present in each paragraph, if any. In this case,

participants had to assign a set of 7 labels to each paragraph, each one of

them being 0 or 1 depending on which PCL category is present in the input
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text. The categories are based on the taxonomy of PCL categories presented

in Chapter 3.

In the next pages, we first provide an overview of the data used for this challenge

in Section 6.2. Next, we describe how the task was organized in Section 6.3. After

this, in Section 6.4, we discuss the techniques that were employed by the different

participants and present the best performing models. To finalize, we summarize

some of the insights and lessons learned with this task in Section 6.5.

6.2 Dataset

The seed material for this task is Don’t Patronize Me! (DPM!), an annotated dataset

with Patronizing and Condescending Language towards vulnerable communities,

which was introduced in Chapter 3 and 4. This dataset contains 10,467 paragraphs,

which were used as the training set for the SemEval task. To create the test set

for this task, we annotated 3,832 additional paragraphs, following the same process

as in the training set, which was explained in Chapter 3. The next two subsections

present statistics of the data contained in the test set, as well as baseline results

for the tasks of identifying and classifying PCL, where the models are trained on the

entire training set and tested on the test set. From this point, we will refer to the two

sets of data as (DPM!) training set and (DPM!) test set.

6.2.1 The DPM! test set at a glance

As in the training set, all paragraphs for the DPM! test set were extracted from news

stories from media in twenty English speaking countries, originally provided by the

News on Web (NoW) corpus [34]. We also followed the same process of cura-

tion. For the annotation, we recruited two new annotators, who annotated the binary
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version of the dataset with labels 0-4 (see Section 3.4). The third annotator, who

had participated as a referee for the training data, annotated which categories were

present in the positive cases.

dis hom hop imm mig need poor ref vul wom Total

Australia 17 24 22 19 17 18 20 20 15 20 192
Bangladesh 24 17 19 23 19 23 15 23 19 21 203
Canada 18 22 23 22 28 23 18 19 14 23 210
Ghana 13 20 18 18 12 23 4 21 21 20 170
Hong Kong 14 15 16 21 16 20 7 24 21 14 168
India 9 23 13 15 22 18 22 16 15 25 178
Ireland 14 24 20 17 17 17 15 17 27 19 187
Jamaica 22 12 27 19 22 17 6 21 24 23 193
Kenya 23 24 18 19 21 23 19 25 17 14 203
Malaysia 17 27 28 21 17 13 20 17 15 17 192
New Zealand 10 24 14 23 18 24 22 25 23 28 211
Nigeria 20 14 26 22 19 21 22 19 13 20 196
Pakistan 24 18 24 24 18 16 15 19 21 17 196
Philippines 13 19 19 27 16 21 21 23 19 22 200
Singapore 23 19 17 18 15 16 20 28 20 25 201
South Africa 15 21 10 17 19 19 15 25 27 19 187
Sri Lanka 22 18 17 16 18 25 8 19 26 23 192
Tanzania 0 16 6 15 18 23 17 26 18 22 161
UK 20 24 28 20 19 19 15 16 17 23 201
United States 14 13 20 24 20 20 22 13 28 17 191

Total 332 394 385 400 371 399 323 416 400 412 3832

Table 6.1: Number of paragraphs per keyword and country in the test set

In Table 6.1 we show the distribution of paragraphs by country and community in

the test set. For some combinations of country-keyword, the natural distribution of

the data prevented a totally balanced dataset. For instance, we could not find any

paragraph which mentioned the keyword disabled in Tanzania’s media in our test set,

which is coherent with the low number of instances for the same country-keyword

combination in the training set, as can be seen in Table 4.1. Similarly, the keyword

poor families is hardly mentioned in some countries, which makes this keyword one

of the least populated in the dataset.

From the 3,832 paragraphs of the test set, 317 were annotated with labels 3 and 4,

as containing PCL. For the test set we excluded paragraphs annotated with the la-

bel 2, as these are consider to be borderline cases. Those 317 positive paragraphs
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unb shal pre aut met com merr Total

Dis 19 (48.7%) 3 (7.7%) 0 (0%) 5 (12.8%) 2 (5.1%) 6 (15.4%) 4 (10.3%) 39
Hom 42 (39.6%) 19 (17.9%) 8 (7.5%) 6 (5.7%) 12 (11.3%) 16 (15.1%) 3 (2.8%) 106
Hop 17 (20.5%) 0 (0%) 2 (2.4%) 18 (21.7%) 9 (10.8%) 35 (42.2%) 2 (2.4%) 83
Imm 3 (15%) 0 (0%) 0 (0%) 4 (20%) 1 (5%) 10 (50%) 2 (10%) 20
Mig 7 (43.8%) 0 (0%) 1 (6.3%) 0 (0%) 0 (0%) 6 (37.5%) 2 (12.5%) 16
Need 39 (63.9%) 4 (6.6%) 0 (0%) 5 (8.2%) 2 (3.3%) 10 (16.4%) 1 (1.6%) 61
Fam 36(32.7%) 7 (6.4%) 16 (14.5%) 20 (18.2%) 3 (2.7%) 25 (22.7%) 3 (2.7%) 110
Ref 14 (34.1%) 6 (14.6%) 0 (0%) 6 (14.6%) 2 (4.9%) 11 (26.8%) 2 (4.9%) 41
Vul 14 (53.8%) 1 (3.8%) 0 (0%) 4 (15.4%) 2 (7.7%) 5(19.2%) 0 (0%) 26
Wom 16 (53.3%) 2 (6.7%) 0 (0%) 6 (20%) 0 (0%) 4 (13.3%) 2 (6.7%) 30

Total 207 (38.9%) 42 (7.9%) 27 (5.1%) 74 (13.9%) 33 (6.2%) 128 (24.1%) 21 (3.9%) 532

Table 6.2: Number and % of text spans that have been labelled with each of the PCL cat-
egories in the test set, per keyword. The categories are abbreviated as follows: unbalanced
power relations (unb), shallow solution (shal), presupposition (pre), authority voice (auth),
metaphors (met), compassion (comp), the poorer, the merrier (merr).

contained, in turn, 532 spans annotated with PCL categories. Table 6.2 shows the

distribution of categories by keyword in the test set. Similarly to the distribution in

the training set, we can see how Unbalanced power relations and Compassion are

the most frequent in the test set. In this data, media expresses unbalanced power

relations especially towards people in need, but also towards vulnerable groups and

women. We often see expressions of compassion towards immigrants, those con-

sidered hopeless and migrants, which follows the trends that we saw at the analysis

of the training set. The poorer, the merrier also repeats as the least recurrent cat-

egory. While we see a similar distribution between the training and the test set in

general, some combinations of keyword-category do not present any instance in the

test set, due to its smaller size. For instance, comparatively, presuppositions are

scarce in the test set, with eight out of ten communities presenting none or very few

examples of this category.

Regarding the analyzed communities, poor families and homeless receive more con-

descending treatment, whereas migrants, immigrants and women present less ex-

amples of PCL, which shows the same trends as the training set.
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6.2.2 DPM! test set baseline results

In order to keep testing the DPM! dataset as a linguistic resource for further research

in modeling PCL, we replicate the experiments from Chapter 4, using the entire

training set for training (i.e. the full 10467 paragraphs) and the new test set for

testing.

We experiment with the same models, namely Support Vector Machine models

based both on Bag of Words and on word vectors, Bidirectional LSTM, a random

classifier and different Language Models from the BERT family. We run experiments

in the settings of Subtask 1 and Subtask 2, namely binary and multi-label classifica-

tion. The specifications for each one of the models are explained in Section 4.3.1.

In Table 6.3, we see the baseline results for Subtask 1, where the model has to

classify a paragraph as containing or not PCL in a binary classification problem. As

in the previous experiments, we show the average of 5 runs for each one of the

models. The results replicate most of the trends seen in Table 4.4, correspond-

ing to the experiments in the training set, although on the test set, RoBERTa-base

obtains the best results, followed by BERT-large. The performance of RoBERTa-

large is again highly inconsistent. The SVM based on word embeddings still obtains

fairly good results, surpassing the BiLSTM approach and RoBERTa-large, due to

the aforementioned inconsistency of this last model.

P R F1

Random 8.79 53.00 15.08
SVM-BoW 32.16 34.70 33.38
SVM-WV 36.24 54.55 43.55
BiLSTM 34.94 50.73 41.01
DistilBERT 36.45 65.49 46.83
BERT-base 40.67 70.03 51.44
BERT-large 41.62 73.63 53.15
RoBERTa-base 42.65 73.82 54.05
RoBERTa-large 33.47 57.16 42.19

Table 6.3: Results on the test set for the problem of detecting PCL, viewed as a binary
classification problem (Subtask 1).
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Table 6.4 shows the performance of the same models in Subtask 2, seen as a multi-

label classification task. In these experiments, we introduce a new setting, i.e., we

also include negative examples of PCL, in order to make the task more challenging

and also more realistic. This is the same setting we proposed for Subtask 2 at

the SemEval-2022 shared task. The results show that different models perform

better for different categories, with RoBERTa-large ouperforming the other models in

UNB, MET and COMP; BERT-base being the best one at detecting the presence of

SHAL, PRES and AUTH, and RoBERTa-base being specially good at the detection

of MERR. As in the experiments in the training set, the models based on SVMs

obtain fairly good results, specially for MERR, which stands as the most difficult

category, with most models not being able to predict any instance of it. The results

shown in the table are the average of 5 runs.

6.3 Shared Task Setting

In this section, we explain the setting of the SemEval-2022 task on Patronizing and

Condescending Language Detection.

Data

Participants were provided with sentences in context (paragraphs), extracted from

news articles, in which one or several predefined vulnerable communities are men-

tioned. The data provided was divided as follows:

• Training data: The 10,467 annotated paragraphs from the DPM! training set

were provided as training data. To frame Subtask 1 as a binary classifica-

tion problem, paragraphs with labels 0 and 1 were considered as negative
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Random SVM-BoW SVM-WV
P R F1 P R F1 P R F1

Unb 5.55 47.51 9.94 16.58 44.34 24.14 30.06 47.06 36.68
Shal 0.95 41.86 1.86 6.34 30.23 10.48 18.84 30.23 23.21
Pres 1.53 60.42 2.98 3.88 18.75 6.43 13.54 27.08 18.06
Auth 1.82 45.33 3.50 7.63 26.67 11.87 14.89 18.67 16.57
Met 1.02 51.35 2.00 2.39 13.51 4.07 11.76 21.62 15.24
Comp 3.31 49.61 6.21 8.84 32.56 13.91 19.14 37.98 25.45
Merr 0.36 33.33 0.72 16.67 14.29 15.38 16.67 9.52 12.12

BiLSTM DistilBERT BERT-base
P R F1 P R F1 P R F1

Unb 36.13 41.45 38.45 41.66 56.74 48.03 43.21 64.25 51.67
Shal 31.33 6.51 10.36 38.49 39.53 38.94 54.00 49.30 51.44
Pres 12.19 5.00 6.52 24.26 26.25 25.17 31.13 34.58 32.72
Auth 5.71 0.53 0.98 26.82 17.60 21.19 37.27 27.73 31.77
Met 1.25 1.08 1.16 26.32 18.38 21.53 22.18 14.59 17.57
Comp 26.06 27.29 26.26 32.04 46.67 37.97 34.66 53.95 42.19
Merr 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BERT-large RoBERTa-base RoBERTa-large
P R F1 P R F1 P R F1

Unb 42.45 71.58 53.29 44.99 71.22 55.09 44.94 72.58 55.46
Shal. 37.90 47.91 42.19 36.77 55.81 44.32 35.40 60.93 44.72
Pres 24.48 47.50 32.16 22.24 31.67 26.08 22.93 42.92 29.87
Auth 30.07 24.53 26.74 31.76 25.87 28.48 28.65 32.00 30.02
Met 28.35 20.00 23.30 35.67 31.35 33.36 36.15 38.38 36.97
Comp 32.06 61.09 42.02 36.16 59.22 44.88 36.28 61.86 45.71
Merr 6.67 0.95 1.67 54.45 19.05 27.89 37.89 18.10 24.45

Table 6.4: Results on the test set for the problem of categorizing PCL, viewed as a
paragraph-level multi-label classification problem (Subtask 2). The categories are abbre-
viated as follows: unbalanced power relations (unb), shallow solution (shal), presupposition
(pre), authority voice (auth), metaphors (met), compassion (comp), the poorer, the merrier
(merr).

examples, while paragraphs with labels 2, 3 and 4 were considered as posit-

ive examples of PCL. The original labels on the scale from 0 to 4 were also

made available. The 993 positive examples in the training data are labelled

with the corresponding PCL categories. The meta-information for each para-

graph includes an article id, a paragraph id, the country where the article was

published, the community mentioned in the paragraph and the binary or multi-

label annotation. For the category-level annotated data, span annotations for

each category were also provided.

• Test data: The 3,832 paragraphs from the DPM! test set were released as
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test set for the task, with the same format and meta-information as the train-

ing set. For the sake of the shared competition, however, nor labels or span

annotations were provided for the test set.

We welcomed the use of external resources in this task. Participants were encour-

aged to explore transfer learning or data augmentation techniques with a variety of

source corpora and language resources.

Evaluation

To rank the system submissions we used the following evaluation metrics:

• Subtask 1: F1 score for the positive class.

• Subtask 2: Macro-averaged F1 over all categories.

For both subtasks, we compared all the system submissions results with the rest

of participating systems and with the task official baseline. Specifically, we ran

RoBERTa-base for binary and multi-label classification for Subtask 1 and Subtask 2,

respectively, trained with default parameters for 1 epoch on the full training set.

Participation Framework

The task was hosted on CodaLab1, with participants needing to register and submit-

ting their results through the platform. The competition involved the following three

phases:

• Practice phase: The 10,467 paragraphs from the training data were split into

8,373 training paragraphs and 2,094 validation paragraphs. This was done
1https://competitions.codalab.org/competitions/34344
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to allow participants to compare their systems on a public leader board. The

training-validation split respected the natural distribution of labels in the data.

• Evaluation phase: This was the official evaluation phase for the SemEval

competition. The test data was released and the leader board for this phase

remained hidden to prevent participants from fine-tuning their systems on the

test data. Each participant was allowed two different submissions for each

subtask.

• Post-evaluation phase: The learderboard for the evaluation phase and the

official ranking for each subtask were published, as the SemEval competition

ended. Participation in the SemEval task is no longer possible, but the com-

petition remains open on CodaLab to allow participants to re-test and further

improve their systems.

6.4 Results and Discussion

A total of 77 different teams participated in the evaluation phase of our task, with

145 valid submissions for Subtask 1 and 84 for Subtask 2. For the competition, we

allowed a maximum of 2 submissions per team. A total of 42 out of 77 teams out-

performed the baseline for Subtask 1, while 37 out of 48 outperformed the baseline

for Subtask 2. Tables 6.5 and 6.6 present the rankings for Subtasks 1 and 2, re-

spectively, where we have only listed the best-performing system for each team. For

Subtask 1 (Table 6.5), we report Precision (%), Recall (%) and F1 score (%) for the

positive class. For Subtask 2 (Table 6.6), we report F1 score (%) for each one of the

categories and the macro-averaged F1 score (%) for all categories.

For Subtask 1, the best-performing systems used the following strategies:

Team PALI-NLP [78] used an ensemble of pre-trained RoBERTa models [98]. While

training, they applied grouped Layer-Wise Learning Rate Decay [77], based
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on the idea that different layers capture different types of information [186]. By

optimizing the learning rate in different layers, the model captures more diverse

and fine-grained linguistic features of PCL. To tackle the class imbalance in

the dataset, they use weighted random samples [70] to emphasize the positive

instances.

Team STCE created adversarial examples to train an ensemble model of RoBERTa

and DeBERTa [71]. They also used weighted samples to address the class

imbalance and explored different loss functions, establishing Cross Entropy

and the contrastive loss algorithm NT-Xent introduced by Chen et al. [26] as

first and second loss function, respectively.

For Subtask 2, the best-performing systems used the following strategies:

Team BEIKE NLP [35] participated with a system based on prompt learning [128,

18]. They first reformulated PCL detection as a cloze prompt task and then

fine-tuned a pre-trained DeBERTa model.

Team PINGAN Omini-Sinitic [174] proposed an ensemble model which used prompt

training and a label attention mechanism, by adding a new label-wise attention

layer ([41, 172]. Their system over-samples the positive examples. They also

use a form of transfer learning from Subtask 1 to Subtask 2, by pre-training

on Subtask 1 and using the resulting model as the starting point for training a

model for Subtask 2.

For both sub-tasks, unsurprisingly, most systems relied on pre-trained language

models, although a few teams used CNN, LSTM, SVM or Logistic Regression based

systems (Xu [184], PC1, I2C [138], Ryan Wang, McRock [156], Amrita_CEN [56],

SATLab [11] and Team Lego [158], among others), or an ensemble of some of the

above together with Language Models (UTSA NLP [194], Taygete [27]). Although

the use of Language Models usually outperformed other systems in this task, some



6.4 Results and Discussion 99

TE
A

M
P

R
F1

TE
A

M
P

R
F1

TE
A

M
P

R
F1

1
PA

LI
-N

LP
64

.6
65

.6
65

.1
27

M
L_

LT
U

58
.0

51
.4

54
.5

53
R

N
R

E
N

LP
39

.0
50

.2
43

.2
2

st
ce

63
.3

66
.9

65
.0

28
ZY

B
an

k-
A

I
54

.8
53

.9
54

.4
54

S
AT

La
b

34
.8

55
.2

42
.7

3
ym

f9
24

63
.8

65
.6

64
.7

29
Te

am
LR

L_
N

C
60

.7
49

.2
54

.4
55

J.
U

.S
.T

-D
L

49
.0

37
.5

42
.5

4
B

E
IK

E
N

LP
61

.2
67

.2
64

.1
30

C
S

-U
M

6P
&

E
S

L
55

.2
53

.3
54

.3
56

M
aC

hA
m

p
58

.8
32

.8
42

.1
5

ho
ld

on
60

.3
67

.5
63

.7
31

Fe
lix

&
Ju

lia
40

.1
77

.3
52

.8
57

I2
C

61
.1

31
.2

41
.3

6
cn

xu
p

62
.7

64
.7

63
.7

32
S

ta
nf

or
d

A
C

M
40

.2
76

.7
52

.7
58

S
M

A
Z

36
.3

47
.6

41
.2

7
ab

cx
yz

w
58

.8
68

.5
63

.3
33

U
tre

ch
tU

ni
44

.6
62

.5
52

.0
59

M
A

S
Z

36
.3

47
.6

41
.2

8
no

w
co

de
r

58
.2

68
.5

62
.9

34
C

S
E

C
U

-D
S

G
59

.0
46

.4
51

.9
60

A
m

rit
a_

C
E

N
32

.2
52

.1
39

.8
9

P
IN

G
A

N
O

m
in

i-S
in

iti
c

61
.8

63
.7

62
.7

35
S

ap
ph

ire
59

.4
46

.1
51

.9
61

A
no

ny
m

us
27

.6
59

.9
37

.8
10

bi
ge

m
o

57
.1

69
.4

62
.7

36
A

bl
im

et
61

.5
44

.8
51

.8
62

m
at

an
-b

er
t

35
.4

40
.4

37
.7

11
Le

o_
te

am
60

.1
64

.0
62

.0
37

S
S

N
_N

LP
_M

LR
G

42
.3

66
.6

51
.7

63
Te

am
LE

G
O

24
.8

56
.5

34
.5

12
PA

I-T
ea

m
66

.3
57

.7
61

.7
38

Te
am

P
iC

kL
e

46
.0

58
.0

51
.3

64
Tü

S
oX

i
38

.8
29

.3
33

.4
13

A
no

ny
m

us
53

.5
70

.4
60

.8
39

su
a

54
.0

48
.6

51
.2

65
R

N
R

E
N

LP
R

FC
30

.0
36

.9
33

.1
14

B
LI

N
G

63
.5

55
.5

59
.3

40
U

C
L

xN
S

I
41

.5
65

.3
50

.7
66

jc
t_

m
ei

r
25

.3
47

.0
32

.9
15

Ta
yg

et
e

53
.6

66
.3

59
.2

41
M

S
@

IW
50

.2
51

.1
50

.6
67

is
ys

22
.4

59
.3

32
.5

16
N

LP
-C

om
m

on
se

ns
e

R
ea

so
ni

ng
61

.2
56

.8
58

.9
42

U
ni

v.
of

B
uc

ha
re

st
Te

am
49

.1
50

.8
49

.9
68

A
liE

da
la

tt
ea

m
18

.4
87

.1
30

.3
17

G
U

TS
61

.3
54

.9
57

.9
43

R
oB

E
R

Ta
B

as
el

in
e

39
.4

65
.3

49
.1

69
M

cR
oc

k
23

.4
39

.1
29

.3
18

D
H

-F
B

K
64

.2
52

.7
57

.9
44

re
m

at
ch

ka
44

.5
53

.9
48

.8
70

W
aa

d
64

.0
18

.0
28

.1
19

U
LF

R
I

56
.4

58
.7

57
.5

45
fe

ng
xi

ng
63

.8
39

.4
48

.7
71

R
ya

n
W

an
g

17
.0

60
.9

26
.6

20
TU

G
-C

IC
60

.2
54

.9
57

.4
46

fle
ry

nn
67

.2
38

.2
48

.7
72

P
C

1
37

.8
18

.6
25

.0
21

am
sq

r
54

.8
59

.9
57

.2
47

Te
am

Y
N

U
-H

P
C

C
65

.9
36

.6
47

.1
73

U
TS

A
_N

LP
14

.0
35

.0
20

.0
22

U
M

as
s

P
C

L
52

.9
58

.4
55

.5
48

ni
ks

ss
51

.8
42

.0
46

.3
74

ya
ak

ov
11

.2
10

.1
10

.6
23

La
st

R
es

or
t

51
.5

59
.9

55
.4

49
Ju

st
Te

am
55

.0
39

.8
46

.2
75

ila
n

14
.5

6.
0

8.
5

24
Te

am
D

ou
bl

e_
A

47
.2

66
.6

55
.2

50
B

W
Q

51
.0

41
.3

45
.6

76
Ji

aa
aa

aa
8.

2
6.

3
7.

1
25

th
et

un
dr

am
an

ag
ai

ns
tp

cl
54

.3
55

.5
54

.9
51

Te
sl

a
36

.0
57

.7
44

.3
77

A
no

ny
m

us
29

.7
3.

5
6.

2
26

X
u

46
.2

66
.9

54
.6

52
A

S
R

tra
ns

35
.6

58
.4

44
.2

78
A

no
ny

m
us

10
.6

2.
8

4.
5

Ta
bl

e
6.

5:
R

an
ki

ng
by

te
am

s
fo

rS
ub

ta
sk

1
at

S
em

E
va

l-2
02

2
sh

ar
ed

ta
sk

:
B

in
ar

y
C

la
ss

ifi
ca

tio
n



100 6.4 Results and Discussion

TEAM UNB SHAL PRES AUTH MET COMP MERR Avg

1 BEIKE NLP 65.6 52.9 36.9 40.7 35.9 49.2 47.1 46.9
2 PINGAN Omini-Sinitic 59.7 53.1 41.7 43.4 42.7 51.3 15.4 43.9
3 PAI_Team 57.6 45.2 35.2 39.4 38.4 44.5 26.7 41.0
4 stce 62.2 54.8 38.1 32.8 33.3 51.0 8.7 40.1
5 PALI-NLP 61.8 54.1 37.7 32.8 32.8 51.2 8.7 39.9
6 Leo_team 57.3 47.0 28.8 36.1 34.8 47.4 27.0 39.8
7 Anonymus 59.9 49.1 38.5 37.1 35.0 48.6 8.3 39.5
8 ymf924 61.6 54.1 36.8 31.3 33.3 50.0 8.7 39.4
9 bigemo 62.5 56.1 38.0 24.3 31.3 49.4 8.7 38.6

10 holdon 62.2 56.1 32.9 23.1 33.3 48.7 8.7 37.9
11 cnxup 60.2 53.3 30.6 24.1 40.0 48.1 8.7 37.8
12 Taygete 59.7 45.8 33.3 21.8 30.4 53.6 18.8 37.6
13 DH-FBK 52.5 36.2 27.0 37.7 31.9 46.0 30.3 37.4
14 abcxyzw 60.7 53.3 34.5 21.8 32.8 50.0 8.3 37.4
15 nowcoder 59.8 50.0 32.2 22.8 39.4 47.8 8.3 37.2
16 GUTS 55.6 47.4 24.0 34.3 25.6 44.4 27.6 37.0
17 BLING 55.1 38.9 23.4 29.0 31.5 50.9 26.7 36.5
18 UMass PCL 53.9 42.4 29.1 30.7 33.3 40.8 23.5 36.3
19 CS-UM6P & ESL 57.0 42.0 25.7 25.2 20.5 46.8 21.4 34.1
20 Fengxing 46.4 46.3 23.0 26.5 33.3 38.7 24.0 34.0
21 Team LRL_NC 52.1 42.7 25.2 30.4 28.8 43.3 14.8 33.9
22 thetundramanagainstpcl 50.5 50.0 18.4 16.5 20.3 41.5 24.0 31.6
23 Xu 55.0 48.4 28.0 24.0 13.6 49.0 0.0 31.1
24 SATLab 42.4 33.1 17.0 23.2 17.5 31.5 14.2 25.6
25 Felix&Julia 36.6 35.1 17.6 22.1 21.1 28.5 16.7 25.4
26 AliEdalat team 53.9 37.7 25.6 26.2 13.5 11.3 9.1 25.3
27 Tesla 43.7 38.3 16.3 19.2 17.9 35.7 0.0 24.5
28 Waad 36.9 33.3 17.5 15.3 16.5 28.7 19.5 24.0
29 McRock 32.3 32.9 19.2 20.6 22.2 26.4 7.1 23.0
30 rematchka 37.7 21.4 18.8 21.2 15.5 26.1 13.0 22.0
31 Team Double_A 33.5 31.9 18.4 19.1 23.4 24.5 0.0 21.5
32 SSN_NLP_MLRG 34.6 33.8 20.7 19.3 12.1 27.7 0.0 21.2
33 ASRtrans 18.6 8.8 8.3 19.8 13.2 27.8 35.7 18.9
34 MaChAmp 30.4 21.3 3.6 10.9 30.8 5.0 6.3 15.5
35 Team PiCkLe 10.9 22.5 14.4 21.0 19.2 6.5 11.5 15.2
36 LastResort 15.8 24.8 10.0 9.3 16.0 11.3 14.8 14.6
37 Ablimet 12.6 14.1 6.5 7.2 14.0 17.2 17.1 12.7
38 RoBERTa Baseline 35.4 0.0 16.7 0.0 0.0 20.9 0.0 10.4
39 BWQ 16.0 12.5 7.2 9.7 7.0 11.4 3.9 9.7
40 Stanford ACM 16.0 26.5 4.2 0.0 0.0 8.6 12.1 9.6
41 Team LEGO 11.8 20.6 1.9 6.4 6.5 10.2 0.0 8.2
42 CSECU-DSG 33.4 0.0 0.0 0.0 0.0 21.8 0.0 7.9
43 Univ. of Bucharest Team 14.8 21.7 3.5 0.0 3.9 8.3 0.0 7.4
44 PC1 11.8 12.0 6.1 8.7 2.6 8.9 0.0 7.2
45 Team YNU-HPCC 10.9 0.8 3.5 3.3 0.0 5.8 0.0 3.5
46 NLP-Commonsense Reasoning 9.7 0.2 0.0 3.2 3.2 4.4 1.1 3.1
47 Jiaaaaaa 2.8 1.9 0.0 2.0 0.0 4.8 6.9 2.6
48 Anonymus 5.9 8.3 0.0 2.4 0.0 1.4 0.0 2.6
49 niksss 0.0 1.0 0.0 0.0 0.0 0.0 1.1 0.3

Table 6.6: Ranking by teams for Subtask 2 at SemEval-2022 shared task: Categories Clas-
sification.

LSTM models, such as the one submitted by team Xu [184], achieved competitive

results.

The ensembling of different models was also a popular technique. Other strategies

that proved successful include adversarial training, data augmentation and multitask

learning. In the following, we summarize how these techniques were used by the

different systems.
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Ensemble learning Ensembling different models has previously been found use-

ful for text classification [117, 87, 47]. Accordingly, ensembling was one of the

most common strategies for improving on baseline PCL detection methods. Most

of the teams combined different language models (e.g. PALI-NLP [78], STCE,

PINGAN Omini-Sinitic [174], PAI_Team, LRL_NC [164], SSN_NLP_MLRG [1], AS-

Rtrans [140], amsqr [111], UMass PCL [91]). Considering the choice of language

models, the most successful systems either used RoBERTa, DeBERTa or an en-

semble which included the former ones and other models. For instance, these mod-

els were used by the best performing teams for both subtasks, i.e. PALI-NLP [78]

and STCE for Subtask 1 and BEIKE NLP [35] and PINGAN Omini-Sintic [174] for

Subtask 2. To fine-tune the language models effectively, incorporating a contrastive

loss function, in addition to the standard cross-entropy loss, has also proved useful.

Finally, it should be noted that the combination of language models with different

types of neural networks (Taygete [27], UTSA NLP [194]) also obtained interesting

results.

Balancing class distribution The class imbalance in the dataset was addressed

by participating teams in different ways. Some teams opted for downsampling the

number of negative examples (Ryan Wang, LastResort [2], MS@IW [106]), while

others tried a cost-sensitive learning approach to address this issue (Amrita_CEN

[56]). However, the most popular approach to balance the class distribution was

through data augmentation (amsqr [111], Xu [184], Utrech Uni, UMass PCL [91],

among others). To create new positive examples, participants used strategies such

as the use of large generative models like GPT3 [18] or T5 [137] (MS@IW [106],

PINGAN Omini-Sinitic [174] and Tesla [12]); back-translation (Taygete [27]); the ad-

dition of synonymous sentences to the original data (I2C [138]), or the application of

the so-called Easy Data Augmentation methods, a set of simple but effective tech-

niques such as synonym replacement, random insertion, random swap, and random

deletion (AliEdalat [43]) [178, 141].
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External resources Various types of external resources were used. For example,

lexical databases such as WordNet [108] were used to augment, enrich and improve

the training data (Ali Edalat [43]). Datasets from related tasks, including TalkDown

[175], and two metaphor detection datasets, namely MOH [109] and VUA [160], were

used both for pre-training and / or for data augmentation by different teams. PAWS,

a dataset with Paraphrase Adversaries from Word Scambling, [189] and xTREME,

a bechmark for Cross-Lingual Transfer Evaluation of Multilingual Encoders [79], was

also used to improve several systems (Ali Edalat [43], ASRtrans [140], Tesla [12],

MaChAmp [167]). Other related NLP challenges served as auxiliary tasks for pre-

training PCL models (AliEdalat [43], UMass PCL [91]), although such strategies were

not always successful (ULFRI [89]). The MaChAmp [167] team used 7 SemEval-

2022 tasks, including ours, for training a model based on multi-task learning. The

DH-FBK team [139] also opted for multi-task learning, but they only used the data

from the Don’t Patronize Me dataset itself to create auxiliary tasks. For instance,

they trained their model to predict the uncertainty of a label in Subtask 1, using

the fine-grained set of labels (0-4); the agreement of the annotators in Subtask 2;

the spans where the categories were present; or the country of origin of the news

outlets. AliEdalat [43] similarly used the meta-information from the Don’t Patronize

Me dataset as additional features for training their model.

Prompt learning Using prompts has also proven useful for PCL detection (BEIKE

NLP [35], PINGAN Omini-Sintic [174], Ablimet). Specifically, the teams used prompts

such as “[paragraph] is [label]”, or “is [paragraph] [label]?” where [paragraph] is the

original input. For Subtask 1, [label] is a natural language description of the binary

class label (e.g. "is (not) condescending or patronizing"). For Subtask 2, [label] is

the label of a given PCL category.
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6.5 Summary

In this chapter, we have described the shared task on Patronizing and Condescend-

ing Language Detection hosted at SemEval-2022. We have presented a new test

set for the DPM! dataset and offered an overview of the organization, participation

framework, results and insights obtained by sharing this challenge with the com-

munity.

Altough PCL detection is a relatively new challenge for the NLP community, the high

level of participation in this task has provided the community with valuable new in-

sights about how to tackle this problem. A total of 42 out of 77 teams in Subtask 1

and 37 out of 48 for Subtask 2 outperformed the RoBERTa baseline, which proves

that PCL detection and categorization is possible and that improvements on this

task can be made from different angles. On the one hand, the performance of the

best-performing systems shows that a judicious usage of state-of-the-art text classi-

fication techniques can bring significant benefits to PCL detection, especially when

it comes to addressing the relative scarcity of the available training data and closely

related external resources. On the other hand, other systems also obtained inter-

esting results by exploring alternative approaches, like using related data to improve

their models performance or further exploiting the subtelty and subjectivity of PCL,

by using the disagreement between annotators (which can be seen as a limitation of

the data) as a valuable signal for a better modelling of PCL.

In summary, the gains obtained by the different approaches tell us that there still

remains considerable scope for further improvements and that there are different

avenues to explore towards a better understanding of PCL. It is our expectation that

further improvements may need to rely on techniques that are specifically targeted at

PCL, e.g. by exploiting insights from linguistics about the linguistic features of PCL,

or by building explicit models of stereotypes of vulnerable communities.

In the next chapter we will try to explain why generic models worked so well in
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what has been considered by human annotators as a challenging, very subjective

task. We will unveil that there are, in fact, two kinds of PCL, one based on linguistic

features and one based on thematic and stereotypical discourse. We will explore to

what extent learning about community-related stereotypes might impact models in

the classification of condescending messages.
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Chapter 7

Identifying Condescending

Language: A Tale of Two Distinct

Phenomena?

7.1 Introduction

Patronizing and Condescending Language is characterized, among others, by its

subtle nature. It thus seems reasonable to assume that detecting condescending

language in text would be harder than detecting more explicitly harmful language,

such as hate speech. Moreover, identifying PCL often seems to require a deep

commonsense understanding of human values, as we explained in Chapter 5. For

instance, consider the following example from the DPM! dataset:

"People across Australia ordered pizzas to be delivered on Saturday

night, with the ample leftovers donated to local homeless shelters."

We can understand that, although donating food can be socially valuable, the impact

of this particular action is painted in an excessively positive light (e.g. as evident

in the phrase ample leftovers). In addition, this seems to refer to a campaign to

increase the consumption of pizzas with the excuse of helping homeless people,
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which as humans we might also find condescending. However, an NLP model might

struggle to infer such connotations.

Nevertheless, the results of the SemEval-2022 task devoted to this topic and presen-

ted in Chapter 6, paint a different picture. The top-ranked submissions achieved a re-

markably strong performance, which seems to somewhat undermine the assumption

that the subtle nature of PCL would make its detection inherently hard. Moreover,

even the best systems [35, 174, 78] relied on a judicious use of more or less generic

text classification techniques, improving on the RoBERTa [98] baseline by address-

ing the class imbalance, adding a contrastive learning loss, using ensembles of

language models, etc. In particular, there was little evidence of the presumed need

to focus on commonsense understanding of human values.

In this chapter, we analyze the surprising effectiveness of standard text classification

methods in more detail. In particular, we highlight the presence of two rather different

types of condescending language in the DPM! dataset. Specifically, we identify that

some inputs are condescending because of the way they talk about a particular

subject, i.e. condescending language in this case is a linguistic phenomenon, which

can, in principle, be learned from training examples. However, other inputs are

condescending because of the nature of what is said, rather than the way in which

it is expressed, e.g. by emphasizing stereotypes about a given community. In such

cases, our ability to detect condescending language, with current methods, largely

depends on the presence of similar examples in the training data.

In order to test the aforementioned hypotheses about linguistic and thematic PCL,

this chapter presents an analysis of the DPM! dataset. First, we carry out two ex-

periments in which models are trained such that they are prevented, to some extent,

from learning about condescending themes associated with individual communities.

We then complement these results with a qualitative analysis based on ideas from

critical Discourse Analysis (CDA), a technique which emerged from Critical Linguist-

ics in the 1970s [54, 46, 45, 182, 169, 82]. CDA looks at the relation between power
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and language, and how discourse expresses social hierarchy and inequalities, as

we saw in Chapter 2. This qualitative analysis provides further support for the idea

that (i) PCL detection models can identify linguistic PCL even if they have not seen

similar cases during training while (ii) their ability to detect instances of thematic PCL

is much more dependent on the training examples.

The rest of this chapter is organized as follows: First, in Section 7.2, we define

and illustrate what we understand as linguistic and thematic PCL in the context of

this thesis. In Section 7.3, we introduce the methodology we follow in this chapter,

by explaining our experimental setup in Section 7.3.1 and the process to select

community-related terms in Section 7.3.2. After this, we discuss the performance of

LMs on PCL detection after omitting community-specific data or community-related

terms in Sections 7.4 and 7.5, respectively. After a qualitative analysis of these res-

ults in Section 7.6, we summarize the chapter and present the conclusions derived

from this work in Section 7.7

7.2 Linguistic PCL and Thematic PCL

Our central argument to explain the good results of the SemEval task is that the

DPM! dataset contains examples of two rather distinct types of condescending lan-

guage, and that the difference between the two is fundamental to understanding why

the task, as it has been formulated, might be significantly easier than the task of de-

tecting condescending language in general. We argue that a deeper understanding

of these two phenomena might lead to better performance on PCL detection. We

will refer to these two types as linguistic PCL and thematic PCL.

Linguistic PCL. Some instances of PCL are related to the way in which a given

claim is expressed. Consider the following example:
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"...we must rally together as humans, understanding that we have a re-

sponsibility to help the world’s most vulnerable to survive and rebuild their

lives [...]"

In this sentence, we can see two common aspects of PCL. First, expressions such

as we must or we have a responsibility, indicate an authority voice and attitude [157].

Second, the sentence evokes the idea of a saviour and a victim. Note how the con-

descending tone of the sentence is related to linguistic aspects that are relatively

easy to identify (e.g. the presence of modal verbs such as must) and largely inde-

pendent of the community being referred to. We will refer to such cases as linguistic

PCL. Our hypothesis is that detecting linguistic PCL is relatively straightforward for

language models, as this is ultimately about learning to detect a particular writing

style [84].

Thematic PCL. There are also examples of PCL where the message itself is con-

descending, irrespective of how it is formulated. We will refer to such cases as

thematic PCL. Consider the following example:

"The problem of what to do about the Dreamers, as the immigrants are

known [...]"

Calling young immigrants Dreamers has condescending connotations, as it implies

that the author is in a privileged position which the immigrants aspire to reach. To

recognize this, we need a deeper understanding about the nature of condescending

language, and we need access to particular world knowledge. For instance, we need

to know that the author refers to the DREAM Act1 and that this tries to protect young

immigrants brought to the US as children and fulfill their aspiration to live in America

as a dreamed life. Our hypothesis is that detecting thematic PCL often requires

a level of understanding about human values, and the world in general, that goes
1www.americanimmigrationcouncil.org/research/dream-act-overview
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above what we can expect to be captured by standard language models. However,

the training and test data used in the SemEval task, namely the DPM! dataset, is

focused on a small number of vulnerable communities, with the same communities

being covered in the training and test data. As such, the model may detect instances

of PCL by identifying that they express a similar argument as some training example,

rather than by developing an understanding of the underlying reasons why a given

example is condescending. In this case, we can expect the model to fail to detect

PCL towards communities that are not seen in the training set. Similarly, the model

may struggle to adapt when there is a change in the themes that appear in PCL

towards previously seen communities.

7.3 Methodology

This section introduces the methodology we follow in the work presented in this

chapter. In Section 7.3.1, we describe the basic experimental setup for our experi-

ments. Next, we introduce a simple strategy for characterizing topics or themes that

are strongly associated with particular vulnerable communities or groups in Section

7.3.2.

7.3.1 Experimental Setup

Dataset. For these experiments, we use the entire DPM! dataset, the same that

was provided for the Patronizing and Condescending Language Detection task at

SemEval-2022. This dataset consists of 14,299 annotated paragraphs (10,467 for

training and 3,832 for testing). The DPM! training set is introduced in Chapters

3 and 4, and the test set is introduced in Chapter 6. In the experiments presen-

ted in this chapter, we only use the binary labels from the dataset, i.e. whether a

paragraph is considered to contain PCL or not. In order to put the data in context,
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Neg. Inst. Pos. Inst. % Pos.Inst.

Migrant 1052 36 3.3
Immigrant 1031 30 2.8
Refugee 981 86 8.1
In need 906 176 16.3
Poor fam. 759 150 16.5
Vulnerable 1000 80 7.4
Women 1018 52 4.9
Disabled 947 81 7.9
Homeless 899 178 16.5
Hopeless 881 124 12.3

All data 9474 993 9.5

Table 7.1: Number of negative and positive training examples per community. We also report
the percentage of positive instances.

we show the number of positive and negative instances for each community in the

training data in Table 7.1 and in the test data in Table 7.2. In both cases, the num-

bers show a highly unbalanced distribution of positive and negative instances, both

in community-specific data and in the entire dataset. However, some communities,

such as homeless, poor families and people in need present a much higher percent-

age of condescending messages than others, like immigrants, migrants or women.

Neg. Inst. Pos. Inst. % Pos. Inst.

Migrant 359 12 3.2
Immigrant 383 17 4.3
Refugee 390 26 6.3
In need 357 42 10.5
Poor fam. 267 56 17.3
Vulnerable 382 18 4.5
Women 390 22 5.3
Disabled 308 24 7.2
Homeless 337 57 14.5
Hopeless 342 43 11.2

All data 3515 317 8.3

Table 7.2: Number of negative and positive test examples per community. We also report
the percentage of positive instances.

Training Details For our experiments, we fine-tune RoBERTa-base [98] on dif-

ferent versions of the training set. While better results have been reported for
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RoBERTa-large and DeBERTa [78, 35, 174], we found the results with RoBERTa-

base to be more stable across different runs, which is more important than the ab-

solute level of performance for the analysis in this work. We train our models for 5

epochs, using the Transformers library [183], where we use the AdamW optimizer

with a learning rate of 1e−5 and a batch size of 4. All the reported results have been

averaged over 5 runs. To tackle the class imbalance, we down-sample the negative

cases to 5,000 and over-sample the positive cases five times during training.

7.3.2 Extracting Community-Related Terms

We associate each of the vulnerable communities from the DPM! dataset with a set

of terms, which essentially describe the topics or themes that are specific to, or at

least strongly related to, that community. To associate terms with a given community,

we compare the set of paragraphs from the training set which mention that keyword

(e.g. homeless) with the remaining paragraphs. We first select those terms that are

mentioned in at least five paragraphs for the considered community. Then we rank

these terms according to Pointwise Mutual Information (PMI), i.e. by comparing how

strongly the presence of a given term x (e.g. addicts) is associated with the presence

of the community keyword y (e.g. homeless), as follows:

PMI(x; y) = log
p(x, y)

p(x)p(y)
(7.1)

where p(x, y) is the percentage of paragraphs that contain both x and y, while p(x) is

the percentage of paragraphs that contain x, and similar for p(y). Finally, we select

the top-k highest ranked terms for each community, where we have considered k =

25, k = 100 and k = 500 in our experiments. Note that the selected terms are not

necessarily indicative of PCL. However, even for k = 25 we observed that some of

the selected terms reflect condescending attitudes.

We identify three types of themes:
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a) Themes which are not significant for the purpose of this work, as they are not re-

lated to the potentially vulnerable communities we are studying (e.g. Yankees, as the

team publishes the list of the disabled players for the next match, or SUV, as a type

of vehicle one might be in need of). Because of them not being meaningful in this

context, we consider that including or removing them will not affect the performance

of the model for identifying PCL.

b) Themes which are closely related to the community and can help a LM to recog-

nise which group is being addressed in a text and, eventually, to identify (thematic)

PCL towards that community.

c) Themes which, although they appear in our selection as associated with a specific

community, are actually meaningful for identifying linguistic PCL for this or other

communities. Removing these themes from the training data might affect negatively

the performance of the model. For example, dignity, charity or hopeless are often

indicatives of PCL, independently of the community they are referring to.

For illustrative purposes, Table 7.3 shows a selection of terms that were found for

k = 100.

Finally, we analyse to what extent the ten keywords from the DPM! dataset refer to

distinct communities. To this end, we represent each keyword/community as a PMI-

weighted bag-of-words vector. Figure 7.1 displays the cosine similarities between

the vectors we obtained for the different communities. As can be seen, and some-

what unsurprisingly, there is a high degree of overlap between migrants and im-

migrants. For this reason, these two communities/keywords will be merged for the

analyses in this chapter. We can furthermore see that migrants and refugees are

also somewhat similar in the dataset, but since the similarity between immigrants

and refugees is much lower, we keep refugees as a separate community. Note that

we omitted the keyword hopeless in Figure 7.1, as we found this keyword to be too

generic to be viewed as describing a particular community. For this reason, we will

not consider this keyword in our community-specific experiments and analysis.
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Community Associated terms

Immigrants
First-generation, resentment, cultures, foreign-born, undocumented, sen-
timent, spouses, applicant, citizenship, sanctuary

Migrants
Hatred, incoming, dreamers, coast, trafficking, racism, protections, depor-
ted, gangs, rescued, hostile, threatened, tortured, smuggling

Refugees
Repatriation, offshore, queer, seekers, resettlement, camps, fled, abuses,
mercy, forget, envoy, cap, asylum, intake, diplomat

In need
Donor, desperately, Christ, drought, kindness, foster, budgets, compas-
sionate, humanitarian, blankets, gifts, salvation, foster

Poor families
Diapers, nutritious, scholarship, rice, poverty, expenses, savings, malnu-
trition, babies, orphans, unhealthy, talented, Medicaid, grants

Vulnerable
Droughts, prey, strategies, hub, resilience, crop, proactive, exploitation,
fragile, hazards, defence, weapons, instability, debt, threats

Women
Feminist, maternity, abortions, husbands, beauty, fertility, unsafe, em-
powering, motivated, honour, equality, harassment, roles, ratio, attractive

Disabled
Assistive, pension, impaired, heroes, integrating, consideration, allow-
ance, disadvantaged, begging, career, disabled-friendly, sacrificed

Homeless
Downpour, jobless, addicts, evicted, shelters, hungry, streets, rough,
roofs, soup, sleepers, drop-in, devastated, tents, fortunate

Table 7.3: Selection of terms found for the different communities, with k = 100.

In Sections 7.4 and 7.5, we describe experiments in which PCL classifiers are

trained in a way that (partially) prevents them from learning about community-specific

thematic PCL. This will allow us to better characterise the abilities of fine-tuned lan-

guage models, as the overlap between the themes covered by the training and test

sets is reduced.

7.4 Omitting Community-Specific Training Data

Our main hypothesis, as outlined in the introduction of this chapter, is that the Sem-

Eval PCL detection task is easier than one might expect because it involves a com-

bination of linguistic PCL, which is easier to detect, and thematic PCL. While we

believe that thematic PCL can be hard to detect in general, our hypothesis is that
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Figure 7.1: Similarity between the different communities from the DPM! dataset.

it is simplified, in the context of the SemEval task, because of the overlap between

the themes covered in the training and test data of the DPM! dataset. If a language

model is truly able to recognize PCL, then it should be capable of identifying (them-

atic) PCL about communities it has not seen during training. In this section, we

report the results of an experiment where we test the performance of the model per

community in two settings. First, we consider the standard setting, where the model

has had access to the entire training set. Second, we consider the setting where

all examples about the community being tested were removed from the training set.

Note that for the latter case, we need to train a separate model for every community,

each time omitting the corresponding training examples.

The results, which are reported in terms of F1 score % and averaged over 5 runs,
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Full Training Comm. Omitted

Migr. + Imm. 43.6±7.89 25.3±3.27

Refugees 50.4±8.36 54.0±5.12

In need 55.3±3.12 51.2±1.04

Poor families 52.7±6.34 53.7±7.18

Vulnerable 54.7±3.75 51.6±3.29

Women 31.5±8.79 41.7±7.53

Disabled 54.6±5.52 52.4±3.85

Homeless 60.2±1.85 54.4±2.49

All communities 55.4±0.46 -

Table 7.4: Performance of RoBERTa-base models fine-tuned with (Full Training) and without
(Comm. Omitted) training examples from the testing community.

are summarized in Table 7.4, where we also report the standard deviation. We can

make a number of clear observations. First, the performance of the model that was

trained on the full training set varies substantially across the different communities.

For instance, the F1 score for homeless is almost twice as high as that for women.

Second, excluding training examples about the test community has a substantial

impact on the results for some communities, but not for others. For migrants + im-

migrants, we can see a particularly large drop in performance, which suggests that

PCL towards this community is more likely to be thematic than for the other com-

munities. For some of the other communities, we also see drops, although these are

much smaller. Surprisingly, for some communities, the performance improves when

omitting training examples from that community, which is most pronounced for wo-

men. This suggests that PCL towards women is more likely to be linguistic (and thus

community-independent), while the model may have learned incorrect associations

from the themes that are present in the training examples about women. This will be

further explored in the qualitative analysis in Section 7.6.
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7.5 Masking Community-Specific Terms

We also conduct a variant of the experiment from the previous section. In this case,

no training examples are removed, but we instead mask (some) occurrences of

community-related terms, as identified in Section 7.3.2, in the training data. Note

that we mask occurrences of such terms regardless of the community a training ex-

ample is about (e.g. a term that was identified for refugees would still be masked

in examples about immigrants). This setup has the advantage that the number of

training examples remains constant. Moreover, the model may now also be preven-

ted from learning thematic PCL by training on related communities. For instance, in

the setting from Section 7.4, the model may be able to learn condescending themes

about the homeless community from training examples mentioning the vulnerable

keyword.

The results are reported in Tables 7.5, 7.6 and 7.7, where the masking probability for

mentions of community-related terms is varied from 0% to 100%. We also report the

standard deviations over 5 runs. In all tables, configurations which outperform the

baseline (i.e. the setting where the original training set is used) are shown in bold,

while the best overall result for each community is underlined. Results are reported

in terms of F1 score (%) and are averaged over 5 runs. The main findings from Sec-

tion 7.4 are confirmed by this experiment. In particular, for migrants + immigrants,

we find that masking community-related terms leads to a substantial drop in perform-

ance (especially when 100% of the mentions are masked). This again suggests that

the classifier, in the standard setting, heavily relies on the fact that condescending

themes from the test set are also present in the training set. For women, we can see

that masking can improve the results, which again suggests that the type of PCL

for this community is mostly linguistic. In fact, for all but one community, namely

migrants + immigrants, the best overall results are obtained with some degree of

masking. This suggests that linguistic PCL is prevalent across the dataset, and that

the fine-tuned RoBERTa-base model is susceptible to lean incorrect associations
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Top-25 community based terms Baseline

100% 80% 60% 40% 20% 0%

Migr. + Imm. 33.80 ±8.19 35.89 ±4.75 33.15 ±5.73 36.28 ±7.86 43.01 ±8.92 43.6 ±7.89

Refugees 49.15 ±4.14 46.63 ±6.15 51.66 ±3.87 53.04 ±4.25 51.16 ±3.73 50.4 ±8.36

In need 56.49 ±2.27 55.93 ±4.91 56.85 ±3.69 57.38 ±2.86 56.12 ±3.55 55.3 ±3.12

Poor families 57.22 ±2.21 51.90 ±4.98 47.57 ±6.57 56.03 ±1.76 53.44 ±5.54 52.7 ±6.34

Vulnerable 53.41 ±1.86 52.49 ±4.24 56.62 ±5.58 55.72 ±4.51 55.71 ±6.83 54.7 ±3.75

Women 39.96 ±6.07 34.34 ±7.93 31.75 ±9.37 32.33 ±9.73 31.47 ±8.63 31.5 ±8.79

Disabled 56.38 ±2.38 53.04 ±4.99 51.60 ±7.52 50.08 ±3.32 49.63 ±1.90 54.6 ±5.52

Homeless 57.78 ±2.32 54.29 ±2.14 55.80 ±5.95 57.24 ±3.08 55.10 ±4.73 60.2 ±1.85

All comm. 53.82 ±1.60 51.27 ±2.79 51.66 ±4.18 53.21 ±1.30 52.40 ±0.76 55.4 ±0.46

Table 7.5: Performance of RoBERTa-base models fine-tuned on variants of the training set
in which community-related terms are masked. Results are shown with the k = 25 top terms
from each community, and with varying masking probabilities.

.

Top-100 community based terms Baseline

100% 80% 60% 40% 20% 0%

Migr. + Imm. 27.7 ±4.76 38.0 ±8.78 31.6 ±8.56 35.7 ±6.83 40.0 ±3.02 43.6 ±7.89

Refugees 49.9 ±3.17 50.1 ±6.11 47.1 ±2.81 52.2 ±3.76 53.0 ±3.61 50.4 ±8.36

In need 55.6 ±1.19 55.2 ±1.21 55.8 ±1.87 56.5 ±1.45 58.6 ±3.77 55.3 ±3.12

Poor families 55.9 ±3.31 57.5 ±3.05 52.0 ±6.93 47.8 ±6.24 52.7 ±4.89 52.7 ±6.34

Vulnerable 54.3 ±6.28 56.8 ±4.80 52.7 ±7.90 57.5 ±3.70 55.8 ±6.27 54.7 ±3.75

Women 31.0 ±9.92 37.6 ±5.44 39.3 ±4.91 41.0 ±2.74 39.7 ±3.97 31.5 ±8.79

Disabled 51.8 ±2.81 49.3 ±5.59 52.4 ±5.23 48.7 ±2.42 48.0 ±4.52 54.6 ±5.52

Homeless 58.5 ±0.79 58.4 ±2.94 57.8 ±2.64 57.7 ±5.22 62.1 ±1.95 60.2 ±1.85

All comm. 52.3 ±1.49 53.4 ±2.15 51.6 ±1.70 52.5 ±1.39 53.9 ±0.87 55.4 ±0.46

Table 7.6: Performance of RoBERTa-base models fine-tuned on variants of the training set
in which community-related terms are masked. Results are shown with the k = 100 top
terms from each community, and with varying masking probabilities.

.

between thematic terms and the presence of PCL.

7.6 Qualitative Analysis

The experiments in Sections 7.4 and 7.5 have revealed stark differences in the ro-

bustness of PCL detection models across different communities, when the model

is (partially) prevented from learning community-specific themes during training. In
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Top-500 community based terms Baseline

100% 80% 60% 40% 20% 0%

Migr. + Imm. 25.2 ±6.82 34.3 ±6.89 42.3 ±6.47 36.0 ±7.24 34.9 ±6.77 43.6 ±7.89

Refugees 49.6 ±7.72 49.5 ±1.60 48.1 ±2.56 48.5 ±5.30 53.5 ±4.85 50.4 ±8.36

In need 56.9 ±1.10 54.7 ±1.65 58.6 ±2.44 57.1 ±2.80 55.1 ±3.46 55.3 ±3.12

Poor families 51.7 ±3.90 52.2 ±5.92 52.1 ±5.60 50.2 ±4.44 46.6 ±2.62 52.7 ±6.34

Vulnerable 48.4 ±3.33 47.5 ±2.26 56.3 ±6.12 54.1 ±5.35 52.3 ±2.47 54.7 ±3.75

Women 38.2 ±2.60 39.8 ±6.05 39.9 ±8.62 39.5 ±4.76 35.9 ±7.10 31.5 ±8.79

Disabled 45.8 ±3.15 46.3 ±2.06 54.4 ±4.43 52.1 ±6.51 53.0 ±4.54 54.6 ±5.52

Homeless 54.6 ±1.86 54.9 ±2.63 61.3 ±3.01 60.0 ±1.84 57.9 ±5.74 60.2 ±1.85

All communities 51.2 ±3.59 50.7 ±1.15 54.6 ±2.59 52.9 ±2.59 52.3 ±1.97 55.4±0.46

Table 7.7: Performance of RoBERTa-base models fine-tuned on variants of the training set
in which community-related terms are masked. Results are shown with the k = 500 top
terms from each community, and with varying masking probabilities.

particular, our results suggest that PCL examples for migrants + immigrants are of-

ten thematic in nature, with the same themes recurring in both the training and test

sets. Conversely, the results for women suggest that PCL towards that community

is more likely to be linguistic in nature. In this section, we supplement our findings

with a qualitative analysis, where we focus on these two communities.

Migrants + Immigrants. In Table 7.8, we can see examples of PCL which were

consistently2 classified correctly when including the community in the training set,

but where the model was unable to recognise the PCL when trained without ex-

amples from the test community. In bold, we highlight some community-specific

themes that are common in examples of PCL and which the model should be un-

able to learn when not presented with similar examples during training. Note, for

instance, that the word Dreamer is present in all the examples from this table. It

thus seems safe to infer that the model has learned that this term, when associ-

ated to the migrants + immigrants community, is highly predictive of the presence of

PCL, when such examples are included in the training data. The use of other terms

2We focus on cases where the classification is consistent across different runs of our experiments,
i.e. with different random seeds, to reduce the influence of instances that were classified correctly or
incorrectly by chance.
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Classified correctly only with full training set

On the campaign trail, Trump promised to deport all undocumented migrants.
Since taking office, he appeared to soften on dreamers, a relatively well-educated
and industrious group who he described as "incredible kids"

But without resolution, the centrists warn they will have enough petition signatures
by Tuesday to force House votes later this month, including on their preferred bill
which provides young "Dreamer" immigrants protection from deportation and a
chance to apply for citizenship.

Passage of the measure came over the opposition of Democratic leaders who de-
manded the promise of a vote to protect "Dreamer" immigrants brought to the
country illegally as children. A band of tea party Republicans was also against the
legislation over what it sees as spiralling spending levels.

The New York senator said he was hopeful about talks on so-called Dreamers,
more than 700,000 young immigrants brought to the US as children who were pro-
tected under the Obama-era Deferred Action for Childhood Arrivals (Daca) pro-
gramme.

Table 7.8: Examples of PCL for migrants + immigrants, which are consistently classified
correctly when the model is trained on the full training set, but consistently misclassified
when training examples from this community are excluded from the training set.

.

such as deportation, undocumented or citizenship are also strongly related to the

community and might help the model to identify the presence of PCL.

In contrast, the examples of PCL in Table 7.9 were consistently identified correctly,

whether the training examples for migrant + immigrant were included or not. As ex-

pected, we can indeed think of these examples as being primarily linguistic PCL, in

the sense that what makes them condescending is how the message is expressed,

more than what is being expressed. In bold, we highlight the presence of some com-

mon linguistic features of PCL. For instance, in the first example, we can see an ex-

cess of flowery wording and adjectives to express a message, the use of metaphors

and an almost poetic style to describe a vulnerable situation, which are common

features of PCL [125]. The second and third examples also show clear differences

in power and privilege, for instance, through the use of expressions such as we

have a moral responsibility, show them solidarity or permitting them to work and
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Classified correctly even without community-specific training examples

The Irish famine led to a massive influx of Irish immigrants to New York during
the late 1840s and 1850s. As the downtrodden Irish escaped the famine in their
home country, however, they came to a place where life was just as tough.
Disembarking from coffin ships, Irish newcomers were greeted with a new life
of hardship, slums and tough, endless labor.

Vatican City: As record numbers of people flee conflict, persecution and poverty,
governments, citizens and the Church have a moral obligation to safeguard mi-
grants and show solidarity with them, the Pope has said.

Barack Obama implemented the DACA program five years ago to help bring the
children of undocumented immigrants out of the shadows of illegality, permitting
them to study and work without fear.

It’s been hard breaking through the barrier of migrant communities. Many
women from my own community do not take my work seriously and do not support
it, and I grapple with this. I’m trying to help, to make things better, but many
women find comfort in the norms and the way things are.

Table 7.9: Examples of PCL for migrants + immigrants, which are consistently classified
correctly both when including or excluding the community from the training set.

study without fear. The last example conveys a distance between the author and the

community (breaking through the barrier of migrant communities) and expresses

presuppositions and an authority voice based on the idea of a saviour-victim rela-

tion (I grapple with this, I’m trying to help, to make things better, but many women

find comfort in the norms and the way things are). These examples of linguistic

PCL are independent of the community they are addressing, which is why the model

still recognises them even when no training examples for the migrants + immigrants

community are provided.

Women. Table 7.10 shows examples of PCL that were missed when using the full

training set, but consistently classified correctly when omitting women examples.

In the first paragraph, the phrase their shame continues, a community-independent

value judgement, makes the text condescending. The second and third example

express a saviour-victim relation, where the differences between power and vulner-
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Classified correctly only without community-specific training examples

Many of these women now lie in unmarked graves, a situation that is slowly being
rectified by the work of the voluntary Justice for Magdalenes Group. Their shame
continues.

However, "when a major male rock star who could do anything at all with his
life decides to focus on the rights of women and girls worldwide - well, all
that’s worth celebrating. We’re proud to name that rock star, Bono, our first Man
of the Year," it said.

A Cosmopolitan spokesperson says with a focus on empowerment, the magazine
is "proud of all that the brand has achieved for women around the world".

Table 7.10: Examples of PCL for women, which are classified correctly only when excluding
the community from the training set.

ability, as well as an admiration towards the saviour, are explicitly stated. As these

examples are clearly linguistic, we can expect that a model which has not seen

women examples should be able to classify them correctly. Surprisingly, all three

paragraphs were missed by the model that was trained on the full training data. To

understand why this is the case, note that 95% of the training examples for women

are negative. As a result, several of the terms that are associated with women (al-

most) exclusively appear in negative training examples. This can lead the model

to believe that these words are indicative of a lack of PCL. By masking community-

related terms, or omitting training examples from this community entirely, we can

prevent the model from learning such coincidental associations. In the table, we

highlight in bold the presence of some common linguistic features of PCL.

Other communities. For illustrative purposes we also include Table 7.11, where

we show examples of instances which were correctly classified only when some de-

gree of stereotypes masking was applied, but were missed when training either on

the full data or on the data which omitted the testing community. These results are

expected in the sense that the model still needs to learn about community-specific

themes to identify thematic PCL. However, some degree of masking can prevent the

model from learning wrong associations between stereotypes and PCL, as seems to
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Classified correctly only with partial masking

"Eleven months into his administration, the country is showing signs of progress
in most sectors of the economy. With the implementation of the free senior high
school programme, most students, especially those from poor families, who
hitherto would not have progressed to the senior high school, have the op-
portunity now to receive secondary education to make them better and more
functional in society", Dr Nyarko said.

Today, Brooklyn is home to people of all races, most struggling to make ends meet.
Council flats continue to degrade as the population swells – unemployment and
homelessness sees people of different races lining up side-by-side for a plate
of free food. It’s a representation of the rainbow nation in trauma, with its
colours dulled and blended together by suffering.

Helping refugee children fit in a bonus for Juventus football camp.

Swimming superstar Adam Peaty is set to unveil a new motorbike for charity in
memory of schoolgirl Imogen Evans, who used the service. The Shropshire and
Staffordshire Blood Bikes is a charity which saves lives by delivering vital blood
supplies to those in need.

RADIO Veritas, the leading faith-based AM station in Mega Manila, continues its
commitment to charity and public service through an initiative dubbed as "Good
Samaritan". Since it was launched last June 2017 (airing every Monday to Friday
from 1-2 p.m.), Radio Veritas has listed 182 cases of pleads and requests that have
been fulfilled through this program. It serves as a platform for those in need to
make on-air appeals for legal, spiritual, medical, material and financial assistance,
and link them to "Good Samaritans" who are willing to share.

Table 7.11: Examples of PCL for different communities which are consistently classified
correctly when partially masking community-related terms, but that are missed when training
either on all data or removing all the community-specific training examples.

happen with the data for women. Tentatively, partially removing themes and stereo-

types might force the model to learn more about linguistic features of condescending

language, or even to make some commonsense lead decisions, as it can not fully

rely on previously seen stereotypes. Nevertheless, further research on this direction

will be needed to confirm this hypothesis. In the table, we highlight in bold both,

common linguistic features of PCL and community-specific themes or stereotypes

found in DPM!



7.7 Summary 123

7.7 Summary

In this chapter we have analyzed the the DPM! dataset and its influence on the

challenge of detecting Patronizing and Condescending Language, with the aim of

improving our understanding of the nature of such of language. We highlighted the

distinction between two types of PCL. On the one hand, linguistic PCL is concerned

with how the message is expressed and is largely community-independent. On the

other hand, thematic PCL is more concerned with the message itself, and often

relates to aspects that are highly community-specific. Our analysis suggests that for

some communities, instances of PCL are mostly linguistic, while for other communit-

ies, thematic PCL is more prevalent. Moreover, detecting thematic PCL remains

highly challenging in settings where the training data does not include examples cov-

ering similar themes. A better understanding of these phenomena can help future

work to improve the detection of PCL and, eventually, contribute to more responsible

and inclusive communication. As a first step, we envisage that a more fine-grained

annotation of PCL detection datasets will be needed, distinguishing between (sub-

categories of) linguistic and thematic PCL, to help us train better models and allow

for a more insightful evaluation.
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Chapter 8

Conclusions and Future Work

8.1 Introduction

In this last chapter we conclude the thesis by summarizing our contributions and

main findings. We revisit the motivation to conduct this research, as well as the hy-

pothesis that inspired our work. We relate how our main findings have answered the

research questions which were posed at the beginning of this journey and suggest

some lines of research for future work.

8.2 Thesis Summary and Contributions

This thesis emerges from observing the treatment that vulnerable communities often

receive in the media, and the motivation to make steps towards more responsible

and inclusive communication.

The relationship between language and power has been extensively studied through-

out history. As one of the two sides of unbalanced power relations, privileged com-

munities use language to describe those more underrepresented groups with differ-

ent types of discourse. Hate speech, offensive language or rumour spreading are

commonly directed towards underrepresented communities. But there is another

type of language, namely PCL, which while in a more subtle way and often with
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good intentions, can be equally harmful, especially when widespread by the media.

The discourse of condescension undermines vulnerable communities, feeds stereo-

types and supports power relations, reinforcing the dichotomy between saviours and

victims [104, 116, 51, 52, 9, 162]. PCL underestimates deep-rooted societal prob-

lems, suggests shallow and ephemeral solutions, and fuels discriminatory behaviour

towards those receiving the condescending treatment [115].

While other, more flagrant types of harmful language have been in the focus of NLP

research for many years, we found that PCL had been mainly neglected by the field.

Although some previous works tried to address either condescending messages in

social media [175] or closely related discourses [151, 104], the study of (unintended)

PCL towards vulnerable communities in the media remained an unexplored area.

The detection of this gap, the identification of the challenges that PCL presented,

and the potential positive impact of our research, motivated this thesis.

With the objective of sharing our conclusions, we revisit our two-fold hypothesis,

which was introduced in Chapter 1 and reads as follows:

1) Patronizing and Condescending Language can, to some extent, be

automatically detected and categorized by Language Models, in spite of

its subtle and subjective nature. However, its detection often requires

commonsense reasoning, as well as world knowledge and an under-

standing of human values, which will pose a challenge for NLP models.

2) The analysis of PCL from an NLP perspective can help us to improve

our understanding of the nature and features of PCL towards vulnerable

communities.

After concluding and presenting our work, we can say that our hypothesis is con-

firmed. The works summarized in this thesis support this statement.

Chapter 2 served to put our research in context, reviewing the most relevant previous

works which had been developed in the study of condescension and closely related
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topics, either in NLP or in other areas. In Chapter 3 we presented Don’t Patronize

Me!, a novel dataset annotated with PCL towards vulnerable communities created

to address the lack of specific data. With the objective of delving into the study of

PCL, we also created a taxonomy of PCL categories used by media sources to-

wards vulnerable communities. After a careful curation of the data, up to five trained

annotators participated in a two-level annotation process. First, they assessed a

paragraph as containing or not PCL, or being a borderline case. Then, they took all

agreed positive cases of condescension to identify which categories of PCL were

present in the paragraph. The process of curation and annotation of DPM! already

allowed us to identify features and challenges of such language, such as its subtlety

and subjectivity. Moreover, we identified that world knowledge was often required

to detect PCL and that personal values could play an important role in classifying a

message as condescending. These findings, which started to partially confirm our

hypothesis, arose as challenges that our research would try to overcome. DPM! has

been the seed data for our research, but it is also intended to be a new linguistic

resource for the community.

Chapter 4, which contains the first baseline results, showed that Language Mod-

els were indeed able to identify and categorize PCL to some extent. However, the

results also left a large margin for improvement. A closer, qualitative look at some

examples correctly or wrongly classified by the models reinforced the intuition that

PCL detection is a challenging task which might need specific approaches to be

solved.

In Chapter 5 we explored what kind of previous knowledge could help a model to

better identify PCL. We also experimented with different pre-training strategies to

find which one is more suitable for this task. Specifically, we used full fine-tuning of a

pre-trained RoBERTa-based LM, and the use of adapters. In both cases, we trained

the models on ten auxiliary tasks, whose data covered human values, flagrant forms

of harmful language, political discourse and other a priori less related tasks, such
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as sentiment analysis or irony detection. The pre-trained model was then fine-tuned

on PCL detection. Our experiments showed that some gains are indeed possible

by infusing the model with previous, specific knowledge, especially about offensive

language, commonsense morality and hate speech. More surprisingly, data annot-

ated with irony and sentiment also helped the model. Therefore, these experiments

confirmed that PCL detection could benefit from previously learning about human

values and other more or less related types of discourses. Results also pointed

towards different auxiliary tasks helping the model to identify PCL of different cat-

egories, even when it is not always able to tell what category is present in the text.

The qualitative analysis of the paragraphs which were missed by the baseline model

(i.e., without pre-training in any auxiliary task) but correctly classified by each one of

the best performing models (i.e., pre-trained on different related data), helped us to

better understand the nature of PCL, the background needed to understand it and

the challenges that NLP models still face solving this task.

Chapter 6 supported the hypothesis that LM can indeed identify and classify PCL

to some extent, which we had already confirmed with experiments in Chapter 4. In

fact, the best performing systems participating in the shared task in PCL detection

hosted at SemEval-2022, showed that a judicious use of SoTA text classification

techniques, such as data augmentation, introducing a contrastive loss function, en-

sembling different models or applying prompt learning, to name a few, could lead

LMs to obtain results almost on pair with human performance. As much as we learnt

from the organization and outcomes of this task, it also arose new questions which

challenged the hypothesis that PCL detection was a subtle, difficult task which often

required commonsense reasoning and world knowledge.

This situation led us to develop the experiments summarized in our 7th and last

chapter, where we analyzed in depth the DPM! dataset. We unveiled that there are

two types of PCL: linguistic PCL, where the condescension is expressed by how

we formulate the message, and which is based mainly on community-independent
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linguistic features; and thematic PCL, where the condescension comes with what

is said, or the message itself. Thematic PCL is based mainly on themes or stereo-

types closely related to the communities which are the target of the condescension.

The overlap between the communities covered in the training and the test set al-

lows the model to learn these condescending stereotypes and themes. The model

would not be able to make such associations if those same stereotypes and themes

were not recurrent in the training set. For instance, the model would not be able

to identify (thematic) PCL towards unseen communities or if the themes associated

with a specific community change over time. The experiments made in this direction

show that there are indeed (at least) two types of PCL and that the task of PCL

detection, as it is formulated, is easier to solve due to the overlap in the training and

test communities.

In conclusion, every experiment developed in the framework of this thesis helped us

confirm our two-fold hypothesis: We have shown how NLP models perform in PCL

detection and what knowledge is helpful for NLP models to better identify PCL. In

addition, the research conducted in the framework of this thesis has helped us to

better understand the nature of PCL.

8.3 Research Questions and Main Findings

In this section, we revisit and discuss our research questions, introduced in Section

1.2, and try to answer them in relation to the outcomes and findings derived from

our research.

Research Question 1. How easy it is for human annotators to identify PCL to-

wards vulnerable communities? Do human annotators agree in their assessments

about the presence of this type of language?
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The literature review about condescension pointed us towards the notion of a sub-

jective discourse which was difficult to identify even for humans, especially when

directed towards vulnerable communities and with good intentions. The develop-

ment of Chapter 3, with the definition of the task of PCL detection, the curation of

the data and, especially, the annotation process, proved that PCL detection and

classification poses a challenge not only for NLP models but also for humans. The

task of identifying if a paragraph contained PCL turned out to be more difficult than

identifying which categories of PCL were present in the text. This points towards the

conclusion that, although the categories are well defined, which makes it easier for

annotators to identify them, assessing if that category is expressing condescension

is still subtle and subjective and a clear challenge even for humans. This justifies that

the agreement between annotators was lower for subtask 1 (PCL detection) than for

subtask 2 (PCL categorization).

Research Question 2. To what extent can Language Models identify and categor-

ize PCL? Which NLP techniques are best suited to address this challenge?

Our findings in Chapter 4 reveal that, as expected, Language Models perform bet-

ter in PCL detection than other architectures, such as models based on SVMs

or Bi-LSTMs. Among the LMs that we tested, the best results are obtained by

BERT-large, with RoBERTa-base and BERT-base yielding similar results. RoBERTa-

large achieved a highly inconsistent performance. For the task of categorizing PCL,

RoBERTa-large obtained the best results, both when omitting and including negat-

ive examples of PCL. However, the results by category are highly dependent on the

number of training examples. Although LMs can indeed identify and categorize PCL,

a vanilla approach (i.e., a model not customized for the specific task), leaves much

room for improvement, especially for the less populated categories. The findings of

Chapter 6 show us that standard text classification techniques are very useful for

PCL detection. Specifically, balancing the class imbalance, applying a contrastive

loss function while training, ensembling several of the best-performing models or ap-
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plying prompt learning, can boost the results of both subtasks, namely binary and

multi-label classification of PCL.

Research Question 3. What does a model need to know to better identify PCL?

To what extent would it need to understand human values?

Although Chapter 5 was devoted to answering this question, all the findings we ob-

tained through the thesis help us to better understand the nature of PCL in this

regard, i.e., to understand how important it would be, for a model, to know about

human values, or to contain world knowledge, to address the challenge of PCL de-

tection. From the findings in Chapter 3 and 4, we conclude that PCL is hard to detect

both for NLP models and for humans, hence the difficulties the annotators found in

the annotation process. In Chapter 5 we experimented by infusing the model with

knowledge from different areas, which we considered to be more or less related

to PCL. We saw that gains are indeed possible when pre-training in some auxiliary

tasks, especially those related to other types of harmful language or tasks where hu-

man values were addressed. Other more distant tasks, such as sentiment or irony

detection also proved useful for our main challenge. A closer look allowed us to see

that each task could help the model identify PCL belonging to different categories.

Although the improvements in performance were humble, these results motivate fur-

ther research in this area. Some ideas to continue exploring this line of research are

presented in Section 8.4. Although the findings of Chapter 6 questioned the need

for world knowledge and human values understanding, the experiments developed

in the framework of Chapter 7 clarified this issue. The results obtained point to

the fact that, although linguistic PCL might be easily learnt from training examples,

identifying thematic PCL would require of more abstract understanding of the world

and human values, if the themes or stereotypes it refers to are not included in the

training data.
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Research Question 4. Can current State-of-The-Art NLP models effectively gen-

eralize to address the complexity of PCL?

Chapter 3 presented PCL as a complex, subtle and subjective kind of language.

The DPM! dataset in particular showed that annotating PCL was challenging, that

context about the paragraph was often required and that the personal profile of the

annotator could play an important role in considering a message as being condes-

cending. With this picture of PCL, a good performance of NLP models in this task

seemed unlikely, but the findings in Chapter 4 and especially in Chapter 6 showed

a very different reality. SoTA techniques in NLP, combined with standard models,

can actually get results almost on par with human performance, at least in a binary

classification task (i.e., classifying a paragraph as a positive or negative example of

PCL). However, the findings in Chapter 7 unveiled that the task, as it has been formu-

lated, might be easier to address than the actual challenge of detecting PCL, due to

the overlap between communities in the training and test set in DPM!. Therefore, we

consider that PCL detection and categorization might require different approaches

to address specific aspects of it.

8.4 Future Work

In this section, we offer some ideas for further research in PCL detection and cat-

egorization:

The data. The DPM! dataset is meant to be a useful resource for the study of

PCL, but the data available in this research area is still scarce. For future datasets,

we consider that it would be useful to cover a higher number of communities. In

addition, we recommend that a different way to extract the data is applied, in or-

der to identify texts referring to a given community even if a specific keyword is not

mentioned. Moreover, the field could benefit from exploring different sources where
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vulnerable communities might receive condescending treatment, such as social me-

dia messages, social responsibility reports, or fundraising campaigns.

Regarding the annotation, given that PCL is subtle and subjective, we would recom-

mend training the annotation team thoroughly in the task, and counting on as many

annotators as possible. Besides binary and multi-label (i.e., categories) annotation,

annotating the messages with PCL as being mainly linguistic or mainly thematic

might help the model to identify these two PCL phenomena.

As PCL is presented as a complex discourse, different approaches might be needed

to address different aspects of PCL. More (and more finely-grained annotated) data

would help explore different models for different categories or PCL, for instance, or

for identifying linguistic vs thematic PCL.

Incorporating additional external knowledge. The experiments in Chapter 5

show that the performance of a model can improve if it is pre-trained in the proper

data. Further research in this direction would include identifying potential related

auxiliary tasks and finding associated data, ideally more than one dataset for each

task. For instance, if stereotypes are considered to play an important role in (them-

atic) PCL, multiple datasets on stereotypes should be compared. Also, combining

several auxiliary tasks could benefit the performance of the model. Further research

could also focus on exploring which previous knowledge and to what extent benefits

the model when targeting the detection of specific categories of PCL.

Exploring PCL towards non-vulnerable communities. PCL is not exclusive of

vulnerable communities but, to the best of our knowledge, there is no research that

compares the features of condescending language targeting different communities.

It would be interesting to test to what extent a model trained on PCL towards vul-

nerable communities can identify PCL towards other groups which, while not being

vulnerable, are susceptible to receive this kind of treatment, such as vegans, young
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people or people with strong religious beliefs. Further analysis in this direction would

help us better understand the nature of PCL. In addition, building a model able to

learn PCL towards a broader spectrum of communities would potentially improve a

system for flagging condescending language.

Multidisciplinary research. The study of PCL from an NLP perspective will be-

nefit from insights from other disciplines, such as Psychology, Sociology or Cultural,

Media and Political Studies, to name a few. Contributions from these areas would

have been extremely useful to better understand the nature of PCL and the results

we were obtaining with our experiments. Furthermore, a study about PCL towards

vulnerable communities should count on the perspective of these groups. There-

fore, counting on representatives of the communities being studied would contribute

valuable insights and will make the research process fairer and more responsible.

8.5 Final Remarks

With the works developed in the framework of this thesis, we have aimed at intro-

ducing the detection and classification of PCL towards vulnerable communities as a

new research topic in NLP.

This research is born with the objective of contributing to more ethical communic-

ation which could, in turn, help to build a more equal society. Crucially, the use of

PCL towards vulnerable communities in the media is often unintentional, hence de-

veloping tools that flag instances of PCL, which could work similarly to spelling and

grammar checkers, can bring about meaningful change. This makes PCL detection

an important social challenge that should be addressed by the NLP community.

Last, we would like to highlight that by doing this research, we might have been

condescending ourselves, as we have aimed to detect condescension towards com-
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munities we are not part of, without asking their members about what they might

consider condescending. This is another proof that PCL is unconscious and maybe

even difficult to avoid. However we still think that our work is useful as a way to keep

giving steps towards more responsible communication, where everyone could feel

they are represented in a fair way.
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