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A B S T R A C T   

Faecal Indicator Organism (FIO) concentrations in nearshore coastal waters may lead to significant public health 
concerns and economic loss. A three-dimensional numerical source-receptor connectivity study was conducted to 
improve the modelling of FIO transport and decay processes and identify major FIO sources impacting sensitive 
receptors (source apportionment). The study site was Swansea Bay, UK and the effects of wind, density, and 
tracer microbe (surrogate FIO) decay models were investigated by comparing the model simulations to microbial 
tracer field studies. The relevance of connectivity tests to source apportionment was demonstrated by hind-
casting FIO concentration in Swansea Bay with the identified FIO source and the Impulse Response Function 
(IRF) in Control System theory. This is the first time the IRF approach has been applied for FIO modelling in 
bathing waters. Results show the importance of density, widely ignored in fully mixed water bodies, and the 
potential for biphasic decay models to improve prediction accuracy. The microbe-carrying riverine freshwater, 
having a smaller hydrostatic pressure, could not intrude on the heavier seawater and remained in the nearshore 
areas. The freshwater and the associated tracer microbes then travelled along the shoreline and reached bathing 
water sites. This effect cannot be faithfully modelled without the inclusion of the density effect. Biphasic decay 
models improved the agreement between measured and modelled microbe concentrations. The IRF hindcasted 
and measured FIO concentrations for Swansea Bay agreed reasonably, demonstrating the importance of con-
nectivity tests in identifying key FIO sources. The findings of this study, namely enhancing hydro- 
epidemiological modelling and highlighting the effectiveness of connectivity studies in identifying key FIO 
sources, directly benefit hydraulics and water quality modellers, regulatory authorities, water resource managers 
and policy.   

1. Introduction 

Water quality in nearshore coastal waters is a global concern, given 
that coastal waters are crucial for human activities such as recreation, 
aquaculture, and economic revenue. Water contaminants may lead to 
significant public health concerns and economic losses, e.g. consump-
tion of contaminated shellfish, reduced tourism, and swimming-related 
illnesses (DeFlorio-Barker et al., 2018; Bussi et al., 2017; Given et al., 
2006; Weiskerger and Phanikumar, 2020). Faecal Indicator Organisms 
(FIOs), one of the contaminants, are highly correlated with illnesses such 
as gastrointestinal infections and eye infections (Pruss, 1998; Pandey 
et al., 2014). For European countries, the European Union (EU) revised 
Bathing Water Directive (rBWD, European Commission, 2006) requires 
two FIO species in bathing water sites to be below given levels. 

However, the routine single-point and low-frequency rBWD monitoring 
scheme does not address diurnal (Wyer et al., 2018) and spatial (King, 
2019) variations of FIO concentration. Also, stormwater runoffs and 
Combined Sewage Overflows (CSOs) increase nearshore FIO concen-
tration by 1,000 % to 10,000 % for several hours or days (e.g. Ahn et al., 
2005; Passerat et al., 2011). More stormwater runoffs and CSOs are 
expected in future due to climate change, population growth, and ur-
banisation (Semadeni-Davies et al., 2008; Jalliffier-Verne et al., 2017). 
In addition, FIO monitoring does not provide (i) predictions of future 
FIO concentration and (ii) an understanding of the transport and fate of 
FIOs in coastal waters, which are important for protecting public and 
environmental health and for water companies to improve their energy 
efficiency. Hydro-epidemiological models (e.g. Lee and Qu, 2004; 
Schippmann et al., 2013; Harris et al., 2004; Gao et al., 2013) are 
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indispensable tools for understanding the transport and fate of FIOs as 
well as evaluating water quality improvement strategies. This research 
tests and improves different components of hydro-epidemiological 
modelling, especially density effect and FIO decay models, with con-
nectivity tests. The effectiveness of connectivity tests in identifying key 
FIO sources is also demonstrated. 

While the effect of density on estuaries and water quality has been 
studied in the literature (e.g. Geyer et al., 2004; Ji, 2008; Bedri et al., 
2013; Gaeta et al., 2020), surprisingly, this effect has rarely been 
considered for FIO modelling in fully mixed water bodies and bathing 
water sites. In addition, two-dimensional models neglecting the density 
effect are widely used for FIO source-receptor connectivity research and 
water quality management (Ahmadian et al., 2013; Abu-Bakar et al., 
2017; King et al., 2021). FIO decay in coastal environments depends on 
numerous environmental factors such as irradiation, salinity, and 
turbidity (e.g. Bowie et al., 1985; Crane and Moore, 1986; Abu-Bakar 
et al., 2017; Weiskerger and Phanikumar, 2020). Such a decay process is 
usually represented by a first-order degradation model with variable 
decay rates. Several studies of FIO decay in natural waterbodies suggest 
a biphasic decay model (Bowie et al., 1985; Crane and Moore, 1986) to 
represent (i) the decay rate when the FIOs are first injected into the 
waterbodies; and (ii) the one after the FIOs have adapted to the water-
bodies. Accurate representations of these effects are important for 
hydro-epidemiological modelling of FIOs. 

This research aims to improve hydro-epidemiological modelling to 
better simulate and understand the fate and transport of FIOs in near-
shore coastal waters. This was achieved by the following objectives: (i) 
investigating the key process(es) affecting FIOs transport, (ii) improving 
the simulation of microbe (surrogate FIO) decay models, and (iii) 
assessing the effectiveness of connectivity tests in identifying key FIO 
sources with the Impulse Response Function (IRF) approach. The key 
methodology is numerical connectivity tests. Hydro-epidemiological 
models have been tested by comparing modelled and measured FIO 
concentrations, such as total coliform, E. coli, and Enterococci in coastal 
waters, lakes, and rivers (e.g. Hipsey et al., 2008; Liu et al., 2015). 
Nevertheless, the uncertainty of FIO sources for any given waterbodies 
adds uncertainty to the test results. Such an uncertainty can be avoided 
by conducting connectivity tests, in which the source locations and 
concentrations were known. In a connectivity test, natural dyes or tracer 
microbes which are not naturally present in a waterbody are released at 
potential source locations (e.g. river inflows) and are measured at po-
tential sensitive receptors. The injected dynes or tracer microbes are 
seen as surrogate FIOs, yet with known injection locations and con-
centrations. Connectivity between sources and receptors is easily iden-
tified since the tracer microbes are identifiable from other bacteria that 
are naturally present in the waterbody (e.g. Varlamov et al., 1999; Isobe 
et al., 2009; Wyer et al., 2010, 2014; Andruszkiewicz et al., 2019). The 
effectiveness of connectivity test to identify FIO sources (i.e. source 
apportionment) is also demonstrated through hindcasting FIO concen-
trations with the connectivity test results and the Impulse Response 
Function (IRF) in Control System theory. IRF has been applied in control 
systems (Schwarzenbach and Gill, 1992; Ogata, 2015) and transient 
defect detection in pipelines (e.g. Liou, 1998; Ferrante and Brunone, 
2003; Wang et al., 2020), but this is the first time IRF approach is 
applied for FIO modelling in bathing waters. 

2. Materials and methods 

Fig. 1 shows the flow chart of the research methodology. Three- 
dimensional (3D) hydro-epidemiological models were developed to 
simulate the connectivity test conducted in Swansea Bay, UK, in year 
2012 as part of the “Smart Coasts – Sustainable Communities (SCSC)” 
research project (Wyer et al., 2014). Effects of density and microbe (i.e. 
surrogate FIO) decay model were evaluated against the field data, and 
FIO sources in the test site were identified. To verify the identified 
sources, the E. coli concentrations measured at the test site in the year 

2011 from the same SCSC project were hindcasted with the IRF 
approach, the identified FIO source locations and the measured source 
concentrations in the corresponding measurement period. 

2.1. The test site: Swansea Bay, UK 

Swansea Bay is located in the Bristol Channel on the South Wales 
Coast, UK. Bristol Channel and Severn Estuary have a typical tidal range 
of about 12–14 m during high spring tides, which is the second highest 
in the world (British Crown and OceanWise Ltd., 2015). The Bay is 
subjected to FIO sources including River Tawe, Neath and Afan (flow 
rate >1 m3/s), streams and drains (flow rates <1 m3/s), and three 
sewage treatment work (STW) effluents. Swansea Bay is a well-mixed 
waterbody (Uncles, 1981; Evans et al., 1990; Ahmadian et al., 2013) 
where temperature and salinity variations through the water column are 
negligible. Nevertheless, horizontal salinity gradients are present 
(Collins and Banner, 1980). Swansea Bay was chosen because of the 
availability of data and its relevance to swimmers. FIO data and data for 
stream flows, tide levels, meteorology and water quality were available 
from the SCSC research project (Wyer et al., 2013). There are several 
popular beaches along the shoreline, including Swansea Beach and 
Aberafan Beach. A better understanding of the sources, transport, and 
fate of FIOs enables the improvement of water quality in this area and 
protects public health. Figure SI-1 shows Swansea Bay and the FIO 
sources for the Bay. 

2.2. Source-receptor study in Swansea Bay, UK 

Fig. 2 shows the tracer microbe release and sampling locations for 
the connectivity test in the SCSC project (Wyer et al., 2014). Four tracer 
microbe species were released at four release points at about 10:00, 11 
Mar 2012. Table 1 shows the microbe species and quantities released at 
each point. E. Cloacae, MS2 coliphage, and S. marcescens were measured 
in plaque-forming units (pfu), yet B. atrophaeus was measured in 
colony-forming units (cfu). The tracer microbes were sampled at four 
bathing water sites: (i) Swansea; (ii) Crymlyn Burrows; (iii) Aberafan; 
and (iv) Margam Sands. Single point sampling for each location was 
prohibited by the large tidal flats, up to 1,500 m from shore, caused by 
the large tidal range and sloping beaches in the Bay. Therefore, the 
sampling points were moved across the shoreline to achieve a minimum 
water depth for sampling as shown by the yellow crosses in Fig. 2. 
Readers are referred to Wyer et al. (2014) for the detailed field test 
procedures. 

Fig. 1. Flow chart of the modelling study. Rectangles represent modelling or 
computation tasks; round-cornered rectangles represent data from the SCSC 
project; circles represent conclusions from modelling or computation tasks. 
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2.3. The model setup 

The study was modelled with the open-source finite-element 
TELEMAC-3D hydrodynamic solvers (Leroy, 2019). Although stratifi-
cation is not important for the Bay, the small vertical density difference 
might influence the horizontal transport of salinity and microbes. 
Therefore, 3D models were applied to ensure the representation of this 
effect. The solvers can simulate the buoyancy effect, and models with 
and without the buoyancy effect were developed. The governing equa-
tions used in TELEMAC-3D are: 
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where xi are the spatial coordinates in which x3 is the vertical coordi-
nate; t is time; ui is the flow velocity along direction xi; ph and pd are 
hydrostatic and dynamic pressures; C is the concentration of a scalar (e. 
g. salinity or microbe); For clarity, CSal is salinity and Cm is microbe 
concentration; Q is a source/decay term; g is the gravitational acceler-

ation and Gi = (G1,G2,G3) = (0,0,g) is a gravitational force term; Fi is a 
contact force (e.g. friction) term along direction xi; η is surface elevation; 
patm is atmospheric pressure; ρ is reference density and Δρ is density 
difference; the overline in Equation [5] denotes depth-averaged values. 
Equation [1–2] are the mass and momentum equations; Equation [3] is 
the transport of scalars; Equation [4] is the hydrostatic pressure with 
buoyancy effect; Equation [5] is the kinematic boundary condition at 
the free surface. The TELEMAC-3D solver models buoyancy by 
expressing Δρ

ρ as a function of scalars, denoted by fb. In this work, Δρ
ρ = 0 

(no buoyancy) and Δρ
ρ = fb(CSal) (buoyancy is uniquely dependent on 

salinity) were applied. νE = ν + νT is effective viscosity and ν and νT are 
molecular and turbulence viscosities. Turbulence models were needed to 
represent the effect of turbulence on the flow and contaminant trans-
port. The Smagorinski (1963) turbulence model was applied as it has 
been recommended for large-scale marine areas (Gourgue et al., 2013; 
Lang et al., 2014; Bedri et al., 2015) and has previously shown good 
performance in Severn Estuary and Bristol Channel (Guo et al., 2020; 
King et al., 2021). 

The horizontal numerical mesh was adopted from King et al. (2021) 
for the Bristol Channel and Severn Estuary, UK as shown in the inset of 
Fig. 2 and Figure SI-2. A tidal water level series obtained from the Na-
tional Oceanography Centre Continental Shelf Model (CS3; NOC, 2018) 
were imposed along the outer Bristol Channel boundary. A Coriolis co-
efficient f = 2π sin(θ) = 1.13601 × 10− 4 rad/s given the latitude θ =
51.38◦ was applied since the Coriolis effect was shown to slightly 
improve model results (King, 2019). The model domain was extended up 
to River Tawe and to the tidal limits of Rivers Afan and Neath to include 
the momentum effect of river discharges (King, 2019). Since the bay is 
fully mixed, freshwater input from rivers is the main source of the 
density gradient. The horizontal element size was about 1,000 m near 
the outer Bristol Channel and was refined to about 50 m in Swansea Bay 
because the grid-dependence study by King et al. (2021) showed that a 
50 m grid size for Swansea Bay was sufficient. For models with the 
density effect, 10 vertical layers were used to capture possible, though 
weak, vertical density gradients. For models without the density effect, 5 
vertical layers were used (King et al., 2021). The resulting 3D meshes 
consisted of 712,665 nodes and 1,125,760 elements for 5 vertical layers 
and 1,425,330 nodes and 2,532,960 elements for 10 vertical layers. The 
bottom friction was modelled with the Manning’s formula (Chow, 1959) 
with a constant Manning coefficient n = 0.025 throughout the model 
domain following King et al. (2021). The inflows to Swansea Bay were 
represented by 3 boundary conditions and 12 point sources as shown in 
Figure SI-3. Since the microbe tracers studied did not exist in the envi-
ronment apart from being injected artificially through the field study, 
only the water flow rates (i.e. not the FIOs or tracer microbes) at the 
inflows were included in the model. Flow rate data of River Tawe, Neath 
and Afan obtained from National River Flow Achieve (NRFA, http 
s://nrfa.ceh.ac.uk/) on 8–13 Mar 2012 were imposed as boundary 
conditions. Other streams, drains and STW effluents were imposed as 
point sources. The available flow rate data of these sources were not 
measured at the time when the connectivity test was conducted, thus 
these flows during the test period were deduced from the time when data 
were available. For streams, drains, Swansea STW and Afan STW efflu-
ents, the minimum flow rates from the SCSC project data during 12–21 
Jul 2011, which may represent the dry-weather flow rates, were 
imposed. For the Tata effluent, the average flow rate obtained from the 
SCSC project during 12–21 Jul 2011 was imposed. The minimum flow 
rate approach was not suitable for Tata effluent since the minimum flow 
rate was zero. Hourly mean wind data at the Mumbles obtained from the 
Met Office MIDAS database, as shown in Fig. 2, were used. 

Table 2 shows the test cases in this study. The simulation Baseline 
was a 3D simulation with no effects of wind, density, and microbe decay, 
forming a baseline for comparison. Investigating the main processes 
affecting FIO transport was one of the main objectives of the study. 
Therefore, the effect of wind under no density effect was studied and 

Fig. 2. Tracer microbe release points and sampling points in the field con-
nectivity tests, and the sampling transects in the numerical models. 

Table 1 
Release locations of different microbe species in Swansea Bay. E. Cloacae, MS2 
coliphage, and S. marcescens were measured in plaque-forming units (pfu), yet 
B. atrophaeus was measured in colony-forming units (cfu).  

Release location Microbe species Count (pfu or cfu) 

Tawe Barrage E. cloacae 2.00 x 1016 

Monkstone Stream MS2 coliphage 3.25 x 1017 

River Afan S. marcescens 2.25 x 1016 

Afan STW Outfall B. atrophaeus 1.75 x 1014  
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referred to as “Wind”. The simulations referred to as “Sal” and “Sal-
Wind” studied the effect of density (i.e. salinity) with and without wind. 
Since SalWind was the simulation that included the widest environ-
mental conditions and had the most promising results, for brevity, the 
effect of microbe decay models was only reported for SalWind. The 
decay model tested includes (i) no decay; (ii) a constant decay rate 
T90 = 30 hr; and (iii) biphasic decay rates. The microbe decay rates are 
further discussed in section 2.4. The simulations without salinity were 
cold-started. The simulations with salinity were warm-started from the 
salinity condition prepared from a precursor run. In the precursor run, 
the initial salinity and the salinity at the tidal boundary were set to be 34 
kg/m3 (Collins and Banner, 1980). A salinity of 0 kg/m3 (freshwater) 
was imposed on the river boundaries and the stream, drain and STW 
sources. This was mainly due to the absence of measurements in the field 
studies conducted prior to this research. Although this assumption is 
expected not to affect the main conclusions, it is important that salinity 
is measured, and accurate value is included in modelling studies. The 
salinity in the Bay was diluted by the freshwater inflows once the pre-
cursor run was started. The precursor run was conducted for a simula-
tion time of 20.8 days to ensure that the salinity concentrations were 
stationary before the injection of the tracer microbes as shown in 
Figure SI-5. After the precursor run, the model runs Sal and SalWind 
started and numerical tracer microbes were released at the same time 
and release points as in the field experiment. The tracers were released 
during an ebb tide around a spring tide condition with a tidal range of 
around 10 m as shown in Figure SI-6. The wind speed immediately after 
the injection of tracer microbes (10:00, 11 Mar 2012) is relatively low 
(less than 5 m/s within 10:00, 11 Mar – 13 Mar 2012). A numerical 
sampling technique that represents the transect approach in section 2.2 
is desirable. Applying the field sampling point coordinates to the models 
was not realistic because of the inaccurate modelling of the wet-dry 
interface (Medeiros and Hagen, 2013). In the models, the field sam-
pling points were represented by sampling transects shown in Fig. 2; 
tracer concentrations were sampled along the transects at points where 
the water depths were approximately equal to 1 m. The numerical 
implementation of the sampling method is shown and explained in 
Figure SI-7. The model was calibrated in King et al. (2021) and validated 
against an Acoustic Doppler Current Profiler (ADCP) survey in Swansea 
Bay (EMU Limited, 2012; also reported in King et al., 2021) at points 
L1-L5, and the field salinity data obtained in the SCSC research project 
(Ahmadian et al., 2013) at points SV1 and SV2 shown in Figure SI-8. 

2.4. The microbe decay models 

The tracer microbes are known to decay in the coastal environment 
(e.g. Bowie et al., 1985; Crane and Moore, 1986; Abu-Bakar et al., 2017; 
Weiskerger and Phanikumar, 2020) and the decay is commonly repre-
sented by a first-order degradation model: 

Cm(t)=Cm0 exp (− kt) [6]  

where Cm(t) is concentration with respect to time t; Cm0 is initial con-
centration. k is usually represented in terms of T90 values (Schnauder 
et al., 2007), i.e. the time required for microbe concentration to reduce 

by 90 %. Several studies of microbe decay in natural waterbodies sug-
gest a biphasic decay model (Bowie et al., 1985; Crane and Moore, 
1986). An equation for the model is: 

Cm(t) =Cm0 exp (-k1t); 0 ≤ t< tt [7]  

Cm(t) =Cm1 exp [-k2(t-tt)]; t ≥ tt [8]  

where k1 and k2 are the decay rates for the first and second phases 
respectively; tt is the time of transition from the first to the second phase; 
Cm1 = Cm0 exp (− k1tt) is the concentration after the first decay phase. 
Usually, the first phase has a higher decay rate than the second one for 
FIOs such as E. coli, Enterococci, and coliform (Rogers et al., 2011; Zhang 
et al., 2015), but there are environmental conditions under which faecal 
bacteria decay slower, or even grow, in the first phase (Perkins et al., 
2016; Mattioli et al., 2017). Though interesting, understanding the 
processes behind the observed biphasic bacteria decay is beyond the 
scope of this research. While the decay rates are known to depend on 
factors such as temperature, irradiation, turbidity, and salinity (Byap-
panahalli et al., 2012; Weiskerger and Phanikumar, 2020), this study 
assumes constant values of k, k1 and k2 following the numerical tracer 
study in Abu-Bakar et al. (2017). In this study, the following decay 
models were tested: (i) conserved tracer (T90→∞); (ii) constant T90 =

30 hr; and (iii) biphasic decay models with two T90 values. The transi-
tion time was set to be tt = 90 hr from the start of the model runs. Since 
this study focuses on source connectivity tests in which free-living tracer 
microbes (i.e. microbes not attached to sediment particles) were intro-
duced into the waterbody, sediment modelling (Ahmadian et al., 2010; 
Huang et al., 2015; Huang et al., 2018) was not considered as a part of 
this study. 

2.5. FIO source identification with Impulse Response Function 

The relationship between microbe (surrogate FIO) sources and re-
ceptors is represented by a system which accepts inputs and produces 
outputs. The mathematical representation of this system is: 

y[k] =
∑∞

h=0
x[k − h]w[h] [9]  

where y[k] is system output; x[k] is system input; w[h] is the IRF of the 
system, representing the relationship between microbe sources and re-
ceptors in Swansea Bay UK; squared brackets denote discrete time series; 
k and h represent the k-th and h-th data points in the respective time 
series. k − h represents the lag between the k-th and h-th data points. In 
this study, the microbe sources for the Swansea sampling transect (the 
receptor) were identified among the four microbe release locations. 
Since the microbes were surrogate FIOs, the FIO concentration at the 
receptor was the superposition of the microbe from the four sources. 
Therefore, Equation [9] was decomposed into four components: 

y[k] =
∑4

n=1

[
∑∞

h=0
xn[k − h]wn[h]

]

[10]  

where wn[h], h = 1,2, 3, 4 were the IRFs relating the four respective 
bacteria sources, namely (i) River Tawe, (ii) Monkstone Stream, (iii) 
River Afan and (iv) Afan STW outfall, and the receptor; xn[k] were the 
number of microbes injected at the four sources respectively. wn[h] was 
estimated between potential sources xn and the receptor y as in Fig. 3a. 
Key sources for the receptor were identified by comparing the magni-
tudes of wn. Then the E. coli concentration at the receptor yH during 
Aug–Sep 2011 was hindcasted by applying the E. coli input in the year 
2011 at the identified source xH (data from the SCSC project) to wH[h], 
the IRF for the identified source. to hindcast the as shown in Fig. 3b. The 
hindcast results were compared against the measured E. coli at the 
Swansea transect during Aug–Sep 2011 in the SCSC project. Additional 
hydro-epidemiological models were not needed for the hindcasting. 

Table 2 
Source-receptor connectivity models developed.  

Name Wind Density T90 (hr) 

Baseline No No No decay (T90→∞); 
Wind Yes No No decay (T90→∞); 
Sal No Yes No decay (T90→∞); 
SalWind Yesa Yes (i) No decay (T90→∞); 

(ii) Constant T90 = 30 h; 
(iii) Biphasic decay rate  

a Wind effect was only imposed on the test simulations but not the precursor 
runs. 

M.Y. Lam and R. Ahmadian                                                                                                                                                                                                                 



Environmental Pollution 345 (2024) 123431

5

3. Results and discussion 

3.1. Model validation 

The modelled water depth and depth-averaged velocity were vali-
dated with an ADCP survey in Jul–Sep 2012. Because the field sampling 
period was not the same as the modelled period, the measured data that 
corresponds to the tidal phase and spring/neap cycle of the modelled 
period were selected to compare to the modelled results. The maximum 
and minimum RMSEs for water depth among L1-L5 were 0.3556 m and 
0.3283 m, approximately 5 % of the tidal range. The errors of velocity 
magnitude at L2-L5 were below 12 % of the velocity range, while the 
error at L1 was 22 % of the velocity range. The higher modelling error at 
L1 might be caused by the island wake flow around the Mumbles, which 
may not be accurately represented in the models. The modelled vertical 
salinity profiles at points SV1 and SV2 were compared to the field 
salinity data obtained in Sep 2011 (Ahmadian et al., 2013). The 
measured and modelled salinity sampled at the same tidal phase, with 
the high tide at the Mumbles defined as 0o, well agreed as shown in 
Figure SI-9. The modelled salinity was shown relatively constant across 
the depth, which is consistent with previous studies (Uncles, 1981; 
Evans et al., 1990; Ahmadian et al., 2013). The modelled tracer microbe 
concentration was also uniform across the depth as shown in 
Figure SI-10. Therefore, field-measured tracer microbe concentrations at 
each site were compared to the modelled depth-averaged tracer 

concentrations from here onwards. 

3.2. Effect of wind and salinity on tracer microbe transport 

Models with conservative tracers (i.e. no microbe decay) were 
evaluated against the field measurement to study the impacts of 
different drivers of microbe transport. Fig. 4 shows that the models 

Fig. 3. (a) The transfer between microbe sources and the receptor in the connectivity test; (b) the transfer between E. coli at the identified source and the receptor in 
the hindcasting. 

Fig. 4. Measured and modelled S. marcescens concentrations (released at River 
Afan) sampled at the Aberafan transect. 
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including the density effect agreed better with the field measurement at 
the initial tracer arrival stage. Results also show that the effect of wind is 
not important in this study. This could be due to the low wind speed 
during the tests (less than 5 m/s within 10:00, 11 Mar – 13 Mar 2012) 
and should be studied further in future studies. After the arrival stage, 
the models did not reproduce the measured microbe decay, because 
microbe decay models were not included in these simulations. The effect 
of microbe decay rates is discussed in section 3.3. Figure SI-11 shows 
similar observations at other transects. 

The impact of density on the transport of tracers is illustrated in 
Fig. 5. The released microbes travelled along the shore in model SalWind 
but not in models without salinity. The microbes were released in the 

river and were mixed and transported with the fresh water. When the 
density effect was modelled, the fresh and lighter river water and the 
associated microbes tended to float on top of the seawater. The well- 
mixed Bay prevented vertical stratification, but a vertically well-mixed 
and lighter freshwater column was formed near the river outlet. The 
lighter freshwater column had a lower hydrostatic pressure compared to 
the seawater and could not intrude into the seawater, forming a 
freshwater-seawater interface. The freshwater was retained shoreward 
of this interface and travelled along the shore, reaching the Aberafan 
site. Models without density effect did not capture this phenomenon. 
The observed effect of density on contaminant transport is consistent 
with other studies on nearshore coastal waters (Geyer et al., 2004; Bedri 
et al., 2013; Gaeta et al., 2020). This highlights the importance of using 
3D models including the density effect when modelling contaminants in 
coastal areas and could explain the discrepancies between measured and 
predicted results in the absence of such a modelling approach. 

3.3. Effect of microbe decay models 

A comparison of the measured and predicted microbe concentrations 
using different decay models is shown in Fig. 6. While the decay model 
with T90 = 30 hr improved the tracer concentration prediction only at a 
later stage, the biphasic decay models improved the prediction at both 
the initial and later stages. Different microbe species were released at 
the release locations and different decay rates could be associated with 
different microbe species as shown in Figure SI-12. For instance, the 
decay rates for E. cloacae and MS2 coliphage were set to T90,1 = No Decay 
and T90,2 = 30 hr while the decay rates for S. marcescens were T90,1 =

5 hr and T90,2 = 30 hr. Unfortunately, the field data were not sufficient 
to validate the calibrated decay rates. In addition, this study was not 
focused on finding the most accurate decay rates for this case study. 
Improved decay rates could be found by calibrating and validating bi- 
phasic decay using RMSE between the measured and predicted con-
centrations. The use of biphasic decay models improved the prediction 
when the tracers first arrived at the transects. The calibrated tracer 
decay rates in this research (T90 = 0 − 30 hr) were of a similar order of 
magnitude to the tracers in Abu-Bakar et al. (2017) and FIO decay rates 
in Ahmadian et al. (2013). The similarity in decay rates of the tracer 
microbes and FIOs suggests the relevance of this research to FIO con-
centrations in bathing water sites, while further research is needed to 
discover the relationship between the decay rates of the selected tracer 
microbes and FIOs. The results show the potential for biphasic decay 
models to improve microbe concentration prediction, and more sam-
pling points are needed for microbe decay model calibration in future 
source-connectivity field studies and further studies on microbe decay. 

Fig. 5. Transport of S. marcescens (released at River Afan) for models (a) Wind, 
and (b) SalWind. No decay model was applied to the microbe. Brown lines 
illustrate the wet/dry interface (water depth = 0.02 m). Yellow crosses repre-
sent field sampling points. The contour intervals were exponentially scaled. 
(For interpretation of the references to colour in this figure legend, the reader is 
referred to the Web version of this article.) 

Fig. 6. Measured and modelled microbe concentrations with different decay 
rates in SalWind. The microbe species and sampling locations were 
S. marcescens (released at River Afan) sampled at the Aberafan transect. 
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4. Identifying FIO key sources using impulse response function 

Equation [10] was applied between each of the four tracers and the 
Swansea transect (the receptor) to determine wn. Results showed that 
Tawe River was the main source of microbe at the receptor since the 
resulting IRFs from the Tawe River release point were at least 10 times 
higher than other release points as shown in Figure SI-13. Therefore, 
only the Tawe River release point and the corresponding IRF were used 
in the E. coli concentration hindcast. Fig. 7 shows that the hindcasted 
and measured E. coli concentration agreed reasonably given (i) the dif-
ference in seasons (spring versus summer) and (ii) the potential differ-
ence in decay rates of the tracer microbe E. cloacae. and E. coli. Hindcast 
results for other periods within Aug–Sep 2011 were shown in Figure SI- 
14. The IRF-constructed E. coli concentration did not reproduce the 
measured inter-day variation of E. coli concentration, but the same 
inability was reported for other hydro-epidemiological models (Bedri 
et al., 2013, 2014; King et al., 2021). Further research on FIO decay rates 
and the FIO transport, e.g. nearshore FIO dynamics (Ge et al., 2012; 
Medeiros and Hagen, 2013), is necessary to improve the accuracy of 
hydro-epidemiological modelling and microbe prediction. This research 
shows the potential of using the source-receptor connectivity test for 
source apportionment and FIO concentration prediction. 

5. Conclusions 

This research aims to improve hydro-epidemiological modelling to 
better simulate and understand the fate and transport of FIOs in near-
shore coastal waters. This was achieved by the following objectives: (i) 
investigating the key process(es) affecting FIO transport, (ii) improving 
the simulation of microbe (surrogate FIO) decay models, and (iii) 
assessing the effectiveness of connectivity tests in identifying key FIO 
sources with the IRF approach. Numerical tracer microbe studies, which 
include releasing microbes (surrogate FIOs) which do not exist naturally 
in the environment, were conducted for Swansea Bay, UK to enhance 
hydro-epidemiological modelling of FIOs and source apportionment. 
Numerical tracer microbes were released at potential contaminant 
sources and sampled at key receptors. Effects of density and microbe 
decay models on modelling accuracy were studied under controlled 
release of microbe sources. FIO sources for the receptors were also 
identified. To demonstrate the relevance of connectivity study and 
source apportionment, the model results were applied to hindcast FIO 
concentration in the Swansea transect by invoking the IRF in Control 
System theory. It is the first time the IRF approach has been applied for 
FIO modelling in bathing waters. Density was shown important for FIO 
transport despite the vertically well-mixed coastal water. The lighter 
freshwater had a smaller hydrostatic pressure compared to the heavier 
seawater. The freshwater thus could not intrude on the seawater and 
travelled along the shoreline. The tracer microbes were advected with 
the freshwater once they were released. This illustrates the importance 
of using models including the density effect when modelling contami-
nants in coastal areas. Biphasic decay models were also shown to 
improve the agreement between measured and modelled microbe con-
centrations. Nevertheless, the decay rates need calibration because 
microbe decay is a complex process which depends on a myriad of 
factors such as microbe species, temperature, and irradiation. The IRF 
hindcasted FIO concentration agreed with the measured concentration 
reasonably, demonstrating the importance of connectivity tests in water 
quality prediction. The findings of this study, namely enhancing hydro- 
epidemiological modelling and highlighting the effectiveness of con-
nectivity studies in identifying key FIO sources, directly benefit hy-
draulics and water quality modellers, regulatory authorities, water 
resource managers and policy. 
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