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 Abstract 

Combating the increasing effect of climate change and averting future 

energy crisis resulting partly due to our continued dependence on 

conventional energy sources requires exploring aggressively more 

sustainable means of generating and utilising energy. Currently, most 

developed countries are transitioning slowly from a fossil fuel dominated 

energy system to a sustainable and renewable energy based system. 

However, for the results of these transitions to be impactful and reduce the 

global temperature rise to the expected 1.5oC, the approach must be 

wholistic and encompassing. Although there are a lot of ongoing research in 

the areas of renewable energy integration into the grid, however, there 

seems to be a dearth of such studies in some specific aspect of the power 

system application. Consequently, this thesis models and performs several 

analyses on a smart localised energy system with the aim of decarbonising 

some aspects of the future power network. 

 

The study investigated the dynamics of residential power demand in Nigeria 

and modelled the residential energy consumption profile. An excel-based 

algorithm was developed and applied to the developed model. The results 

of the residential energy consumption was based on the appliance energy 

end use methodology. This was used to develop a load profile indicative of 

a typical urban residential energy demand in Nigeria and employed to 

predict the effects of residential loads on the power system. Following the 

frequent use of diesel generators by municipal councils to power street 

lighting, several case studies demonstrating how to optimise street lighting 

energy consumption and improve energy efficiency were carried out using 

simple economic analysis indices such as Life Cycle Cost (LCC), Annualized 

Life Cycle Cost (ALCC), Net Present Cost (NPC), Cost of Energy (COE), and 
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Return on Investment (ROI). The solar photovoltaic (SPV) system had the 

lowest LCC and ALCC, thus making it the most economically viable option. 

 

The response of the power system to Distributed Energy Resources (DERs) 

integration was also investigated. Data from a real low voltage (LV) 

distribution network in Nigeria was obtained and used in modelling the 

network using PSCAD/EMTDC software package. Different impact studies 

considering addition of distributed generation sources and increase in the 

load were performed. Volt-VAr optimisation (VVO) was performed to enable 

the inverter-based PV systems participate actively in voltage regulation by 

the provision of flexible reactive power support. A net total of 1.359 MVAr 

and 1.301 MVAr respectively are utilised from the inverter to regulate 

voltage within the acceptable limits, hence reducing the substation reactive 

power by 19.8% and 18.9% respectively during the controlled case study. 

Also, the total active power loss did reduce from 0.437 MW to 0.172 MW 

while the deviation of consumer voltages from the nominal system voltage 

was reduced by 33.4% during the controlled case studies. Overall, the VVO 

did enhance power quality and reliability by improving the feeder voltage 

profile and reducing the active power losses in the network.  

 

Lastly, to decarbonise some operation of the power system and improve the 

system resilience, DERs integrated black start restoration (BSR) strategy 

was implemented. The formulated BSR problem was implemented as a 

dynamic optimisation problem and the simulation was performed on the 

Nigerian 330 kV 48-bus system. The mixed-integer linear programming 

(MILP) technique was adopted and modelled to suit the nature of the BSR 

method developed. The black start power restoration sequence and the 

development of a viable restoration strategy were actualised. The simulation 

of the MILP model was achieved in MATLAB® using the IBM CPLEXTM solver. 

For the Nigerian 330 kV 48-bus system analysed, it was observed that most 
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loads were optimally restored before the 30th time step for a black start 

operation. Both the experimental and numerical methodology were adopted 

in the validation of energy storage system (ESS) adopted for the proposed 

BSR simulated study. The optimal battery power availability for participating 

in restoration was reached in less than 50 minutes, with ESS optimally 

contributing to power restoration achieving 4.3% & 18.1% for Kaduna and 

Jos respectively. 
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CHAPTER 1  

1.0  INTRODUCTION 

1.1  The Energy System 

Energy remains pivotal to the achievement of the sustainable development 

goals (SDGs). Specifically, access to affordable, reliable, sustainable and 

modern energy for all by 2030 is the core theme of the (SDG 7). In simple 

terms, the provision of energy is the means to an end and energy access 

the world over is the major driver of economic, industrial, technological and 

human growth. Access to sustainable energy has continued to remain one 

of the greatest challenges of the 21st century.    

 

The increasing effect of climate change resulting from carbon dioxide (CO2) 

and other greenhouse gases emissions associated with the use of fossil fuels 

(coal, oil and gas) has prompted the active search for sustainable alternative 

energy sources. In order to reduce the impact of climate on the 

environment, global climate targets have been set and countries are 

expected to significantly reduce their CO2 emissions levels. To accomplish 

this, a gradual but steady transition from a fossil fuel dominated energy 

system to a sustainable and renewable energy-based system has to take 

place. 

 

With the increase in the world population, the world energy consumption 

has continued to increase. The global primary energy consumption shown 

in Fig. 1.1 [1], captures the world consumption in exajoules (EJ) and shares 

of primary energy in percentage. By inspection, it is seen that coal, crude 

oil and natural gas are the three major energy resources with the highest 

consumption level globally. These three energy sources are also the major 
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emitters of CO2, nitrous oxide, methane and other greenhouse gases 

emissions which according to [2] have increased the global temperatures by 

almost 1oC since pre-industrial times.  

 

The effects of climate change have continued to impact negatively on the 

environment and have often resulted in extreme weather events such as; 

flooding, wild fire, storm, heat-waves, droughts, rise in sea-level [3]. Some 

of these events have caused severe damage to the power system resulting 

in blackouts. In some developing countries, non-weather related blackouts 

are becoming a regular occurrence. For instance, in Nigeria, frequent power 

outages appears to be the major reason most people tend to rely on the use 

of generators for their alternative power source. The economic, social, and 

political impact of blackouts events have been succinctly discussed in [4]. 

This thesis aim to address some of the peculiar challenges facing 

the Nigerian Power System by the application of distributed energy 

resources (DERs) to improve the grid resilience. 

 

 

Fig. 1.1. World consumption in EJ and shares of primary energy in percentage 
[1]. 
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Fig. 1.2. Annual CO2 emissions by world region [1, 5]. 

 

The annual CO2 emissions by world region is presented in Fig. 1.2. According 

to [3, 5], the concentrations of CO2 in the atmosphere which is about the 

highest levels in over 800,000 years are over 400 ppm. The global annual 

CO2 emissions have also been estimated to be 36 billion tonnes per year 

with current trend projected to continue. Unfortunately, despite sustained 

global campaign for a sustainable energy future, analysis and future 

projections indicates that the world may likely not meet its agreed target of 

limiting global warming to 2 oC or less. 

  

1.2  COVID-19 Impact on the Energy System 

The world energy system was also impacted by the COVID-19 pandemic in 

2020. According to [6], during the first quarter of the year, there was a 
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3.8% decline in the global energy demand. The energy use and demand 

were significantly altered resulting from government policies and lockdown 

which was implemented in nearly all the countries. Global electricity demand 

reduced by 5% and up to 10% in some regions due to service reductions in 

industries and other major energy demanding sectors [6]. Fig. 1.3 [6] 

highlight the trend in electricity demand fall in some countries. The global 

emission levels were also significantly reduced. As observed by [6], the 

global CO2 emissions levels were expected to fall by 8% which translate to 

about 2.6 gigatonnes (Gt).  

 

 

Fig. 1.3. Electricity demand trend in selected countries during lockdown 0 to 86 

days [6]. 

 

The effect and impact of Covid-19 on the energy system seems to have 

reiterated the need to navigate towards a sustainable energy system. 

Ironically, as most of the other energy sectors were impacted by Covid-19, 

the renewable energy sector seems to have soared across the globe. The 

power mix across most regions was observed to have shifted towards 

renewable resulting from the lockdown measures taken across the globe. As 
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noted by [6], this was primarily due to depressed electricity demand, low 

operating cost and priority access to the grid through regulations. 

 

Statistically, renewables-based generation was observed by [6] to have 

increased by 3% with a resultant share of renewables in electricity supply 

nearing 28% in the first quarter of 2020. This according to [6] was attributed 

to the double-digit percentage increase from wind power and a major boost 

in the solar photovoltaic (PV) output from projects carried out in previous 

years. The electricity mix by region is presented in Fig. 1.4. One major take 

away from the chart is that the electricity supply in most regions under 

lockdown underwent a significant shift towards low carbon energy sources 

during the first quarter of 2020 which further emphasis the need for 

transitioning towards a sustainable energy future [6].  

 

 

Fig. 1.4. Electricity mix by region 2020 [6]. 
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1.3  Towards a Sustainable Energy System 

As the world population continues to increase, the global energy demand is 

also expected to rise and meeting the growing energy demand in a 

sustainable manner has remained one of the greatest challenges of the 21st 

century.  Increasing the energy supply to meet the growing demand is one 

of the four elements of sustainability highlighted by [7]. As observed by [8], 

to achieve a sustainable energy system requires the provision of affordable 

energy to everyone from an energy source that is devoid of high risk. It also 

involves improving the living standards for millions the world over.  

 

The concept of sustainable development as defined by [7], emphasised on 

the importance of the present generation to meet their needs without 

compromising that of the future generation. In order to achieve 

sustainability, [7, 9] observed that the four elements of sustainability with 

respect to the energy system namely: (i) the ability to increase the supply 

of energy to meet growing human needs, (ii) energy efficiency and 

conservation, (iii) public health and safety, and (iv) “protection of the 

biosphere and prevention of more localised form of pollution” must be met. 

Despite the diverse views on what a sustainable energy system should be, 

the environment, economy and society seem to be the tripod on which 

sustainable energy systems sits. 

 

Statistically, research has shown that human activities relating to energy 

production and consumption are the leading cause of greenhouse gas and 

other related emissions [10]. According to World Health Organisation 

(WHO), there is still high reliance on traditional cooking methods which 

involves the use of smoky fuels such as burning biomass (wood, animal 

dung and crop waste) and coal. Such cooking method not only harm the 
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environment, but also causes harm to the users and often times leads to 

premature death resulting from illness associated with air pollution [11].   

 

Achieving a sustainable energy system would imply sustainably changing 

human activities relating to energy production and consumption. This would 

involve increasing the renewable energy shares in electricity production, 

decarbonising transportation through electrification, switching from fossil-

based means of transportation to electric vehicles (EVs), adopting and using 

energy efficient devices and appliances and generally aiming to achieve the 

net zero target in all energy sectors. To achieve this would entail changing 

the dynamics of the future power and energy network. 

 

1.4  Future Energy and Power System 

The power network has been described as one of the most complex systems 

designed and operated. From the series of interconnected generators 

operating synchronously to the transmission and distribution systems 

spanning thousands of miles down to the millions of energy consumers 

spread across the various land mass. The system is continuously operated 

to meet the increasing load demands subject to a set of dynamic security 

constraints. For the traditional power system the current flow is 

unidirectional (Fig. 1.5) [12] and the system operation although complicated 

is carried out by a set of known procedures.  
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Fig. 1.5. Traditional power system with unidirectional electricity flow [12]. 

 

For most traditional or conventional power systems, the power generation 

is achieved using fossil-based plants. These generating stations are usually 

located away from the city centers or large populated areas. The rating of 

these generators varies from a few hundred to thousands of MW. The 

generated power is evacuated through the transmission lines to the various 

sub-transmissions stations where a series of transformation is performed 

before it is further distributed. Different countries operate at different 

transmission and distributions voltage levels and the various networks are 

managed by system operators (SO). 

 

The future power system holds the promise of a sustainable, low emission 

and energy efficient technology, yet with more complications. The non-

synchronous nature of most renewable energy technologies along with the 

complex power electronic interface associated with these technologies adds 

yet another challenges to the complex power system. Besides this, the 
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intermittent nature of most of the renewable energy sources that would 

gradually replace some of the fossil-based power generation technologies 

has stirred on-going debate on the resilience of the future power system. 

 

 

Fig. 1.6. Electricity network with DER integration [12]. 

 

Again, the bidirectional nature of current flow (Fig. 1.6) [12] that would 

result from integration of distributed generation (DG) technologies into the 

distribution network would further increase the level of complexity of the 

power system. Regardless of the aforementioned concerns, the benefits of 

the future power system seem to outweigh these concerns hence the on-

going research in these areas.  

 

1.5  Renewable Energy Sources 

Around the world, with various partial or total renewable energy (RE) 

transitioning timelines set, the level of penetration and integration are 
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expected to increase. For example, reports from [13] [14] indicates that 

many countries were generating more than 20% of their electricity from 

solar and wind hence, making solar photovoltaic and wind clearly their main 

stream options in the power sector. Furthermore, the report observed that 

renewable power cost, when compared to conventional fossil fuel-fired 

power plant was increasingly cost competitive. Specifically, in some 

locations, the energy from wind and solar PV plants were more economical 

than power from fossil fuel-fired plants. By the end of 2022, the total global 

renewable power capacity was about 3,372 GW, growing the stock of 

renewable power by 9.6% (295 GW) [14]. Hydro power accounted for the 

largest share with 1,250 GW. Solar and wind contributed 90% to the share 

of all renewable capacity in 2022. 

 

1.6  Renewable Energy Application in COVID-19 

Renewable energy technology may play a key role in the provision of 

emergency power to critical infrastructures during blackout situations or any 

other disturbance leading to electricity disruption. The health and economic 

crises caused by the outbreak of COVID-19 especially in countries with low 

or no electricity access reiterated the need for critical facilities such as 

hospitals to be considered a priority for energy access. In sub-Saharan 

Africa, according to WHO, one in four health facilities has no access to 

electricity, and only a third of hospitals have reliable electricity access [15]. 

With most of the critical hospital facilities being energy dependent, the role 

of renewable energy not just as an emergency power source but also as a 

reliable, sustainable and environmentally friendly energy source becomes 

more apparent. 
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For instance, in Nigeria, the application of DERs in supporting energy 

resilience in a localised region was demonstrated in Mokoloki, a community 

in Ogun state. The Nigeria’s first under-grid mini-grid pilot project lunched 

in February 2020, has the capacity to provide constant electricity to power 

the health clinic in Mokoloki community thereby keeping medicines stored 

in the clinic’s refrigerators safe [16]. The resilience of the mini-grid project 

especially during the very difficult times and uncertainties resulting from the 

global COVID-19 pandemic laid credence to the credibility and viability of 

DERs in providing smart solutions to local energy system which can enhance 

a sustainable future. Besides enhancing the services of the local healthcare 

delivery, other business opportunities are equally created which in turn 

trigger development and sustained economic growth. The integration of 

DERs into the Nigerian Power System, which is one of the objectives 

of this thesis would further enhance the resilience of the grid while 

also providing electricity access to more communities.    

 

1.7  Distributed Energy Resources and Coordination in the 

Future Power Network 

DERs are either renewable or non-renewable technologies [17]. It is defined 

by [17] as “electricity-producing resources or controllable loads that are 

connected to a local distribution system or connected to a host facility within 

the local distribution system”. These technologies when connected either as 

a single unit or in combination with other units to the electricity grid or as a 

standalone system constitute a Distributed Generation (DG). 

 

DG is defined by [18] as “relatively small-scale generators that produce 

several kilowatts (kW) to tens of megawatts (MW) of power and are 

generally connected to the grid at the distribution or substation levels”. The 
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deployment of DG has continued to increase, and indications are that the 

trend is likely to continue. Without doubts, the increased penetration of DG 

is bound to pose significant challenges in the traditional system operation 

[19]. With DG, the traditional unidirectional flow of electricity would change 

to bidirectional which most grids were not designed for, hence the need for 

resource coordination.   

 

The future electricity network would incorporate large penetration of DERs 

and the management and coordination of these diverse energy sources 

would be crucial to maintaining the power system resilience. As depicted in 

Fig. 1.6, the integration of DERs across the various levels of the power 

system will ultimately change the traditional dynamics of the power system. 

The variable nature of most RES suggests the need for storage and the 

energy transformation from either the storage device or the RES also 

requires a power electronic interface. Besides this, the traditional 

distribution grid operates as a passive system and would have to transition 

to an active system. To achieve this, the distribution network must be 

subjected to advanced control, monitoring and management. Some of the 

advanced coordination strategies would be discussed in detail in the 

subsequent chapters.  

1.8  Thesis Objectives 

This thesis aims to model a smart localised energy system and assess the 

response of the future power network to DERs integration into the Nigerian 

Grid. The study also seeks to address the resilience of the Nigerian Power 

System through DERs application in power system black start restoration 

(BSR). To achieve this broad research objective, the following specific 

research objectives were set: 
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➢ To evaluate the dynamic changes in residential power demand and 
estimate the potential for demand response from residential loads in 
Nigeria. 

➢ To evaluate the economic viability of generator-powered street lighting 
system in Nigeria using established metrics.  

➢ To model a real urban Nigerian distribution network and identify the 
localised challenges of DERs uptake. 

➢ To perform a Volt-VAr optimisation (VVO) of the real urban Nigerian 
distribution network to enable the inverter-based PV systems 
participate actively in voltage regulation. 

➢ To mathematically formulate the proposed black start restoration 
method as a dynamic optimisation problem. 

➢ To develop a black start restoration strategy and implementation 
framework for application in power system restoration. 

➢ To model the Nigerian 330 kV 48-bus system and investigates the 
challenges resulting from the use of DERs as black start units.  

➢ To experimentally validate the characteristics of the Energy storage 
systems (ESS) adopted for the proposed BSR simulated study.  

 

1.9  Thesis Structure and Summary of Chapter 

Contributions 

Chapter 2: The relevant literatures have been reviewed in this chapter 

starting with an overview of the dynamics of energy efficiency, energy 

economics, emissions and financial considerations for sustainable energy 

systems design. The municipal lighting system and the carbon footprints 

associated with diesel generator powered systems was assessed. In 

addition, the dynamic changes in residential power demand and its potential 

application in demand response was discussed. The performance of the 

distribution network when DERs are connected and its impact on the voltage 

and harmonic profile was examined. The use of DERs as black starts 

services, the application of DERs to improve power system resilience and in 

the development of an effective restoration strategy was assessed. Lastly, 
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research gaps were identified and would be addressed in subsequent 

chapters. 

 

Chapter 3: The impact of the residential sector energy usage on the 

electricity distribution system is investigated and the need for energy 

efficiency measures along with the background of demand response 

discussed. Several case studies demonstrating how to optimise energy 

consumption and improve energy efficiency were carried out. A techno-

economic analysis of energy cost of municipal street lighting system using 

metrics such as LCC, ALCC, NPC, COE, and ROI were performed. 

  

The first two objectives were met in this chapter resulting in the 

development of an excel-based algorithm used to estimate the urban 

residential energy use of different residential types in Nigeria in the absence 

of smart meters or historical data. A load profile indicative of a typical urban 

residential energy demand was developed and adopted in predicting the 

effects of residential loads on the power system using the predicted results 

based on the appliance energy end use methodology. 

 

Chapter 4: The performance of a low voltage (LV) distribution network with 

and without the integration of DERs is presented in this chapter. Several 

case studies involving both fixed and variable load profiles were carried out. 

The impact of DERs integration on the voltage profile of a typical LV 

distribution network in Nigeria was examined under different scenarios. 

Also, following the integration of PV systems in the network, Volt-VAr 

optimization was performed to enable the inverter-based PV systems 

participate actively in voltage regulation by the provision of flexible reactive 

power support. 
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Objectives 3 and 4 were addressed in this chapter. A model of a real LV 

distribution system in Nigeria consisting of a 60 MVA 3-phase 33 kV ideal 

voltage source, connected to a 15 MVA, 33/11 kV YY0 transformers, and 

seven 11 kV outgoing feeder’s substation was developed and dynamic 

analysis conducted with the integration of DERs. A VVO was also performed 

to enable the inverter-based PV systems participate actively in voltage 

regulation by the provision of flexible reactive power support. 

 

Chapter 5: Resulting from the frequent power outages in Nigeria and the 

need for a reliable restoration pathway, the mathematical formulation of a 

BSR problem is presented in this chapter. The formulated BSR problem was 

done as a dynamic optimisation problem to enable the effective coordination 

of the dispatching actions of the DERs along with the switching actions of 

remote controllable switches (RCSs) over multiple decisions time steps. The 

mixed-integer linear programming (MILP) technique was adopted and 

modelled to suit the nature of the BSR method developed. The black start 

power restoration sequence and the development of a viable restoration 

strategy were actualised.  

 

Objectives 5 and 6 were actualised in this chapter. The BSR problem was 

mathematically formulated as a dynamic optimisation problem and the 

power flow model of the matrix equation for CPLEX was formulated in 

MATLAB and used for the BSR simulation. A structured restoration sequence 

capable of improving the resilience of the power grid was equally developed.  

 

Chapter 6: In chapter 6, the Nigerian 48 bus system was modelled and 

used as a case study to assess the performance of the developed BSR 

method. The simulated test system and the analysis resulting from the 

loading of a real network is presented. 
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The seventh objective was achieved in this chapter. To assess the 

performance of proposed BSR method, the Nigerian 48-bus system was 

modelled in NEPLAN and used as the simulated test system. A sectional 

model of the 330 kV 48-bus system indicative of the various regions were 

further modelled and used to perform various simulated load restoration 

analysis. The effect of cold load pickup on the system restoration as well as 

voltage and frequency responses to the loading during restoration were 

monitored in the different regions and noted to be satisfactory. 

 

Chapter 7: In Chapter 7, the experimental validation of energy storage 

system adopted for the proposed BSR simulated study carried out is 

discussed. The description of both the experimental and numerical 

methodology is presented alongside a detailed analysis of different 

scenarios.  

 

The last objective was satisfied in this chapter. The contributions of both PV 

and ESS to system restoration were quite significant and did optimally 

contribute to improving the settling values of the restoration zones. The 

system restoration time was improved with the contribution of the battery 

ESS. 

 

Chapter 8: The summary of the key findings and conclusions of the 

research is presented in chapter 8. Also, this chapter includes the research 

contributions and future research directions. 

 

The flowchart showing the interconnectivity of the various chapters is 

presented in Fig. 1.7. 
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Fig. 1.7. Flowchart showing the interconnectivity of the various chapters. 
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CHAPTER 2  

2.0  LITERATURE REVIEW 

2.1  Energy Use Optimisation and Future Scenario 

Prediction 

Renewable energy generation and its usage will continue to play a significant 

role in achieving a sustainable energy future. The global energy 

consumption has been projected to increase by 38.6% by the year 2030 

[20]. This kind of predictions emphasises the need for robust energy 

efficiency programmes and policies at all levels. In response to the global 

environmental concerns and the quest to attain a minimum level of CO2 and 

other related emissions, the energy production and consumption chains 

across different sectors must utilize sustainable and energy efficient 

approach and technologies in their operations.   

 

Different countries in attempting to intervene and save the environment 

have adopted certain legislations all aimed at ensuring the attainment of an 

eco-friendly energy system. On a global scale, the energy consumption 

profiles of various sectors have been examined to critically assess either 

their energy consumption or contribution to greenhouse gas emissions. 

Lighting is noted by the International Energy Agency (IEA) to be responsible 

for about 19% of global electricity use and around 6% of global greenhouse 

gas emissions [21]. Furthermore, it was observed by [20, 22, 23] that public 

lighting constitutes a non-negligible source of CO2 emission and accounts 

for about 12% of electricity consumption according to the Italian research 

institute on energy consumption for lighting in public sector. The percentage 

energy consumption of public lighting has highlighted the fact that lighting 



19 
 

has the tendency to alter the energy and economic balance of major cities 

[22].  

 

Besides public lighting, recent statistics have indicated that residential 

energy use intensity has continued to increase across the globe. For 

instance, in Europe, [24] reported that the percentage residential energy 

use in France, Germany, Spain and the UK was 25%, 25%, 19% and 26% 

respectively. In Nigeria, Bangladesh, Brazil, Indonesia and South Africa, the 

energy consumption by residential sector is noted to be 77.9%, 51.0%, 

10.6%, 37.0% and 23.2% respectively while in the US, 55% of energy used 

in buildings is attributed to households [25-27]. With such high level of 

energy consumption in residential sectors especially in Nigeria, presents the 

need for introducing energy efficiency measures. 

 

Increasing energy demands in all sectors has driven new and innovative 

solutions to tackle the emerging energy challenges. These solutions which 

are multi-pronged are geared towards not only ensuring energy 

sustainability but also mitigating the climate change and related 

environmental challenges. As opined by [28], in the development and 

operation of any energy system, the environmental concerns, markets, 

users and other factors besides technology are some of the key areas for 

considerations. According to [29-32], tackling the issue of energy efficiency 

requires a conscious effort of developing renewable energy sources and 

building energy efficient infrastructures while also impressing on efficient 

energy use. 

 

Energy efficiency implies the use of technology which is not energy intensive 

to carry out a similar task [33]. Such energy efficient measures have been 

described by The International Energy Agency [34] as not just being cost 
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effective, but also an effective approach to improve energy security and 

access especially to areas with vulnerable population. According to the IEA 

2018 reports [35], energy efficiency improvements in all sectors of energy 

use have yielded significant results globally. The report observed the 

remarkable energy savings achieved as a result of energy efficient 

appliances use. This would enhance the achievement of the sustainable 

development goals if this is adopted and implemented as an action plan by 

policy makers and administrators. This is particularly important for most 

developing countries where energy access rate is still a recurring challenge. 

  

2.2  Residential Energy Use 

The residential sector has been described by [36] as the sector which 

consumes secondary energy and is majorly an undefined energy sink 

because of the following reasons: 

 

• The sector encircles several types of structure sizes, geometries, and 

thermal envelope materials. 

• The behaviour of the occupants is completely different and has a 

potential of impacting energy consumption up to 100% for a given 

residence [37]. 

• Privacy concerns hinder to a great extent individual’s household 

energy data collection. 

• Detailed sub-metering of residence end-uses has restrictive cost. 

 

Despite the prevalence of energy use in the residential sector as noted in 

[38, 39], many energy users are either unaware or take for granted the 

energy efficiency procedures which has the potential to reduce energy bills, 

improve quality of life and help promote a sustainable environment. For 
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example, in most developing countries where electricity access rate is low, 

[40] asserts that energy efficiency awareness programmes is one good way 

to educate and encourage energy users to adopt energy efficient behaviour. 

 

The urban areas, with about 67% of the global energy consumption has 

been identified as the energy consumption hub [41], having nearly a half of 

the world’s population residing in these areas [42]. Interestingly, according 

to [25], a 73% increase in energy consumption has been projected by 2030. 

In some developed countries like UK, USA, Canada and China, the 

government takes the responsibility of publishing the initial residential 

sector energy consumption predictions indicating the gross energy values 

as declared by the various energy service providers [43-46]. No doubts 

these estimates may not be error free as argued in [36] due to unreported 

energy or on-site generation which may not have been duly accounted for. 

However, making available such information gives an insight into the 

sectoral energy consumption. Regrettably, having similar energy 

consumption information in some developing countries may prove to be a 

challenge. Filling this knowledge gap in energy consumption in 

Nigeria is one of the objectives of this study.  

 

2.3  Review of Building Energy Modeling Approach 

In a review of the various modelling techniques, [36] describes energy 

consumption modelling as that which try to quantify energy requirements 

as a function of input parameters. Whereas modelling is carried out for 

various reasons, the authors noted that the two most common reasons 

were; macro-scale: - involving the national or regional energy supply 

determination and the micro-scale: - which involves the changes in specific 

residential energy consumption resulting from technological upgrade. 
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Regardless of the reasons for modelling, the authors concluded that the 

modeling outcome could be a useful tool that is capable of influencing 

residential housing policies. In a related study, [47] performed a review on 

the prediction of building energy consumption. The authors reviewed newly 

developed models for tackling building energy consumption predictions 

which they admitted was complex and difficult to accurately predict. Some 

of the models reviewed in [47] are the elaborate and simplified engineering 

methods, the statistical methods and the artificial intelligence methods.  

 

Using the statistical method, the modelling of household occupant behaviour 

to simulate residential energy consumption was performed by [48]. The 

main aim was to show the interaction of occupants with the main residential 

energy consuming loads throughout the day. The developed occupant’s 

model together with the residential load models are utilised to create a high-

resolution energy consumption profile. The top-down and bottom-up 

approaches for building energy modelling was described by [36, 49]. In the 

top-down approach, the building consumption prediction is obtained at the 

regional or district level with no consideration to the differences at the 

individual user end. This approach has been widely used to estimate urban 

energy consumption due to its simplicity. Some of the works adopting this 

method are well documented in [50-53]. The various authors used an 

econometric regression model with the application of socio-economic 

variables to estimate household energy consumption. On the contrary, the 

bottom-up approach focuses on modeling of individual end-use energy 

consumption within the building which can be summed up and extrapolated 

to obtain the regional estimates [36, 49]. Further classification of the 

bottom-up method into two categories namely: the statistical method and 

the physics-based method were described by [36]. Whereas the former 

method is similar to the top-down approach, the latter is not. The latter 
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neither requires historical data nor socio-economic factors but relies on the 

physical characteristic of the subject to simulate the building energy usage. 

Many literatures have documented in details studies carried out using these 

models [54-56]. 

 

Residential energy consumption modelling using energy measurements data 

from smart meters, electricity utility bills, organized national or regional 

survey information, questionnaires, and other such related tools or a 

combination of tools have been well researched and reported [57-62]. 

However, very few literatures exist on energy consumption prediction in 

areas where most of the aforementioned tools are either lacking or scarcely 

available. For example, while [63] used household survey alongside both 

online sales data of electrical appliances and household-reported energy 

expenditure to estimate household electricity consumption in Nigeria, [64] 

assessed the energy usage and intensity of buildings as-built and when 

retrofitted with green features using measured data from an analogue 

meter.  

 

What other tools can be deployed and how are energy consumption 

predictions done in countries like Nigeria with estimated billing systems and 

55% of electricity consumers without metering devices [65]? One of the 

methods to address some of these issues is the focus of this 

research.  

 

2.4  Energy Use in Public Lighting 

The global impact of lighting in general and public lighting in particular and 

its contribution to emissions have been highlighted in [20-23]. Resulting 

from such studies, new methods and lighting schemes aimed at reducing 
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energy cost while achieving high-quality design with minimal maintenance 

are continuously being explored [66]. The outcome of such effort leading to 

the improved energy savings and efficiency was acknowledged in the IEA 

2018 reports [35]. The adoption and sustenance of such action plan would 

no doubts enhance the achievement of the sustainable development goals. 

 

The energy and economic balance of many cities can be largely impacted by 

the energy consumption of streetlights as observed by [22]. In view of this, 

many municipal authorities have taken proactive measures such as 

switching to more energy efficient and sustainable lighting options with 

dimmer control technologies. However, in some developing countries, very 

little or no attention is paid to some of these energy efficient measures which 

can as well impact on the energy access rate which has remained a recurrent 

challenge.  

 

Nigeria for instance is one of such developing countries with huge renewable 

energy potentials [67] but with poor electricity access rate. The gap between 

power generation and demand continues to widen resulting from an 

increasing population. Due to the non-availability of a reliable electricity 

supply, many households and institutions have resorted to dependence on 

self-generated power.  According to a study by [68], most household own 

and operate a petrol or diesel generator and statistically, Nigeria is the 

world’s highest importer of generator [69]. As reported in [70], some 

municipal streetlights are powered using standby generators. Although this 

approach seems to be a pragmatic response to the challenges of providing 

good illumination at night, [70] observed that this is done with a significant 

environmental and huge financial cost because of the diseconomies of scale 

in electricity generation. 
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With such high numbers of petrol or diesel operated generators by both 

individual and public institutions in Nigeria, the environmental and public 

health hazards are significant. Regrettably, such hazards are under reported 

as in the cases noted in [71-73]. Considering the importance of energy 

efficiency and the need to mitigate both the environmental hazards and risk 

associated with some of the unsustainable energy use highlighted in the 

literature, the need for a sustainable and energy efficient options for 

powering public lighting becomes imperative. Also, since lighting is one of 

the basic end-uses of electricity, its carbon footprint is expectedly 

significant. Understanding the energy cost dynamics and estimating 

the carbon footprint of cities resulting from the use of several stand-

alone diesel generator is one of the objectives of this thesis.  

 

2.5  Review of Lighting Carbon Footprint of Related 

Studies 

To understand the diverse approach that may be employed in estimating 

the carbon footprints of different socio-economic activities such as; lighting 

systems, airport carbon emissions, transportation, household land use or 

students’ behavior, [74-79] examined several case studies. For instance, 

using the Bologna International Airport (Italy) as a case study, [74] 

employed the transport carbon footprint methodology to examine airport 

carbon emissions. To achieve this, the total airport emissions namely;- 

landside emissions and airport airside emissions was separated into two 

units. Furthermore, the various components of the two units were 

disaggregated to cover several activities in and around the airport and the 

unit carbon footprint was estimated based on these activities. In a transport 

related study, the carbon footprint resulting from household use of public 

transport in Kolkata City of India was estimated by [75]. Using a sampling 
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survey of 500 households across different income classes, the data on the 

means of transport of the households alongside other variables that may 

affect choice of means of transportation was obtained. The carbon footprint 

was estimated based on the data obtained.  

 

Similarly, [76] adopted diverse analytical models in conjunction with several 

conversion factors to estimate the carbon footprints of students in a 

University in China. The data on students’ behavior vis-à-vis energy 

consumption activities were obtained using a survey. The survey which was 

grouped into three major categories covered daily activities of students for 

example daily life, academics life, transportation, and 17 other different 

subcategories. The carbon footprints of the students with respect to each 

activity, and the carbon footprints of all the students were estimated. Using 

a life-cycle approach the effect of urban heat island on outdoor lighting 

systems was examined by [79]. This method enables researchers to assess 

the environmental impact of goods/services by quantifying the use of 

resources (e.g. energy, water) in the production of the goods/services and 

the emissions arising from the use of the goods/services throughout the 

lifecycle of the goods/services. 

  

2.6  Future Power Network 

The gradual and subtle integration of more renewable energy resources into 

the power generation mix has redefined the future of the power generation 

and distribution networks. Most existing power system structures were 

designed for the traditional unidirectional flow of electricity, i.e. from the 

bulk power generation to the end users [12].  
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In the conventional or traditional structure, most bulk power generation 

stations are situated far from city centers with generation capacities ranging 

from hundreds to thousands of MW. The generated power is transformed 

and transmitted through the transmission lines which are usually overhead 

conductors operating at very high voltage levels. In Nigeria, power 

generation is managed by the Generation Companies (GenCos). This sector 

currently has about 26 grid-connected generating plants in operation with a 

total installed capacity of 12,946.4 MW and generation capacity of 8,243.5 

MW. Out of this number, hydropower from three major plants accounts for 

1,938.4 MW of the total installed capacity with 1,355 MW as available 

capacity which forms about 21 % of the total generating capacity. The 

thermal based installed capacity is about 11,008 MW with available capacity 

of 6,888.5 MW [13, 80]. 

 

The transmission company of Nigeria (TCN) which comprised of two 

departments, System Operator and Market Operator is responsible for the 

management of the radial transmission network which consists of 5,523.8 

km of 330 kV and 6,801.49 km of 132 kV lines connecting 32 substations of 

330 kV and 105 substations of 132 kV substations [13, 80]. The main duties 

of the transmission companies are the management of electricity 

transmission assets, system operation and electricity trading. From the 

Nigerian Electricity Regulatory Commission (NERC), Nigeria’s transmission 

network consists of high voltage substations with a total (theoretical) 

transmission wheeling capacity of 7,500 MW. Currently, transmission 

wheeling capacity (5,300 MW) is higher than average operational generation 

capacity of 3,879 MW but it is far below the total installed generation 

capacity of 12,946.4 MW. The Nigerian transmission voltage levels are 330 

kV for the grid transmission; 132 kV for the sub-transmission lines, while 
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the 33 kV, 11 kV and lower voltages constitute the distribution networks 

[13, 80].  

 

The power distribution network provides the main interface between the 

transmission networks and delivers electricity to the industrial, commercial 

and residential end customers. The distribution network comprises of 33 kV, 

11 kV and low voltage circuits (230 V).  Power utilisation at this level brings 

the power supply chain to a full cycle. In Nigeria, this sector is being 

managed by the Distribution Companies (DisCos) and seems to be the worst 

affected part of the power system as a result of the numerous challenges it 

encounters daily. Some of these challenges includes transformer 

overloading, dilapidated feeder pillars in transformer substations, lack of or 

the use of inappropriate protective equipment, electricity theft, phase over 

loading, poor billing system, frequent outages, low voltage profile due to 

losses in the Transmission and Distribution (T&D) lines, broken poles & cross 

arms and other forms of vandalism.  

 

In Nigeria, most power outages and interruptions occur at the distribution 

level and in most cases without any prior notification to the consumers. Also, 

because most consumers either have outdated metering systems or do not 

have metering devices at all, there appear to be no energy management at 

the distribution level, no reliable real-time data indicating the state of the 

distribution system, and lacks a properly automated and coordinated 

controls to take immediate and decisive action against failure events. As 

observed by [81], such action exposes the distribution transformer to 

frequent breakdown resulting from lack of information to indicate the 

loading and current status of the transformers and associated feeders at the 

sub-station.  
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The quest for a more sustainable means of power generation and 

consumption resulting from global environmental concerns has and would 

continue to impact on the future power network. The existing power 

structures of most countries were not designed to meet the needs of 

increased deployment of DERs. However, with the gradual energy 

transitioning, the future power network must be designed to accommodate 

and enhance the integration of DERs. 

 

2.7  Renewable Energy Technologies Application 

The future power systems would be predominately driven by DERs 

technologies. Around the world, there is sustained outcry as a result of the 

biting effects of climate change which has resulted in many extreme weather 

events. Besides this, another compelling influencing factor that has 

necessitated the widespread promotion and adoption of renewable energy 

technologies is the market liberalisation and energy dependency. The global 

level of renewable energy (RE) penetration has continued to increase [82] 

and with the various energy transition timelines set, the trend is likely to 

increase exponentially. The current level of renewable energy penetration 

and the capacity was discussed in detail in chapter 1. 

 

2.8  Renewable Energy Technology in Nigeria 

Nigeria is one of the countries that are significantly endowed with renewable 

energy resource (RES) potentials. However, the country’s current energy 

mix (Fig. 2.1) is mainly comprised of thermal and hydro power sources. The 

Energy Commission of Nigeria (ECN), in the second draft of the Renewable 

Energy Master Plan (REMP) had proposed to increase the supply of 
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renewable electricity from 13% of total electricity generation in 2015 to 23% 

and 36% by 2025 and 2030 respectively [83]. 

 

 

Fig. 2.1. Nigeria’s primary energy mix [13] [83]. 

 

 

Table 2.1. Nigeria’s renewable energy potential as contained in the REMP 

[83]. 

Resource Potential Current Utilisation and further 

remarks 

Large Hydropower 11,250MW 1,900MW exploited 

Small Hydropower 3,500MW 64.2MW exploited 

Solar 4.0kWh/m2/day – 6.5 

kWh/m2/day 

15MW dispersed solar PV installations 

(estimated) 

Wind 2-4m/s@10m height 

mainland 

Electronic wind information system 

(WIS) available 

Biomass (non-fossil 

organic matter 

Municipal waste 

 

18.5 million tonnes produced in 2005 

and now estimated at 0.5kg/capita/day 

Fuel wood 

 

43.4 million tonnes/yr. fuel wood 

consumption 

Animal waste 245 million assorted animals in 2001 
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Agricultural residues 91.4 million tonnes/yr. produced 

Energy crops 28.2 million hectares of arable land; 

8.5% cultivated 

 

Like most other sectors in Nigeria, the policy makers have crafted a well-

structured REMP and other related policies which aim at transitioning the 

nation’s energy sector by the integration of more renewable energy into the 

countries’ energy mix and implementation of energy efficient and 

environmentally friendly technologies. However, previous experience has 

shown that most times, the transition periods are never met.  

 

2.9  Electric Vehicle and Electric Vehicle Charging  

Electric vehicles (EV) although first developed in 1914 [84], are in recent 

times becoming a major talking point both in the automobile and power 

industry. This so because of the rising concerns of emissions and other 

environmental concerns associated with fossil fuel powered vehicles. The 

transportation sector accounts for 25% and 20% of the global greenhouse 

gas emissions and global primary energy consumption, respectively [85, 

86]. Besides this, the decarbonisation of the transport sector through 

electrification and the role of EV in the demand side management of the 

electricity systems have evoked renewed global interest.  The improvements 

in battery technology along with the advances in the EV charging 

technologies had greatly influenced the widespread global embrace and 

purchase of EVs. For instance, in 2021, more than 16.5 million EVs were on 

the road, tripling the 2019 figure [82, 87]. Also, as depicted in Fig. 2.2, the 

global electric car stock has steadily been on the increase and this trend is 

likely to accelerate over the next couple of years as a result of approaching 

2030 and 2035 deadline on ban of new petrol and diesel cars in some 

countries. 
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Fig. 2.2. Global electric car stock 2010-2022 [86]. 

 

Besides the environmental concerns, the economic opportunities and 

enticing revenue streams offered by EVs are another driver for the EV 

market. Depending on its usage, EVs can operate in the following 

capacities;- a supplier of electricity to the grid, an energy storage device or 

a load to the grid. From the perspective of the electricity networks, [12, 88] 

EVs can be further seen as: 

 

• Energy storage systems – the battery packs of idle or stationary EVs 

can be leveraged to send power back to the grid during periods of high 

demand while also recharging during periods of low demand. The 

vehicle to grid (V2G) application of EVs has the potential to buffer the 

uneven effects likely to result from RE penetration by providing 

voltage and frequency support, thus enhancing the grid stability. 

• Controllable loads – as a flexible or controllable load, EVs charging 

offers the opportunity to provide balance to the power system. The 
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charging schedule of the EVs can be managed in accordance with the 

market players or system operators’ needs. Fig. 2.3 [89] illustrates 

how managed EV charging can be used to meet the grid needs. 

• Dumb loads – Just like most other residential, commercial or industrial 

electrical loads, EVs can be charged without any form of load control. 

 

 

Fig. 2.3. Opportunity of EV smart charging to meet grid needs [89]. 

 

With the evolution of the various DERs and their subsequent integration into 

the grid, there is a growing concern that the power system may be put under 

pressure. As noted previously, the traditional grids comprised mostly of 

coal-fired power plant and combined-cycle gas-turbine which were designed 

to continuously operate with very little or no flexibility. The emerging RES 

are mostly variable in nature with little dispatchability. The management of 

the electricity grid involves load forecasting and dispatching of generation 

to meet the required demand. These demands are met either by using one 

or a combination of the following: 

 

• Using storage to discharge at peak demand. 

• Adopting demand side response strategy. 
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With more EVs and their charging infrastructures introduced into the power 

system, the future grid is likely to benefit during periods of peak demand by 

the application of V2G by managing charging to shift the load. As illustrated 

in Fig. 2.3, a systematic load management can be planned based on the 

power system load profile to reduce or balance the peak requirement. 

Achieving this would require the careful coordination of the power system. 

  

2.10  Distributed Energy Resources Management 

With the integration of DERs into the power network, the management and 

control of the energy flow would require advanced communication 

capabilities. To achieve this, the distribution networks must be subjected to 

advanced control, monitoring and management. As observed by [90], one 

of the benefits of active distribution network management is the opportunity 

to maximise the existing network infrastructures while still taking full 

advantage of the various DERs in a coordinated manner. According to [91], 

DER management systems (DERMS) as an emerging control solution, has 

the potential to increase the grid reliability, flexibility and hosting capacity 

[92].  

 

Different management strategies have been proposed and a clear 

demonstration of the application of DERMS in the coordination of DERs 

across various levels of the electric system was carried out in [92]. The 

Advanced Distribution Management Systems (ADMS) is described by [93] 

as the control unit of the distribution network which supports network 

operating decisions. According to [94], the role of the DERMS is to monitor 

and manage DERs to address the grid constraints determined by the ADMS. 

This fits within the framework of an ADMS software platform since the ADMS 

enhances the performance of the distribution grid [94, 95]. 
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2.11  Review of Distribution Networks with DERs 

Integration  

The high penetration of DERs proliferation at different levels in the 

distribution networks would require continuous research to examine the 

performance of the systems.  

 

The integration of EVs in a microgrid with DGs was investigated in [96]. With 

different levels of penetration assumed, the voltage profiles over a 24-hour 

period was evaluated for both the winter and summer seasons. The results 

indicated that the voltage drops were less significant for the dual-tariff EV 

charging regime with increased levels of DG penetration. Using the Great 

Britain (GB) power distribution network, [97, 98] carried out different but 

related studies. While [97] investigated the impact of EV on the distribution 

network, [98] performed a similar analysis but with EVs and other storage 

systems. Reference [99] investigated the impact of optimised DERs on local 

grid constraints. The studies having considered various simulated scenarios 

of optimised DERs concluded that their adopted method was capable of 

benefiting communities looking to optimise investment decisions in low 

carbon technologies. 

 

A systematic valuation process was proposed and adopted by [100] to 

quantify the value of DERs in active distribution network (ADNs). The aim 

of the proposed valuation scheme was to monetise the DERs contributions 

to ADN and the society in both short and long term horizon presenting a 

methodology for comparing and priortising a range of DERs portfolios. The 

deployment of transactive energy (TE) in the future distribution networks 

was proposed by [101]. They argued that transactive energy would not only 

increase the convenience for consumers but would also improve the system 

reliability index. 
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The role of EVs in the future distribution networks has been succinctly 

described in [102, 103]. Besides its considerable sustainability benefits, EVs 

has the potential to assist in emissions reduction, promote the global shift 

toward cleaner growth, provide grid services, encourage the use of home 

storage, and support the 'future of electric mobility'. The role of EVs in 

unlocking distribution network flexibility by the provision of demand 

response services has been investigated by [104-106]. Resulting from the 

reviewed studies, it is obvious that DERs as an emerging technology would 

sustainably enhance future grid applications, hence DERs consideration 

in the provision of black start service which is one of the objectives 

of this research. 

 

2.12  Black Start Application in Distribution Network Using 

DERs 

Power systems are complex infrastructures designed with the aim to 

withstand system disturbances. However, during extreme weather events 

such as hurricanes, super storms, wildfire or severe flooding, the robustness 

of the power system designed to meet “N-1 or N-2” criteria is usually 

threatened, often resulting in a partial or total system collapse. A blackout 

usually occurs when there is a partial or complete loss of power in the 

electricity grid. The process of grid reenergization by the provision of power 

to a power system unit to enhance the grid restoration process is called 

black start [107]. 

 

Although blackouts events do not occur frequently [108], yet the rapidly 

and constantly changing extreme weather events driven by climate change 

has resulted in frequent weather-related outages [109]. The economic, and 

social impacts of such occurrence are significant and hence require an 
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efficient restoration scheme alongside a decision support system [4]. For 

instance, according to [110], the annual inflation adjusted cost of weather-

related outages is estimated to be between $25 billion and $70 billion. 

 

Besides weather-related outages, a more recent threat capable of causing 

and inflicting great harm to the power system is the cyber-physical and 

terrorism related attacks [111, 112]. With the increase in terrorism related 

activities and cyber hacking, recent advances and digitalization of the power 

system aimed at enhancing a bidirectional flow of communication between 

power consumers and power providers has further exposed the system to 

certain cyber risks.  

 

Regrettably, since the occurrence of extreme weather events cannot be out 

rightly avoided, reinforcing the power system to improve its resilience to 

such events becomes the only credible alternative. Reducing the power 

outage time to the barest minimum by deploying advanced restoration tools 

such as System Restoration Navigator (SRN) developed by [113] and 

Optimal Black start Capability deployed by [114] are some of the unique 

approaches so far adopted to enhance the system resilience. 

 

Besides weather-related outages, other scheduled and unscheduled events 

such as;- (system maintenance, new installations, equipment failure, fallen 

trees, aging infrastructures) are also some of the other causes of power 

outages [115]. Regardless of the causes, when there is a power outage, 

both the transmission and distribution systems are de-energised 

culminating to a loss of supply at the consumer end. For scheduled events, 

the outage period may only last hours. However, for unscheduled events, 

this may last days, weeks or even months depending on the severity of the 

event and the extent of damage caused. 
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2.13  Review of Blackout Events in the World 

In addition to the existing body of knowledge in this area, this section aims 

to provide recent update on blackout events around the world with particular 

emphasis on the events with the most significant impacts. 

 

Several studies [116-120] have examined and reviewed most of the major 

blackout events around the world. These studies are quite useful in 

understanding the trends, the causes (technical and non-technical), the 

economic and social impact, the outage duration, the restoration approach 

and the possible ways to ameliorate the associated impacts. For example, 

using information from previous blackout events in the world, [116] 

statistically analysed the characteristics and main causes of power system 

failures and the effect on the power system. Atmospheric phenomena, 

technical, human factor and lack of data were identified as the leading main 

causes of failures in power systems. 

 

Using publicly available data on different blackout events around the world 

for a period spanning from 1965 to 2015, [117] studied the blackout trends 

and developed a dataset. Using information from the dataset, a formula was 

applied to determine the largest blackout event by comparing the total 

number of people affected and the restoration time. Based on trend outlined 

in the study, future improvements on the power system could be achieved. 

Similarly, [118] carried out a review of the power system blackout and 

highlighted on the impact and lessons learnt from major blackout events. 

  

The analysis and classification of major blackout events between 2003 and 

2015 was conducted by [119]. Within this 13-year period, 14 major blackout 

incidents occurred. Using five significant indices namely: affected number 

of people, total load lost (MW), outage duration, affected population 
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(percentage), and severity (in system-minutes) the classification was done. 

From this analysis, it was found that, the 2012 Indian, 2006 Pakistanian and 

2015 Turkish blackout events affected the largest number of people. The 

2003 blackout event in North America was noted to be the event with the 

longest outage duration and largest amount of load lost followed by Indian 

and Turkish blackout event. The 2003 London blackout event had the least 

consequences. 

 

The authors in [120] critically reviewed previous blackout events in the 

world with a view to draw lessons for China’s power industry. Their approach 

was to analyse the sphere of influence, weigh the scale of effects, and 

examine the restoration measures along with the various causes. The study 

identified commonalities of previous blackout incidents for example: the 

wide scope of influence of blackout events and the significant economic 

losses associated with such incidents. Resulting from the study, 

recommendations capable of maximizing the ability to prevent large-scale 

blackouts in China were made.  

 

Some of the literatures reviewed above have captured most of the major 

blackout events around the world. However, recent blackout incidences have 

not been reported. For example, the blackout event of August 2020 in Sri 

Lanka affected about 21 million people. The event which was attributed to 

technical issues lasted for about seven hours [121]. Similarly, the blackout 

event of June 2019 in Argentina, Paraguay and Uruguay affected about 48 

million people. This event which was technical related was attributed to a 

failure to correctly reprogram the electricity system after a new bypass was 

installed on one of the transmission lines [122]. Also, in 2019, Venezuela 

experienced a series of blackout events with the first being that of March 

2019. About 30 million people were affected. The failure of the main Bolivar 
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Hydroelectric Plant was noted to have caused the incident. Similar blackout 

events occurred in April and July 2019, leaving more than half of the country 

without power [122]. 

 

In August 2019, about 1 million customers in the United Kingdom lost power 

resulting from loss of generation which led to frequency drop. However, the 

system was restored back to normal in about 45 minutes [123].  A deadly 

storm in 2017 (Hurricane Maria) hit Puerto Rico and caused a total blackout 

event which left 1.5 million people in complete darkness. Unfortunately, due 

to the extent of damage, about 1.5 million people were still without 

electricity for more than three months after the blackout events [122]. 

  

2.14  Review of Blackout and Black Start Concept and 

Terms  

In this section, some of the terms and concept associated with blackout and 

black start are either defined or reviewed. During an unscheduled event, the 

power system which is usually designed to meet the “N-1” or “N-2” criteria 

is compromised leading to a total or complete power outage. To reenergise 

the grid, a series of complex procedures are observed. The entirety of this 

process is known as power system restoration. Hence the development of 

an efficient restoration strategy is important to the improvement of the 

power system resilience. 

 

2.14.1 Power system restoration 

Power system restoration is the key needed to overcome power system 

blackout. [124] describes power system restoration as a multi-objective, 

multi-stage, multi-variable and multi-constraint optimisation issue which is 

full of non-linearity and uncertainty. Furthermore, it is viewed to be a typical 
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semi-structured decision-making but without complete solution process 

[124]. However, the primary objective of power system restoration as 

opined by [125] is to enable the immediate return of normality of the entire 

network with minimal loss and impacts to power consumers. 

 

During a total grid failure or blackout and without support from neighboring 

interconnecting systems, the first objective is to engage the black-start 

procedures. This involves activating power plant or black-start units [126, 

127] capable of providing the required power which would be used to 

activate other thermal plants. This method of service restoration is called 

the bottom-up approach. 

 

The three major phases of power system restoration following a blackout 

event is succinctly described in [128] as: preparation, network restoration 

and load restoration (see Fig. 2.4). During the preparation phase, all the 

necessary information is gathered using the outage management system 

(OMS) described by [129]. Data such as the customer information system 

(CIS), interactive voice response (IVR), and advanced metering 

infrastructure (AMI) alongside field measurements obtained from the use of 

supervisory control and data acquisition (SCADA) system is used to examine 

the grid structure. Resulting from the assessment of the control center, 

maintenance crews are deployed to troubleshoot and replace the faulty 

components or isolates failed units. With this satisfactorily achieved, the 

restoration procedure is initiated. 

 

System restoration following a total blackout begins with the activation of 

the black-start unit. The black-start provides cranking power to thermal 

power plants. The thermal plants gain inertia and resynchronization with 

other units is achieved. However, since the system restoration process may 
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not be a strait jacket process, and might fail for certain reasons, a repeat of 

the restoration sequence maybe necessary. The last phase of the restoration 

process is triggered following the success of the restoration phase. 

 

 

Fig. 2.4. The power system restoration phases and the contribution from DER 
units [128]. 

 

Load restoration is achieved following the success of the preparation and 

network restoration phases. The main consideration during this phase is to 

restore supply to network and connect consumers to the grid. While 

achieving the aim of this phase, critical attention is always given to issues 

of cold load pick up (CLPU) arising from prolonged outages. A simple case 

of service restoration using reconfiguration is described by [130]. 

 

Fig. 2.5 [130], captures a simple restoration procedure for a typical radially 

operated distribution system. The first plot indicates the state of the system 

without any disturbance. The six aggregated loads operating normally are 
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energised by the red and green feeders. The loads in each of the feeders 

are energised by their respective sub-stations and the tie switch between 

each feeder remains in the normally open position. In the second plot, 

during the occurrence of a fault on the green feeder, the protective relay 

trips thus de-energising the entire feeder leading to loss of supply for 

consumers on that feeder. Using the sectionalising switch located in the 

middle of the green feeder, the faulty section of the feeder close to the 

substation is isolated from the healthy section by opening the switch as 

captured in the third plot. With that sequence performed, the tie switch 

situated on the red feeder is closed, thus transferring power to the healthy 

section of the green feeder. This ensures that only a limited section is left 

without power while the maintenance and restoration work is ongoing at the 

affected side of the feeder. With the faults cleared on the green feeder, the 

tie switch is opened, and the sectionalizing switch closed, thus restoring 

supply to the green feeder as seen in the fourth section. 

 

 

Fig. 2.5. A simple case of service restoration using reconfiguration [130]. 
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2.14.2 Cold Load Pick Up 

CLPU is a phenomenon which occurs following a prolonged period of blackout 

event. During service restoration, the residual load tends to be higher than 

the normal or pre-outage demand level resulting from thermostatically 

controlled loads, refrigerators, heating/cooling, pressing irons starting 

simultaneously [128, 131]. Due to these unpredictable uncertainties, 

appropriate reserves must be made available when carrying on with load 

restoration. 

 

For grid with distributed generators, another phenomenon occurs when 

values of the pre-blackout power are not fed in immediately upon system 

restoration but begin to slowly increase their active power after monitoring 

the grid for certain duration [128]. As noted in [128], the current German 

code specifies that the grid must be energised and observed for 60 seconds 

before limiting the ramp rate of the active power to 10% of Pnom/min. 

 

In Fig. 2.6, using an illustrative feeder configuration with a 1-MW nominal 

load, 600 kW of distributed generation, and a CLPU with 100% overshoot 

and a 15-min decay time, the simplified modeled load, generation, and 

residual load behaviour of the CLPU is demonstrated [128]. As shown in the 

Figure, there is need for generation reserve to provide for the overshoots 

after feeder connection. Also, it is seen that the simultaneous increase in 

load decay and generation culminates to an even steeper gradient of the 

residential load.  
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Fig. 2.6. CLPU: the load, generation, and residual load behaviour after feeder 
reconnection [128]. 

 

2.14.3 Power System Resilience  

Resilience is defined by [132] as “the ability to withstand and reduce the 

magnitude and/or duration of disruptive events, which includes the 

capability to anticipate, absorb, adapt to, and/or rapidly recover from such 

events”. In Fig. 2.7, the concept of resilience is further described by the 

Electric Power Research Institute (EPRI) [133]. Three key terms prevention, 

recovery and survivability have been used to summarily explain the concept 

of resilience. 

 

Prevention is described as the necessary steps and precautions taken to 

avoid unexpected occurrences. Prior to such occurrences, the power system 

can be reinforced by the prompt replacement of aging infrastructures and 

continuous performance of routine preventive maintenance checks. 

Recovery is the actual state of readiness in preparation for such events. 

These could be in terms of the restoration strategy, the damage prediction, 

crew readiness and resource allotment. The last element is survivability. 

During blackout events, some critical facilities like hospitals, 
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telecommunication infrastructures, traffic systems, must still operate. The 

adoption of alternative proven technologies to ensure the continuous safe 

operation of such critical facilities throughout the blackout duration is 

described as survivability.  

 

Prevention

Vegetation management

Underground installation

       Overhead distribution reinforcement

Pole and line design

Reconfiguration ...

Recovery Survivability

Damage assessment

Load reduction

Crew deployment

Resource allocation

  Service restoration ... 

    Uninterruptible power supplies

Back up generators

 Alternative feeder

Community energy storage ...

 

Fig. 2.7. The 3 elements of resilience identified by EPRI [133]. 

 

To achieve a high degree of power system resilience, a combination of the 

three elements must be fully operational. A well thought out and carefully 

designed restoration strategy must be put in place prior to the occurrence 

of an extreme weather events. Field trial drills must be carried out from time 

to time as a way of mimicking the real scenario. Technologies that can be 

used to forecast extreme weather events must be adopted and updated 

regularly. In the prevention phase, the deployments of sectionalising 

switches at strategy locations along the lines can help not only prevent a 

total power loss, but also enable a speedy recovery. 
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The adoption of RES alongside with battery storage have equally proven to 

be useful especially as these technologies are receiving increased worldwide 

deployment. As demonstrated by [134, 135], photovoltaic battery backup 

and energy storage systems are already being used as backup sources 

during system blackouts. To further improve on survivability and the overall 

resilience of the power system, an improvement on these technologies and 

ways of integrating them into the restoration plans is a subject of ongoing 

research. 

 

A conceptual resilience curve (see Fig. 2.8) is used in [136] to describe 

typical system resilience characteristics before, during and after an extreme 

event. The vertical and horizontal axis of the plot represents the resilience 

level and time respectively. At the inception before the occurrence of any 

extreme weather events, the power system designed to meet the ‘N-1’ or 

‘N-2’ criteria is denoted to have a resilience status of Ro corresponding to 

time to to te. The resilience status of the power system at this time instance 

is described as robust. This is called the pre-event state. 

 

During the pre-event state, the EPRI element of resilience corresponding to 

the current system status is assumed to be fully operational. Following the 

forecast of an extreme weather event, the crew and resource deployment is 

heightened. At the occurrence of an extreme weather event, the system 

resilience falls from Ro to Rpe at time te to tpe and last till time tr. This period 

is described as the post-event degraded state. The duration of the post-

event degraded state is dependent of the level of damaged resulting from 

the extreme weather event. Following the second component of the EPRI 

resilience element, crew deployment, damage assessment, and restoration 

effort is carried out. With significant recovery and restoration efforts made, 

the system resilience is improved from Rpe to Rpr at time tr to tpr. At time tpr 
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to tir, the system resilience is maintained at Rpr with the remaining 

restoration effort still progressing. This phase is described as the post-

restoration state. Although the power system resilience is yet to reach its 

pre-event status, the system is still described as having achieved robust 

status. 

 

Following a complete infrastructure and system recovery, the system 

resilience is restored from Rpr to Ro at time tir to tpir. Also, during the post-

event degraded and post-restoration state, the survivability component of 

the EPRI element was triggered to ensure that critical facilities were not 

without power. In practice, the timing of the various stages of recovery is 

fully dependent on the severity of the associated event and the speed of the 

ground team effecting the necessary repairs. The effective coordination of 

the entire process is largely dependent on the nature and type of the outage 

management service being deployed.  

 

 

Fig. 2.8. A conceptual resilience curve before, during and after an extreme event 
[136]. 
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In a more revolutionary approach to enhance the power system resilience, 

the UK National Grid Electricity System Operators (ESO) in partnership with 

SP Energy Networks (SPEN) and TNEI (a specialist energy consultancy) did 

explore a radical approach to system restoration by using DERs. The 

Distributed ReStart project is proposing the use of a Distributed ReStart 

Zone (see Fig. 2.9) which contains all assets and DERs located within a 

predefined distribution network area and includes transmission network 

synchronization point(s) [137, 138]. 

 

 

Fig. 2.9. Distributed ReStart Zone with indicative Distributed ReStart Zone 

controller (DRZC) system hierarchy [137, 138]. 

 

The Distributed ReStart project is expected to monitor the frequency and 

voltage stability and power island capability to resynchronise to the 

transmission system during the restoration process. Besides having the 
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capacity to display the response of the connected energy and network 

resources, the proposed system would provide operators with a view of the 

current DRZC progress within the restoration plan. Some other additional 

advance capabilities proposed to be included in the design include the real-

time monitoring of the DRZC well ahead of the black start event and the 

calculation and display of the export capability of the power island at the 

point of connection (POC) [137, 138]. 

 

2.15  Outage Management System in Distribution Network 

A tool deployed by utilities in grid management and power restoration 

resulting from service disruption is called outage management system (Fig. 

2.10) [95]. To improve the resilience of the power system, a robust OMS 

plays a significant role. The OMS, as a major component of the resilience 

element, is used in the normal daily outage prediction and analysis of the 

location and extent of damage resulting from the grid disruption. The timely 

dispatch of crew and maintenance personnel to the affected troubled 

locations is dependent on the information provided by the OMS. 

 

The operation of the conventional OMS is described in [129, 139]. During 

disruption of power supply, the Supervisory Control and Data Acquisition, 

smart meters through Advanced Metering Infrastructure, Customer 

Information System, Interactive Voice Response, other applications in 

Distribution Management System (DMS) and maintenance crew sends 

information to the OMS. Using all the information obtained, damage 

assessment is carried out while real time monitoring and evaluation of the 

grid operating conditions is ongoing. Based on the damage report, a set of 

restoration strategies is generated, and the restoration protocol triggered. 
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Depending on the nature of damage, restoration can be performed either by 

crew or RCSs deployment. 

 

 

Fig. 2.10. Outage management system for distribution systems [95]. 

 

Outage management system alone may not be quite efficient during 

extreme weather events due to the dynamic nature of the distribution 

systems. In practice, the distribution system undergoes several changes 

resulting from operational configuration, network additions, routine 

switching for maintenance reasons and growth [95]. A combination of 

damage prediction and crew staging mechanisms along with real-time tools 

such as SCADA, DSM and OMS has been noted to improve the overall system 

functionality. This new system is called Advanced Distribution Management 

Systems (ADMS) [95]. 

 

The ADMS (Fig. 2.11) is described as the central controller of the distribution 

network which supports network operating decisions [93]. It harmonises 

and optimise the functionality of all the other systems which enables the 

streaming of decision making thereby enhancing the performance of the 

emergency response. By leveraging on the Geographic Information System 

(GIS) as built network model, the ADMS integrates with other tools to create 

a real-time network model and provides a unified platform for control and 
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dispatch with a comprehensive view of the distribution system during an 

outage [93, 95]. 

 

 

Fig. 2.11. Structure of the ADMS [95]. 

 

According to [93], the three operating approaches offered by an ideal ADMS 

to best meet reliability and efficiency goals are: 

 

• “Provide users with the solution’s advanced tools and visual context”. 

• “Prompt users with recommended switching operations”. 

• “Fully automate network management with closed loop control 

functionality”. 

 

Additionally, the information needed across the utility enterprise is delivered 

by the ADMS model for the following reasons: 

 

• “Monitoring, analysis and control of network operations”. 

• “Managing, analysis and control of network operations”. 

• “Planning analysis: online to evaluate ‘what if’ scenarios and offline to 

assess historical activity and plan for future network enhancements”. 
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• “Preparing for effective and secure deployment of DER, including 

storage and microgrids”. 

 

The overall outage duration can significantly impact on the power system 

resilience. Deploying advanced tools and well thought out restoration 

strategies are some of the ways in which power system resilience can be 

improved. Again, the method adopted in the provision of black start services 

also determines the grid restoration time. This thesis work aims among 

other objectives to develop a black start restoration method based 

on DER. The next section reviews some of the existing black start 

methodologies. Also, some of the research questions are highlighted. 

 

2.16  Black Start Restoration Methodology  

Several studies on black start restoration methods have been carried out 

with different restoration methods or a combination of methods: heuristics, 

meta-heuristics, expert systems, mathematical programming, and multi-

agent suggested [140-151]. These studies provide useful insights of the 

advantages and disadvantages of some of the restoration approaches. Some 

of such suggested methods would be briefly reviewed in this section. 

 

Using heuristic method, [140, 141] proposed a restoration scheme to 

enhance minimum feeder loss while promoting a faster service restoration. 

The proposed method relied on branch power flow unlike previous methods 

which relied on current flow. The result from this method indicated that 

optimal configuration and reduced computational burden resulted in better 

restoration plan. One of the objectives of the meta-heuristics approach as 

opined by [142-144], is to minimise the out of service areas and the number 

of manually and automated controlled switch operations and losses. The 
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approach used by the authors involves a combination of particle swarm 

optimisation, neural network, simulated annealing, fuzzy theory, genetic 

algorithm, tabu searching and ant colonies. However, when applied to 

practical distribution systems, this approach requires extensive 

computational time which has been noted to be one of the drawbacks of this 

method. 

 

The expert system is designed in such a manner to activate a restoration 

plan with appropriate switching sequence. The approach is based on the 

knowledge-based techniques which involves the representation of expert 

knowledge as rules by the application of (IF-THEN statements) and the use 

of inference engine to infer from such rules [145, 146]. Although this 

approach has been considered to be quite effective in-service restoration 

problem, however, the high cost associated with the maintenance of large 

expert system is a disadvantage. Using the mathematical programming 

approach, [147-149] formulated the service restoration problem as a mixed 

integer non-linear problem (MINLP). This method of service restoration 

approach can be applied to obtain optimal solutions. However due to the 

expansion problem, the computational time normally exceeds the practically 

allotted time. However, [150, 151] proposed using a multi-agent system 

which was capable of addressing the shortfall of the mathematical 

programming approach. A critical review of the various restoration 

methodologies with highlights on the state of the arts along with the merits 

and demerits of the various approaches has been well articulated in [150]. 

 

2.17  Black Start with DER 

The era of global over dependence on oil for energy related services is slowly 

coming to a halt. The burning effect of climate change resulting from 
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greenhouse gas emission and other such pollutions has continued to impact 

negatively on the environment. Developments in the field of renewable 

energy technologies has continued to transform the energy sector even as 

the cost of energy from these sources is increasingly becoming competitive 

with that of the fossil-based power plants. As a result of this, the use of 

DERs as an alternative energy source or in conjunction with conventional 

energy sources is increasingly becoming popular. For example, during 

blackout scenarios, some DERs are used in the provision of power to support 

critical facilities. With such capacity and reliability comes the quest to 

integrate DERs in the provision of black start services during power system 

restoration. This section aims to review DERs as a potential resource to be 

adopted in black start service restoration. 

 

The definition of DERs varies depending on the context of usage. However, 

[17] describes it as “electricity-producing resources and controllable loads 

that are connected to a local distribution system or connected to a host 

facility within the local distribution system”. Such technologies could be 

either renewable or non-renewable, and include but not limited to:- wind 

turbines, solar panels, small hydro power plant, diesel generators, combine 

heat and power (CHP) plants, small natural gas fuelled generators (SNGFG), 

steam turbine generator (STG), electricity storage systems, electric vehicles 

and controllable loads, such as HVAC systems and electric water heaters. 

With this broad range of technologies comes the concept of Distributed 

Generation (DG) which is defined by [18] as “relatively small-scale 

generators that produce several kilowatts (kW) to tens of megawatts (MW) 

of power and are generally connected to the grid at the distribution or 

substation levels”. The theoretical benefit of DG as highlighted in [152, 153] 

is presented in Table 2.2. 
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Table 2.2. The theoretical benefits of distributed generation [152, 153]. 

Reliability and 

Security Benefits 

Economic Benefits Emission 

Benefits 

Power Quality 

Benefits 

Increased security 

for critical loads 

Relieved 

transmission and 

distribution 

congestion 

Reduced impacts 

from physical or 

cyber attacks 

Increased 

generation diversity 

Reduced costs associated 

with power losses 

Deferred investments for 

generation, transmission, 

or distribution upgrades 

Lower operating costs due 

to peak shaving 

Reduced fuel costs due to 

increased overall 

efficiency 

Reduced land use for 

generation 

Reduced line 

losses 

Reduced 

pollutant 

emissions 

Voltage profile 

improvement 

Reduced flicker 

Reduced 

harmonic 

distortion 

 

 

According to [130], DERs can be further classified according to their roles in 

the provision of black start restoration services as: black start DGs, non-

black start DGs, energy storage and controllable loads. Although controllable 

loads do not provide power, they can however be deployed in demand side 

response (DR) schemes for load management by either shedding or re-

connecting, hence it is classified as a special type of DER. The various 

classifications of DERs are presented in Table 2.3. 

 

As indicted in Table 2.3, some DERs have been classified as black start and 

non-black start DGs. This classification is based on the uncertainties 

surrounding some of the DGs output. The variability of some of the RE 

sources has been the main challenge hindering the incorporation of these 

REs in the black start restoration plan. For instance, the intermittent nature 

of renewable energy sources like wind and solar energy makes them 

classified as not being suitable for black start service restoration. However, 
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[154] noted that the effect of renewable energy resources associated with 

restoration problem has not been widely researched as only very few 

literatures have discussed this. 

 

Table 2.3. Classifications of DERs according to role in black start restoration 

[130]. 

DER Type Black start 

Capability 

Dispatchable? Examples 

Black start DG Yes Yes Diesel Generator, CHP, SNGFG, 

STG, Micro Turbine, Fuel Cell  

Non-Black 

start DG 

No Yes Micro Turbine, Small-Hydro 

No Wind Generators, Photovoltaic 

Energy 

Storage 

Yes, when 

discharging 

Yes Battery, PHEV, Flywheel 

Controllable 

Loads 

No Yes Emergency DR, Load (Direct Load 

Control), Economic DR Load 

    

 

The conventional service restoration is carried out using black start DGs. 

According to [155], a resource that is capable of performing self-start with 

voltage and frequency regulation is described as black start DG. A non-black 

start DG on the other hand is described as a resource which requires 

external cranking power (e.g. battery, small diesel generators, and other 

source of external power) to kick start [18]. A non-black start DG whose 

output power is both active and reactive at any given set points is described 

as dispatchable. For non-dispatchable DGs, their power generation is 

uncontrollable due to their variability. 

 

Improvements in EVs technologies has been made possible largely due to 

the significant developments and ongoing research in the energy storage 

technologies. The development of smaller but effective battery storage 
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technology has been a major boost to further advancement of RES like solar 

and wind. As noted in [156], PVBBSs and ESSs are being used in the 

provision of backup power for critical loads and as a result of its fast 

response are capable of significantly enhancing transient stability if chosen 

to regulate voltage and frequency. Research in the use of PHEV in black start 

restoration is still at infancy stage but with very promising potential due to 

the advanced storage technologies currently in use and their contribution in 

the electric distribution system. Example of such contribution is the use of 

electric buses as a means of proving resilience in the distribution system 

reported in [157]. Flywheels and other storage technologies are being 

explored as a means of providing ancillary services capable of improving 

grid reliability and efficiency [17]. 

 

New and innovative approaches are being adopted to conserve, manage, 

and optimise the ways in which energy is being utilised. For instance, [17] 

noted the adoption of DR to provide services as alternative to meet a local-

area capacity. Controllable loads such as Heating Ventilation and Air 

Conditioning Systems (HVAC), electric water heaters, heat pumps can be 

controlled in order to maintain system stability. The application of advanced 

and smart technologies can be used to control these loads, thus allowing for 

frequency, and spinning reserve management.   

 

2.18  DERs in Microgrids 

The evolution in the electrical engineering field has brought with it new 

concept and terms. Microgrids is one of such emerging concept and is 

defined by the US Department of Energy (Microgrid Exchange Group) as “a 

group of distributed energy resources and interconnected loads within a 

given electrical territory, which behaves as a single controllable entity with 
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respect to the main network, to which it can connect and disconnect to 

‘island’” [158, 159]. Similarly, the CIGRE C6.22 working group (Microgrid 

Evolution Roadmap) describes it as “an electrical distribution system 

consisting of diffuse loads and sources of energy (distributed generators, 

storage devices or controllable loads) that can be operated in a coordinated 

way” [159, 160]. The commonality of both definitions is the inclusion of 

DERs, controllable entity or load and coordination of the entire system in a 

specific manner. Since DERs are integral components of microgrids, it 

implies therefore that microgrids can as well be seen as a potential black 

start restoration unit.  

  

2.19  Black start Restoration Method using DERs 

The contributions of DERs both renewable and non-renewable in the 

provision of alternative source of power or in grid/off grid applications 

especially at the LV distribution level cannot be over emphasized. As 

mentioned earlier, studies in [134, 135, 156] observed that recent 

technological research have shown the potential of employing DERs along 

with RCSs in the provision of black start services. Furthermore, other studies 

also reported the progress made in the deployment of electric buses in the 

distribution system to facilitate and enhance the system resilience [157]. All 

of these measures are strong indications pointing to the possibility of DERs 

deployment in the provision of black start services. Hence this section aims 

at reviewing some of the existing DERs black start restoration methods. 

 

Using a microgrid structure, [161] proposed a method of grid restoration for 

critical load on the distribution feeder. The procedure adopted was a four-

step approach namely: restoration tree construction, load group formation, 

solving the critical load restoration problem as a maximum coverage 
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problem and lastly determining the restoration action. The maximum 

coverage problem which is a linear integer program (LIP) was solved and 

the restoration method was applied to a practical distribution system. By 

choosing the best possible arrangement of power network configuration, a 

service restoration problem in a microgrid was solved by [162]. This was 

achieved by the application of Lagrangian technique and dynamic 

programming to give an analytical sub-optimal but efficient solution to the 

problem. The simulated results indicated that both approaches proved to be 

useful in providing solutions very close to the optima. 

 

By modelling a critical load problem as a chance-constrained stochastic 

program, [163] developed a two-stage heuristic method that was used in 

addressing the critical load restoration problem. The restoration sequence 

used was to first create a strategy table and then solve the linear integer 

optimization problem to obtain the restoration strategy. Although this 

approach seems interesting, however the authors were yet to apply it to a 

practical system to test its effectiveness. By first establishing a feasible 

restoration tree from microgrid to critical loads, followed by the 

incorporation of the reserve capacity as constraints of the restoration 

problem and lastly using emergency power supply vehicles, a three-stage 

service restoration approach was proposed by [164]. Using this method, the 

system resilience was evaluated by the non-parametric kernel density 

estimation and numerical simulations conducted to demonstrate the 

effectiveness of this approach. [165] in their research proposed a look-

ahead service restoration method based on DGs to serve critical loads in a 

secondary network distribution system. Their assumption was based on the 

availability of a hierarchical control infrastructure, DGs and load which can 

be centrally controlled. A heuristic method aimed at obtaining the allocation 

plan by solving a mixed-integer linear program was proposed by [157]. The 
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method was validated by numerical simulations performed on the IEE 123-

node feeder system using different scenarios. Electric buses were considered 

as a kind of resource by the authors. 

 

Considering the application of recent technology such as the deployment of 

DERs along with RCSs and ESS in the provision of black start services, [166] 

proposed a multi-time step service restoration method aimed at generating 

an optimal control sequence for RCs, ESS and dispatchable DGs. This was 

necessary to help the DSO in their decision making. Their methodology was 

based on the formulation of a mixed-integer linear programming model 

which was tested on the modified IEEE 13-node and IEEE 123-node test 

feeders. Similarly, [167] used a mixed-integer linear programming model to 

formulate a sequential service restoration (SSR) framework to generate 

restoration solutions for distribution systems and microgrids. The control 

actions in the sequence were such as to systematically control the switches, 

distributed generators, and switchable loads to form multiple microgrids.  

Using the modified IEEE 123 node test feeder, the effectiveness of the model 

was examined. In an attempt to improve upon existing studies, [168] 

considered the effect of energy optimization and dynamic stability which 

they observed was lacking in existing methods examined in various 

literatures. Their sequence restoration method which placed emphasis on 

achieving optimal switching time was on multi-objective optimization. The 

IEEE 123 node test feeder was used for the simulation performed in PSCAD. 

The advanced feeder restoration approach was proposed in [169] for the 

restoration of critical loads using DERs. Using a mixed-integer linear 

program the model was developed and tested on the IEEE 123-node test 

feeder and IEEE 906-bus feeder. The results of the simulation showed that 

both network failure probability and the availability of DERs was taken into 

consideration in the determination of the restoration plan. Besides being 
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able to carry out a damage assessment of the distribution feeder, the 

approach also demonstrated the potential to restore maximum number of 

critical loads. Using microgrids as black start resources for power system 

restoration, [170] proposed a model predictive control (MPC) based 

generator start-up optimisation strategy. The mixed integer linear 

programming was applied in the optimisation of the generator start-up 

sequence. By discretising the probability distribution of the forecast errors, 

the uncertainties of black start resources were modeled. The modified IEEE 

118-bus system was utilized for the numerical simulations and the 

restoration strategy verified by the Zhejiang provincial power system as 

being successful in restoring the power system. The transient behaviour of 

the microgrid was however not verified.  

     

To restore critical loads due to power loss resulting from power outage in 

the distribution system, [135] proposed a novel restoration approach. The 

approach was based on the use of a mixed-integer linear program 

formulated to maximise the total prioritised loads restored while at the same 

time ensuring operation constraints of the participating microgrid and 

satisfying self-adequacy. The authors employed a multiagent coordination 

scheme aimed at achieving global information through only 

communications. To validate their proposed scheme, the modified IEEE 

distribution test system was used with the numerical results being 

satisfactory. Using the multi-agent based technique, [171] proposed a 

system that could be deployed to locate fault, isolate affected area and aid 

in service restoration in microgrids. A spanning tree search algorithms was 

adopted by [172] in developing a restoration strategy for distribution 

system. Using this method, the microgrids are modeled as virtual feeders in 

the distribution system and the radial structure of the distribution network 

by a spanning tree. The primary objectives of the proposed algorithm are to 
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minimise the switching operations during restoration while maximising the 

out-of-service load to be restored. The model was tested on the modified 

IEEE 37-node system and the simulated results proved to be effective. 

 

By using microgrid as a resilience resource, [173] using a combination of 

reconfiguration approach and microgrid applications developed a restoration 

strategy based on spanning tree search strategy. To reduce the 

computational complexity, the authors proposed the use of heuristic method 

to simplify the graph. Using this method, the distribution network is reduced 

to connected graphs with the load zones modeled as vertices and feeder line 

sections as edges. The problem is defined as optimisation problem with the 

objective function as minimizing the number of switching operations. Using 

the four-feeder 1069-bus test system, the proposed method was simulated. 

The results when compared to other results from literature showed a 

significant improvement in load restoration. The critical load restoration 

problem was solved by a two-stage method proposed by [174]. To 

determine the optimal restoration strategy, the authors proposed a 

decision-making method with the objective of maximising the number of 

loads restored weighted by their priority. The approach used involved the 

problem formulation as a mixed-integer semidefinite program (SDP) with an 

iterative algorithm proposed to deal with integer variables. The method was 

validated by numerical simulation using the modified IEEE 13-node test 

feeder. The results showed an efficient restoration strategy.   

 

2.20  Chapter summary 

Achieving a sustainable future is solely dependent on the energy choices 

energy user’s make. Even though the quest for energy transition from 

conventional to non-conventional and renewable appears to be slow, 
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however the trend from the various literature shows that significant 

progress has been made. The rate of DERs deployment at every level of the 

power system has continued to increase especially with different looming 

datelines of petrol and diesel car bans. From the review of the literature, 

different research gaps have been identified in the state of art and would be 

addressed in this thesis. 

 

Without doubts, considerable research has been carried out in the areas of 

DERs applications in distribution networks as well as for microgrid 

restoration. However, at present there seems to be a dearth of sufficient 

information about decarbonising some aspects of power system operations 

unlike other sectors like the transport sector. As observed by [130], specific 

research in the area of black start from distribution systems and microgrids 

is quite limited. This study therefore fills that knowledge gap by aiming to 

implement different impact studies considering an increase in the load and 

addition of distributed-generation sources using data from a real low voltage 

(LV) distribution network in Nigeria. Over and above that, a unique BSR 

sequence capable of improving the resilience of the power grid in the 

unlikely events of a blackout would be developed to incorporate DERs and 

implemented using the Nigerian 330 kV 48-bus system.  
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CHAPTER 3  

3.0 ENERGY EFFICIENCY, LOAD DEMAND ESTIMATION 

AND EMISSION ANALYSIS 

3.1  Introduction 

The need for energy efficiency consideration in the residential electricity 

market and the dynamic change in residential power demand is presented 

in this chapter. The availability of residential or sectorial energy 

consumption information in Nigeria have continued to be a challenge owing 

to the continued reliance on estimated billing systems and the lack of 

electricity meters by 55% of electricity consumers [65]. This study 

investigates the impact of the residential energy consumption in Nigeria 

leading to the development of a high-resolution energy consumption profile 

and discusses its potential for its application in demand response.  

 

Also, as observed by [68], in Nigeria, most household own and operate a 

petrol or diesel generator due to the non-availability of a reliable electricity 

supply. According to [70], municipal streetlights are being powered by 

dedicated diesel generators in some states. To highlight the energy cost 

dynamics and estimate the carbon footprint of a city resulting from the use 

of several stand-alone diesel generator to power streetlights, several case 

studies were conducted. The outcome of the study showed how to optimise 

energy consumption and improve energy efficiency.  

 

Lastly, a techno-economic analysis of energy cost of municipal street 

lighting system using different metrics such as Life Cycle Cost (LCC), 

Annualized Life Cycle Cost (ALCC), Net Present Cost (NPC), Cost of Energy 

(COE), and Return on Investment (ROI) were performed. The carbon 
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footprint of municipal street lighting was estimated, and the economic 

viability of other options considered. The results of this study have been 

peer reviewed and publish in [70, 175]. 

 

Obtaining the energy use data is required in the development of building 

energy models. Deployment of smart meters is one of the ways to achieve 

this. However, in areas without smart meters, the bottom-up modeling 

approach involving the modeling of individual residential loads becomes 

imperative. The aim of the work in this chapter is to adopt this approach to 

second-guess the daily consumption of individual appliances for different 

classes of residential energy users. This is done using a simple excel-based 

algorithm based on a typical Nigerian urban household energy use data for 

rainy and dry seasons periods across the various residential categories 

considered in this study. Using this model, a high-resolution energy 

consumption load profile is developed and can be used as an input in the 

long-term energy demand prediction.  

 

3.2  Residential Energy Use Optimisation 

3.2.1 Building modelling method 

Many tools have been developed and deployed by various researchers to 

accomplish building energy consumption prediction and modeling. One of 

such approach is the bottom-up approach which takes into consideration 

individual end-uses energy consumption of the respective individual housing 

types. The result obtained at the individual level is further extrapolated to 

give regional energy consumption depending on the representative weight 

of the modeled sample. This is achieved using either the statistical methods 

(SM) or the Engineering method (EM). In the SM, residential energy 

consumption is assigned to end-users based on types of regression analysis 
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and historical information. Once this is done, the model can be used to make 

an estimate of the energy consumption of dwellings representative of the 

residential stock. On the contrary, the EM utilizes the knowledge of the end 

user appliance power ratings to distinctly estimate the dwelling energy 

consumption [36]. The advantage of using the EM modelling approach is its 

non-reliance on historical data for the determination of residential total 

energy consumption which is a peculiar characteristic of the chosen case 

study location in this research.   

 

Using a combination of the distribution and archetypes EM techniques, the 

model for this study was developed. To calculate the energy consumption of 

each end-use, the distribution technique uses distribution of appliance 

ownership and use with common appliance ratings, while archetypes is used 

to broadly classify the housing stock according to vintage, size, house type 

[36]. Different classes of residential types usually referred to as 

“archetypes” exist and some of the typical Nigerian residential types was 

taken into account during the EM modelling.  

  

3.2.2 Residential types, household size and scenario 

description 

Different types of residential housing exist in Nigeria. However, for the 

purpose of this study, the following type of housing schemes which is 

common in any part of the country was considered. The various buildings 

layout schematics is presented in Appendix A.  

• Four bedrooms flat with an average family size of seven. 

• Three bedrooms flat with an average family size of five. 

• Double room self-contained with an average family size of three. 

• Single room self-contained with an average family size of two. 

• Two bedrooms apartment with an average family size of four. 
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• One bedroom apartment with an average family size of two. 

 

The typical occupancy pattern predominant in Nigeria has been described in 

[70, 175]. Hence, the three different scenarios proposed by the study is 

adopted in this research.  

 

Scenario 1:  

 

The house’s occupants are fully engaged at work or school and thus mostly 

have a period of inactivity in the house between the hours of 09.00 to 16.00. 

They return from their various engagements at around 16:00 and resume 

their regular house activities and the cycle continues the next day. 

 

Scenario 2: 

 

Some house’s occupants are engaged in a job or activity that averagely ends 

by 14.00. They either return home with the kids or the kids are dropped off 

at home. In any case, their average unoccupied period is from 09.00 to 

14.00. It is assumed that someone would always be home at this time to 

take care of the kids. The same cycle resumes the next day. 

 

Scenario 3: 

 

Some family members are not engaged in any external activities. Hence, 

there’s no period of inactivity in the house. At any time, there must always 

be somebody at home. The underlining assumption in all scenarios is that 

there is a constant power supply. 
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3.2.3 Occupants’ energy use routine 

The daily routine of residential energy users is unpredictable and is 

influenced by so many factors such as household size, cultural background, 

financial status, season, weather and other undefined factors. However, as 

residential occupants’ behaviour and energy use varies widely, these must 

be assumed across the various types of residence. The period of energy 

usage and non-usage is related to the active and inactive or occupied and 

unoccupied periods respectively. 

 

3.3  Domestic Residential Load Profile Determination 

To model the appliance energy-consumption profile for a typical household, 

the information relating to the daily appliance usage is obtained [176]. The 

information include: the daily energy-consumption of each appliance, the 

occupied or usage period and the ownership of each appliance. The product 

of the power rating of each appliance, the duration of use and the number 

of appliances is used to determine the level of household electricity 

consumption. Hence, for a household with n number of appliances, the 

electricity consumption is estimated using equation (3.1). 

 

𝐸ℎ𝑎 = ∑ (𝑅𝑖 × 𝐻𝑖 × 𝑄𝑖)/1000𝑛
𝑖=1                       (3.1) 

 

Where: 

𝐸ℎ𝑎 is the total electricity consumed by a household (kWh). 

R is the power rating of an appliance (W). 

H is the duration of operation of an appliance (h).  

Q is the unit quantity of the appliance, 𝑖 the daily data is further 

extrapolated to arrive at a monthly figure assuming a 30-day month. 
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In order to determine the daily consumption of the various dwelling and for 

all the scenarios, an energy audit was conducted, relying on the hourly time 

step recording of individual appliance usage. The energy audit survey 

template had a Table indicating all possible appliances with an hourly time 

step. This template was then distributed to the occupants of the various 

residential types to mark when an appliance was in use and in which time 

step it was used. This was done to reflect the rainy and dry season period 

of the country.  

 

Using a simple excel-based algorithm developed, the recorded electrical 

consumption of each appliance was used to quantify the amount of 

electricity used during each hourly time step. Energy demand analysis is 

carried out for each activity: lighting, television, DVD/DVR, home theatre, 

cable decoder, fan, laptop & mobile phone charger, air conditioner, 

refrigerator/freezer, microwave, blender, washing machine, water heater, 

iron and water pump. 

 

At the end of each time step the sum of consumption is obtained. By adding 

the hourly consumptions together, the total daily consumption was reached. 

The highest electrical consuming day of the week was used in computing 

the daily consumption. The typical daily load profile of energy consumption 

for different building types, representative of the typical residential sector 

buildings in an urban area of Nigeria was developed and presented in 

Appendix B. The typical average urban rainy and dry seasons load profiles 

are shown in Fig. 3.1 and Fig. 3.2 respectively while the aggregated load 

profile is shown in Fig. 3.3. A similar trend is observed across the three load 

profiles with a morning and evening peaks occurring at 07:00 and 20:00 

hours respectively while the off-peak occurs at 10:00 hours. 
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Fig. 3.1. Typical average urban rainy season load profile. 

 

 

 

Fig. 3.2. Typical average urban dry season load profile. 
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Fig. 3.3. Typical urban load profile. 

 

Using equations (3.2) to (3.5), the average demand, load factor, demand 

factor and unit power density of the various residential types were 

determined (Appendix C). Table indicating the assumed wattages of the 

various appliances is presented in Appendix D. 

 

Average Demand = Total Energy Hours⁄                    (3.2) 

 

Load Factor = Average Hourly Demand Maximum Hourly Demand⁄                   (3.3) 

 

Demand Factor = Maximum Demand Total Connected Load⁄                    (3.4) 

 

Unit Power Density = Average Power Requirement Square Footage of Building⁄          (3.5) 
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3.4 Energy Use Optimisation in Municipal Lighting Case 

Study 

The objective of this study is to examine the carbon footprints of using the 

standalone diesel generators for street lighting in the city of Uyo, Southern 

Nigeria and the alternatives to reducing the carbon footprints. It was 

observed that existing literature had mostly focused on domestic and 

telecommunication base station usage of generator for energy provision. 

This study aims to fill this knowledge gap by assessing not only the use of 

generator for municipal lighting but also the associated environmental 

impacts of this kind of activity and the techno-economic analysis of the 

various alternatives. 

 

In examining the energy use of municipal street lighting along with its 

carbon footprint, a Life Cycle Assessment approach (LCA) [79, 177] was 

adopted. This method involves the quantification of the environmental 

impacts and Greenhouse Gas (GHG) emissions resulting from pre-defined 

activities whether directly or indirectly. Data collection for such activities is 

achieved either through direct onsite real-time measurements or 

estimations based on emission factors and models. In this research, the 

emission factor and model which is the most preferred method in many 

literatures was adopted. 

 

The three different methodologies used in quantifying the GHGs according 

to the International Standards Organization (ISO) [178] includes: 

measurement, calculation and a combination of both. Using the calculation 

method along with the British Standards Institution (BSI, 2008) [179] and 

Carbon Trust and Crown (CTC, 2008) [180] LCA approach, the CO2 emission 

(eqn. 3.6) for the municipal lighting was determined.  
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CO2 emission = Activity data (kg/km/liters)  × Emission factor (CO2 per unit)  (3.6) 

 

3.4.1 Activity data collection 

The activity data related to this study involves the quantity of diesel in liters 

(L) used in running the various generators involved in municipal street 

lighting. This requires the direct measurements within the life cycle (LC) of 

a specific product and provides information on the activities which resulted 

in the emission. In order to estimate this, secondary data on the number of 

diesel generators, generator ratings and streetlights within the study area 

is obtained. This information was provided by the street lighting monitoring 

unit of the state Ministry of Works and the various road names were 

anonymised at the point of data collection. Only four major roads were 

purposively selected for this study. The selections were done taking into 

consideration certain features, for example the road length or, the traffic 

density. The summary of the activity data is presented in Table 3.1. 

 

Table 3.1. Summary of Activity Data. 

Roads No. of 

Poles 

Lamp 

Wattage per 

Pole (W) 

Total Load 

for the 

Road (kW) 

No. of 

Generators 

per Road 

Average Monthly 

Fuel Consumption 

per Generator (L) 

 

Road 1 575 500 287.5 6 5,611 

Road 2 300 500 150.0 7 6,705 

Road 3 150 500 75.0 3 4,546 

Road 4 192 500 96.0 4 3,702 

 

To determine an activity data and convert it to resultant CO2 emissions, 

emission factors are applied. Also, for the emissions to be calculated, the 

carbon footprint boundary is set in order to categorise the various 

components of the carbon footprint for the analysis. This is achieved using 
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standard methods for the determination of GHG emission factors in the 

evaluation of fuel combustion. For this study, the secondary data on 

emissions factor were obtained from [180] (see Table 3.2). Also, the 

estimated values of the carbon footprint of various fuel types and energy 

sources for the production of 1 kWh of electricity used in this study is 

presented in Table 3.3 [181].   

 

Table 3.2. Carbon Footprint Measurement Formula [180]. 

Variable Carbon 

Footprint 

Formula 

Notes 

Fuel CO2 = AMF × FEF 

  

 

AMF: Average Monthly Fuel in liters used 

FEF: Fuel Emission Factor (CO2e/Liters)  

Every liter of diesel releases 2.8 kg of CO2, 10.7 kWh of 

electric energy, “contains 38 MJ of energy [79, 182, 

183]” 

Electricity CO2 = AME × EEF 

  

 

AME: Average Monthly Electricity used (kWh) 

EEF: Electricity Emission Factor (CO2e/kWh)  

The EEF is (0.585 CO2e/mWh)  

 

Table 3.3. Carbon Footprint of Various Fossil Fuels and Renewable Energy 
Sources for the Production of 1 kWh of Electric Energy [181]. 

Fossil Fuel 

Fuel Type CO2 Footprint (lb) 

Wood 3.306 

Coal-fired plant 2.117 

Gas-fired plant 1.915 

Oil-fired plant 1.314 

Combined-cycle gas 0.992 

Green and Renewable Sources 

Hydroelectric 0.0088 

Photovoltaic 0.2204 

Wind 0.03306 
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3.4.2 Analysis of results 

The carbon (CO2) footprint, the energy cost and potential cost savings of 

the municipal lighting is determined using the given parameters and other 

secondary sources. The related economic analysis is also performed using 

the results obtained from this study. 

 

3.4.3 Energy consumption cost and carbon footprint 

considerations 

In performing the energy consumption cost and emissions analysis, the 

study assumes the usage of the minimum average monthly liters of diesel 

(Table 3.1) as the benchmark for all the analysis. Thus, for the 20 

generators with average ratings of 100 kVA, 74,040 liters and 888, 480 

liters of diesel are consumed monthly and yearly respectively. The study 

also assumes the prevailing cost per liter of diesel in Nigeria of N210 ($0.58) 

and exchange rate in December 2018 of US$1 = N 362 respectively. Hence, 

the annual cost of diesel is estimated to be N186,580,800 ($515,417). With 

reference to Table 3.2, and using the yearly diesel consumption figures, the 

estimated annual energy generated by the diesel generators is 9,378,400 

kWh since 1 kWh equals 3.6 MJ of energy. 

 

The annual CO2 footprint emitted by the 20 diesel generators is determined 

using equation (3.6) to be 2,487,744 kg of CO2. The daily energy 

consumption assuming 12 hours of usage is determined from equation (3.7) 

and the results are presented in Table 3.4. A comparative energy 

consumption analysis of using equivalent 120 W Light Emitting Diode (LED) 

lamp fittings instead of the existing 250 W High Pressure Sodium (HPS) lamp 

fittings is also carried out and presented in Table 3.4. According to [79, 182, 

183], the luminance of a 250 W lamp fittings is comparatively similar to that 



77 
 

of an equivalent 120 W LED lamp fitting hence its choice as the replacement 

fittings. The daily and annual energy savings if an equivalent 120 W LED 

lamp fittings were used as a replacement is given as 3,797 kWh and 

1,385,920 kWh respectively. 

 

Energy Consumption/day = Total Wattage × Hours of usage    (3.7) 

 

Table 3.4. Lighting energy consumption results. 

S/N Luminary Type Daily Consumption (kWh) Annual Consumption (kWh) 

1. HPS 7,302  2,665,230 

2. LED 3,505 1,279,310.4 

 

The carbon footprint is determined from equation (3.8) using the energy 

consumption results presented in Table 3.4. The carbon footprint results are 

presented in Table 3.5. 

 

Carbon Footprint = Energy Consumption × CO2 Footprint of Fuel Type  (3.8) 

 

Table 3.5. Carbon footprint results. 

S/N Luminary 

Type 

Daily Carbon Footprint (kg 

CO2) 

Annual Carbon Footprint (kg 

CO2) 

1. HPS 4,347 1,586,457 

2. LED 2,087 761,427 

 

The energy cost is determined from equation (3.9) and the underlying 

assumption is that the lighting system is powered from a grid connected 

source. 

 

Energy Cost = 𝑊𝑎𝑡𝑡𝑎𝑔𝑒 × 𝐻𝑜𝑢𝑟𝑠 × λ       (3.9) 

 

Where: 
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𝞴 represents the kWh rate of electric energy.  

 

The prevailing rate of N26.41 ($0.073) per kWh of electricity in Nigeria as 

of December 2018 was adopted in this study. The energy cost results are 

presented in Table 3.6. 

 

Table 3.6. Energy cost. 

S/N Luminary Type Daily Energy Cost (₦) Annual Energy Cost (₦) 

1. HPS 192,845.82 70,388,724.3 ($194,444) 

2. LED 92,567.05 33,786,587.7 ($93,333) 

 

 

3.4.4 Techno-economic assessment case study 

A techno-economic assessment of the municipal lighting considering the 

generator-connected, grid-connected, and a solar-connected system was 

carried out. The method is applied to estimate the Life Cycle Cost, 

Annualized Life Cycle Cost, Cost of Energy, the Net Present Cost and the 

CO2 emissions resulting from the use of the various energy sources.  

 

3.4.4.1 Scenario 1 – Generator-connected municipal lighting LCA 

 

According to [184, 185], estimating the LCC involves determining the cost 

of owning, maintaining and operating the project over its lifetime in today’s 

money. To achieve this, all future cost are brought to present values and 

compared with the base case. In this study, it is assumed that no generator 

replacement would be carried-out throughout the 25 years duration which 

is equivalent to the life cycle of a PV panel. The 2018 Central bank of Nigeria 

(CBN) interest (ir) and inflation (if) rates of 14% and 11% respectively are 

used throughout this study [185]. Equations (3.10) to (3.34) [184, 185], 



79 
 

are used to determine the life cycle cost (LCCHPSGEN) of a generator 

connected HPS lamp street lighting system. All the abbreviations used in 

these equations and subsequent ones are contained in the remarks column 

in Tables E.1 to E.3 (Appendix E). 

 

The sum of the generator cost (CGEN), HPS fittings cost (CHPSFGEN), HPS lamp 

cost (CHPSLGEN), armored cable cost (CACABHPSGEN), pole cost (CPOLEHPSGEN), 

installation cost (CINSTALLHPSGEN), labour cost (CLABHPSGEN), concrete 

reinforcement cost (CREINFORCEMENTHPSGEN) and cable cost (CCABHPSGEN) is the 

initial investment capital cost (ICCHPSGEN) expressed in equation (3.10). 

 

ICCHPSGEN = 𝐶𝐺𝐸𝑁 + 𝐶HPSFGEN + 𝐶HPSLGEN + 𝐶ACABHPSGEN + 𝐶POLEHPSGEN +

𝐶INSTALLHPSGEN + 𝐶LABHPSGEN + 𝐶REINFORCEMENTHPSGEN + 𝐶CABHPSGEN  (3.10) 

 

The first, second, third and fourth present worth of the cost of oil and filter 

change is determined using equations (3.11) to (3.14) while equation (3.15) 

is used in determining the total present worth of oil and filter (CPWOFC) 

change. Information on the frequency of diesel generator maintenance is 

well documented in [186, 187] and has been adopted for this study. 

 

𝐶OFC1PW =  COFC (
1+if

1+ir
)
5

        (3.11) 

 

𝐶OFC2PW =  COFC (
1+if

1+ir
)
10

        (3.12) 

 

𝐶OFC3PW =  COFC (
1+if

1+ir
)
15

        (3.13) 

 

𝐶OFC4PW =  COFC (
1+if

1+ir
)
20

         (3.14) 
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CPWOFC = 𝐶OFC1PW + 𝐶OFC2PW + 𝐶OFC3PW + 𝐶OFC4PW    (3.15) 

 

Using equations (3.16) to (3.19), the first to fourth present worth of 

decarbonising the generator (CGENDECARBONPW) is determined. The sum of the 

present worth of all the decarbonisation is expressed using equation (3.20). 

 

𝐶GENDECARBON1PW =  CGENDECARBON (
1+if

1+ir
)
5

      (3.16) 

 

𝐶GENDECARBON2PW =  CGENDECARBON (
1+if

1+ir
)
10

      (3.17) 

 

𝐶GENDECARBON3PW =  CGENDECARBON (
1+if

1+ir
)
15

      (3.18) 

 

𝐶GENDECARBON4PW =  CGENDECARBON (
1+if

1+ir
)
20

      (3.19) 

 

CPWGENDECARBON = 𝐶GENDECARBON1PW + 𝐶GENDECARBON2PW + 𝐶GENDECARBON3PW +

𝐶GENDECARBON4PW         (3.20) 

 

In equations (3.21) to (3.24), the first to fourth present worth cost of the 

engine overhauling is determined while equation (3.25) is used to determine 

the summation of the total cost of present worth of engine overhauling. 

 

𝐶ENGOH1PW =  CENGOH (
1+if

1+ir
)
5

        (3.21) 

 

𝐶ENGOH2PW =  CENGOH (
1+if

1+ir
)
10

       (3.22) 

 

𝐶ENGOH3PW =  CENGOH (
1+if

1+ir
)
15

       (3.23) 

 



81 
 

𝐶ENGOH4PW =  CENGOH (
1+if

1+ir
)
20

       (3.24) 

 

CPWENGOH = 𝐶ENGOH1PW + 𝐶ENGOH2PW + 𝐶ENGOH3PW + 𝐶ENGOH4PW  (3.25) 

 

According to [70], the hour life of the HPS lamp considering 12 hours of 

daily usage is approximately 5 years. The cost of the first to fourth present 

worth of the HPS lamp (CHPSLGENPW) is determined using equations (3.26) to 

(3.29). The sum of all the present worth of the HPS lamp is computed from 

equation (3.30).  

 

𝐶HPSLGEN1PW =  CHPSLGEN (
1+if

1+ir
)
5

       (3.26) 

 

𝐶HPSLGEN2PW =  CHPSLGEN (
1+if

1+ir
)
10

       (3.27) 

 

𝐶HPSLGEN3PW =  CHPSLGEN (
1+if

1+ir
)
15

       (3.28) 

 

𝐶HPSLGEN4PW =  CHPSLGEN (
1+if

1+ir
)
20

       (3.29) 

 

CPWHPSLGEN = 𝐶HPSLGEN1PW + 𝐶HPSLGEN2PW + 𝐶HSPLGEN3PW + 𝐶HPSLGEN4PW (3.30) 

 

The present worth of workers’ wages for lamp replacement is determined 

using equation  (3.31). 

 

𝐶PWHPSGENWW = ∑ 𝐶HPSGENWW (
1+if

1+ir
)
𝑛

25
n=1       (3.31) 

 

The overall cost of operation and maintenance of the generator-powered 

HPS street lighting system is determined using equations (3.32).  



82 
 

COMHPSGEN = 𝐶PWHPSLGEN + 𝐶PWHPSGENWW + 𝐶PWOFC + 𝐶PWGENDECARBON + 𝐶PWENGOH

           (3.32) 

 

The present worth of the cost of running generator using diesel is 

determined using equation (3.33), while the life cycle cost of HPS street 

lighting system using a diesel-powered generator is computed using 

equation (3.34). 𝐶ENERGYCOSTHPSGEN is the annual diesel cost obtained from [70]. 

 

𝐶PWENERGYCOSTHPSGEN = ∑ 𝐶ENERGYCOSTHPSGEN (
1+if

1+ir
)
𝑛

25
n=1     (3.33) 

 

Life Cycle Cost (LCCHPSGEN) =  𝐼𝐶𝐶HPSGEN + 𝐶OMHPSGEN + 𝐶PWENERGYCOSTHPSGEN 

           (3.34) 

 

The annualized life cycle cost (ALCCHPSGEN) and the cost of energy (𝐶𝑂𝐸HPSGEN) 

using a diesel-powered generator is calculated using equations (3.35) and 

(3.36) respectively [188, 189]. DL is the daily energy demand [70]. 

 

ALCCHPSGEN = LCCHPSGEN [
𝟏−(

𝟏+if

1+ir
)

𝟏−(
𝟏+if

1+ir
)
𝑵]                                                                         (3.35) 

  

COEHPSGEN = 
ALCCHPSGEN

365×𝐷𝐿(𝐻𝑃𝑆)
        (3.36) 

 

 

3.4.4.2 Scenario 2 – Grid-connected municipal lighting LCA 

 

The cost associated with grid-connected street lighting system using HPS 

bulbs is considered in this scenario. The study assumes an average life 

expectancy of a transformer to be 25 years. The sum of the transformer 
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cost (CTRANS), HPS fittings cost (CHPSFGRID), HPS lamp cost (CHPSLGRID), 

armored cable cost (CACABHPSGRID), pole cost (CPOLEHPSGRID), installation cost 

(CINSTALLHPSGRID), labour cost (CLABHPSGRID), concrete reinforcement cost 

(CREINFORCEMENTHPSGRID), materials for transformer installation cost 

(CMATERIALINSTALLTRANS) and cable cost (CCABHPSGRID) is the initial investment 

capital cost (ICCHPSGRID) expressed in equation (3.37). Equations (3.37) to 

(3.47), [184, 190] are used to determine the life cycle cost (LCCHPSGRID) of 

an equivalent grid-connected HPS lamp street lighting system.  

 

ICCHPSGRID = 𝐶TRANS + 𝐶HPSFGRID + 𝐶HPSLGRID + 𝐶ACABHPSGRID + 𝐶POLEHPSGRID +

𝐶INSTALLHPSGRID + 𝐶LABHPSGRID + 𝐶REINFORCEMENTHPSGRID + 𝐶MATERIALINSTALLTRANS +

𝐶CABHPSGRID           (3.37) 

 

The cost of the first to fourth present worth (𝐶HPSLGRIDPW) of replacing the 

HPS lamp is determined from equations (3.38) to (3.41), while equation 

(3.42) is the summation of all the present worth of the HPS lamp  

(𝐶PWHPSLGRID). 

 

𝐶HPSLGRID1PW =  CHPSLGRID (
1+if

1+ir
)
5

       (3.38) 

 

𝐶HPSLGRID2PW =  CHPSLGRID (
1+if

1+ir
)
10

       (3.39) 

 

𝐶HPSLGRID3PW =  CHPSLGRID (
1+if

1+ir
)
15

       (3.40) 

 

𝐶HPSLGRID4PW =  CHPSLGRID (
1+if

1+ir
)
20

       (3.41) 

 

CPWHPSLGRID = 𝐶HPSLGRID1PW + 𝐶HPSLGRID2PW + 𝐶HSPLGRID3PW + 𝐶HPSLGRID4PW 

           (3.42) 
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Using equation (3.43), the present worth of workers’ wages for lamp 

replacement is determined. The sum of equations (3.42) and (3.43) gives 

the cost of operation and maintenance (𝐶OMHPSGRID) of the grid powered HPS 

system equation (3.44). 

 

𝐶PWHPSGRIDWW = ∑ 𝐶HPSGRIDWW (
1+if

1+ir
)
𝑛

25
n=1       (3.43) 

 

COMHPSGRID = 𝐶PWHPSLGRID + 𝐶PWHPSGRIDWW     (3.44) 

 

Using equation (3.45), the present worth of energy consumption cost is 

determined. 𝐶ENERGYCOSTHPSGRID is the annual energy consumption of HPS 

system in kWh [70] multiplied by the current cost per kWh of electricity. 

The losses at the rated voltage for an 11kV transformer class of rating 

200kVA are documented in [191, 192]. The present worth of transformer 

losses are determined from equation (3.46) using the values of the no load 

and load losses in watts. 𝐶TRANSLOSSCOSTHPSGRID is the summation of the present 

worth (PW) of no-load losses and load losses. 

 

𝐶PWENERGYCOSTHPSGRID = ∑ 𝐶ENERGYCOSTHPSGRID (
1+if

1+ir
)
𝑛

25
n=1     (3.45) 

 

𝐶PWTRANSLOSSCOSTHPSGRID = ∑ 𝐶TRANSLOSSCOSTHPSGRID (
1+if

1+ir
)
𝑛

25
n=1    (3.46) 

 

Using a grid-connected system, the life cycle cost (LCCHPSGRID), the 

annualized life cycle cost (ALCCHPSGRID) and the cost of energy (COEHPSGRID) 

is calculated using equations (3.47), (3.48) and (3.49) respectively [188, 

189]. 
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Life Cycle Cost (LCCHPSGRID) =  𝐼𝐶𝐶HPSGRID + 𝐶OMHPSGRID + 𝐶PWENERGYCOSTHPSGRID +

𝐶PWTRANSLOSSCOSTHPSGRID        (3.47) 

 

ALCCHPSGRID = LCCHPSGRID [
𝟏−(

𝟏+if

1+ir
)

𝟏−(
𝟏+if

1+ir
)
𝑵]                                                                         (3.48)  

COEHPSGRID = 
ALCCHPSGRID

365×𝐷𝐿(HPS)
         (3.49) 

 

3.4.4.3 Scenario 3 – Solar-connected municipal lighting LCA 

 

In the third scenario, an equivalent solar PV powered street lighting system 

using LED fittings is considered. The average PV life span of 25 years is 

assumed in this study. The life cycle cost (LCCSPV) of an equivalent solar 

powered LED lamp street lighting system is computed using equations 

(3.50) to (3.60) [184, 190]. The initial investment capital cost (ICCSPV) 

expressed in equation (3.50), is the sum of the solar PV module cost (CSPV), 

LED fittings cost (CLED), battery cost (CBAT), charge controller cost 

(CCONTROLLER), cable cost (CCABSPV), battery box cost (CBOX), solar rack cost 

(CSRK), concrete reinforcement cost (CREINFORCEMENT), pole cost (CPOLESPV), 

labour cost (CLABSPV) and installation cost (CINSTALL).  

 

ICCSPV = 𝐶SPV + 𝐶LED + 𝐶BAT + 𝐶CONTROLLER + 𝐶CABSPV + 𝐶BOX + 𝐶SRK +

𝐶REINFORCEMENT + 𝐶POLESPV + 𝐶LABSPV + 𝐶INSTALL     (3.50) 

 

The cost of the first to fourth present worth (CBATPW) of replacing the battery 

is determined using equations (3.51) to (3.54). Equation (3.55) is the sum 

total of all the present worth of battery replacement cost (CPWBAT). 

 

𝐶BAT1PW =  CBAT (
1+if

1+ir
)
5

        (3.51) 
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𝐶BAT2PW =  CBAT (
1+if

1+ir
)
10

        (3.52) 

 

𝐶BAT3PW =  CBAT (
1+if

1+ir
)
15

        (3.53) 

 

𝐶BAT4PW =  CBAT (
1+if

1+ir
)
20

         (3.54) 

 

CPWBAT = 𝐶BAT1PW + 𝐶BAT2PW + 𝐶BAT3PW + 𝐶BAT4PW    (3.55) 

 

The cost of the present worth of LED fittings replacement, the present worth 

of charge controller replacement, and the present worth of maintenance is 

computed using equations (3.56), (3.57) and (3.58) respectively. The PW 

of maintenance cost is determined using the ratio of maintenance per year 

(M/Yr) which is assumed to be 2% of the total PV cost. 

 

𝐶PWLED = 𝐶LED (
1+if

1+ir
)
13

        (3.56) 

 

𝐶PWCONTROLLER = 𝐶CONTROLLER (
1+if

1+ir
)
12

      (3.57) 

 

𝐶
PWM

=
𝑀

yr
(

1+if

1+ir
) [

1−(
1+if

1+ir
)
𝑁

1−(
1+if

1+ir
)
]        (3.58) 

 

The cost of operation and maintenance of the solar PV street lighting system 

and the total life cycle cost is determined from equations (3.59) and (3.60) 

respectively [188, 189]. 

 

COMSPV = 𝐶PWBAT + 𝐶PWLED + 𝐶PWCONTROLLER + 𝐶PWM    (3.59) 

 

Life Cycle Cost (LCCSPV) =  𝐼𝐶𝐶SPV + 𝐶OMSPV     (3.60) 
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The annualized life cycle cost (ALCCSPV) and the cost of energy (COESPV) 

using a solar powered PV LED street lighting system is obtained from 

equations (3.61) and (3.62) respectively [188, 189]. 

 

ALCCSPV = LCCSPV [
𝟏−(

𝟏+if

1+ir
)

𝟏−(
𝟏+if

1+ir
)
𝑵]                                                                                   (3.61)  

 

COESPV = 
ALCCSPV

365×𝐷𝐿(𝐿𝐸𝐷)
          (3.62) 

 

3.4.5 Analysis of scenario results 

The initial capital cost of investments, the operation and maintenance cost, 

the energy cost, the life cycle cost and the annualized life cycle cost for the 

three scenarios are compared in Fig. 3.4.  

 

In Table 3.7, the ICC, LCC, ALCC, O/M and COE of the different scenarios 

are compared. The major index used in the economic assessment of a 

project’s viability is the LCC. Although the SPV system has a higher ICC cost, 

however, its LCC and ALCC cost are the lowest, hence making it the most 

economically viable option. The grid-connected system had both the highest 

LCC and ALCC respectively.  

 

The operations and maintenance (O/M) cost of the three systems is further 

broken down and described in detail in Figs. 3.5 to 3.9. However, by 

inspection from Fig. 3.4 and Table 3.7, it can be observed that the cost of 

O/M of the generator-connected system is much higher compared to the 

other two.  
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Fig. 3.4. Economic performance analysis of the three scenarios. 

 

Table 3.7. Scenarios cost summary based on different indices. 

Scenarios 

Indices 

Generator-powered 

Cost (N and $) 

Grid-powered 

Cost (N and $) 

Solar PV-powered 

Cost (N and $) 

ICC 803,199,080 

(2,218,782) 

837,199,080  

(2,312,701) 

1,248,798,263  

3,449,719) 

LCC 12,033,456,202  

(33,241,592) 

19,249,338,570  

(53,282,128) 

3,259,866,575  

(9,005,156) 

ALCC 650,776,489 

(1,797,725) 

1,041,015,712 

(2,881,529) 

176,295,529 

(487,004) 

O/M 7,870,997,227 

(21,743,086) 

191,509,780 

(529,033) 

2,011,068,312 

(5,555,437) 

COE 244.17 

(0.675) 

390.59 

(1.08) 

137.80 

(0.38) 
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Fig. 3.5. The O/M cost of the generator-powered system. 

 

The breakdown of the various maintenance cost of the generator-connected 

system is presented in Fig. 3.5. Noticeably, oil and filter (O/F) and engine 

overhauling (EO) takes the greatest chunk of the total maintenance cost 

having 73% and 17% respectively. According to [186, 187], after every 300 

hours of generator operation, oil and filter replacement should be carried 

out. Using the assumed 12 hours of generator usage for this study, this 

would translate to oil and filter replacement for about 365 times throughout 

the 25 years lifespan of the generator. Likewise, the engine overhauling 

which is carried out after every 6000 hours of generator operation [186, 

187]. This would amount to overhauling the engine for 17 times throughout 

the 25 years lifespan of the system. The percentage distribution of the 

various O/M cost components is presented in Fig. 3.6. 
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Fig. 3.6. Percentage distribution of O/M cost of the generator-powered system. 

 

According to [186, 187], the process of decarbonising the generator is 

usually carried out after 1500 hours of generator operation. Again, for the 

25 years lifespan of the system, this process would be done for 73 times, 

and this constitute 8% of the total operation and maintenance cost. The 

lamp replacement (LR) and workers’ wages (WW) are the least cost 

components having only 1% of the total operation and maintenance cost. 

 

For the grid-connected system, Fig. 3.7 and Fig. 3.8 capture the O/M cost 

and the percentage distribution of the cost components respectively. Only 

two components constitute the O/M cost for the grid connected system. The 

WW constitutes 53% of the total O/M cost while the lamp replacement takes 

the remaining 47%. 

 

O/F
73%

Decar.
8%

EO
17%

LR
1%

WW
1%

PERCENTAGE DISTRIBUTION OF O/M COST
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Fig. 3.7. The O/M cost of the grid-connected system. 

 

 

Fig. 3.8. Percentage distribution of O/M cost of the grid-connected system. 

 

In Fig. 3.9 and Fig. 3.10, the major components that constitute the O/M cost 

for the SPV system are the battery replacement (BR) cost, lamp replacement 

(LR) cost, charge controller replacement (CCR) and the present worth of 

maintenance cost (PWM). The BR constitutes 70% of the total O/M cost 

while the PWM constitute 20% of the O/M cost. The LR and CCR constitutes 

7% and 3% respectively. 
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Fig. 3.9. The O/M cost of the SPV system. 

 

 

Fig. 3.10. Percentage distribution of O/M cost of the SPV system. 

 

3.5  Modelling and Results Validation 

Hybrid Optimisation Model for Multiple Energy Resources (HOMER) is a 

software application originally developed at the National Renewable Energy 

Laboratory for the design, technical and financial evaluation of off-grid and 

on-grid power systems. HOMER Pro 3.13.1 software is used in this study to 
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simulate the generator connected and the solar PV connected street lighting 

systems. The grid connected system was exempted due to the software 

design constraint as only the cost of electricity is allowed as input for the 

grid-connected system.  

 

In conducting the analysis, HOMER relies on specific information with 

respect to the major components of the various systems namely: size of 

diesel generator, solar PV, batteries, and converters. The simulation is 

performed once the required parameters capital cost, operation cost, 

maintenance cost, replacement cost, diesel cost, system size, quantity, 

hours of operation, system lifetime, load type, discount and inflation rates 

have been inputted. The total NPC, and the Levelised Cost of Energy (LCOE) 

is determined and a sensitivity analysis to justify the sensitivity of the 

system to certain factors such as component resource cost or availability is 

conducted. 

 

3.5.1 Modelling of the component in HOMER  

The availability of the required renewable energy resources is the first step 

required to building the schematic of the various models. For the study 

location, the solar resources from NASA surface meteorology which provides 

the average solar radiation and clearness index was download and entered 

in HOMER Pro from the resource window as shown in Fig. 3.11. 

 

The schematic diagram of the simulated generator-connected and SPV 

streetlight systems are shown in Fig. 3.12 and Fig. 3.13 respectively. The 

basic compositions of the two systems are the diesel generator, the PV 

module, batteries, converter, and the streetlight load. According to [70], the 

streetlights in the study area are partitioned into sections. Each section is 
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being powered by one generator. Due to design constraints in HOMER, only 

one section was considered for the simulated analysis. 

 

 

Fig. 3.11. Monthly average solar radiation and clearness index of study location. 

 

 

Fig. 3.12. Schematic diagram of the generator simulated system. 

 

 

Fig. 3.13. Schematic diagram of the PV simulated system. 
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From the schematic diagram of the generator simulated system (Fig. 3.12), 

the AC power generated from the diesel generator is directly used to power 

the lighting system through the AC bus (Fig. 3.14). In the case of the PV 

system (Fig. 3.13), during the day, the solar energy obtained from the PV 

arrays is used for charging the battery. The stored energy in the battery is 

then converted using the converter to provide power for the street light load 

during the night and the cycle continues. 

 

 

Fig. 3.14. Diesel generator output to AC Panel used for municipal street lighting. 

 

The simulated study is used to determine the NPC and the LCOE for the 

generator-connected and SPV systems as well as the emissions from the 

generator-connected system. To determine the NPC, HOMER employs the 

total NPC to signify the life-cycle cost of the entire system with due 

consideration to the annual real interest rates. It also takes a linear 

depreciation component, implying that the salvage value is directly 

proportional to the remaining life. This cost was determined for the 

generator and SPV systems to be N95,004,764 ($262,444) and 

N61,401,282 ($169,617) respectively for the chosen section.  

 

The LCOE represents the average minimum cost at which the electricity 

produced by an asset is required to be sold in order to offset the total cost 

of production over its lifetime. This cost accounts for the expected power 
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costs, which includes but not limited to capital costs, operation and 

maintenance cost, the debt servicing and return on equity invested 

(weighted average cost of capital), fuel cost and cost associated with CO2 

and other emissions as well as decommissioning cost. This cost was 

determined to be N289 ($0.8) and N187 ($0.5) for the generator and SPV 

powered systems respectively. As the SPV system do not have emissions, 

the emissions associated with the generator powered system for just a 

streetlight cluster considered in the simulation is presented in Table 3.8. 

 

Table 3.8. Emissions of a section of the generator-connected street lighting 
system. 

Pollutant Quantity (kg/yr) 

Carbon Dioxide 83,631 

Carbon Monoxide 569 

Unburned Hydrocarbons 23.0 

Particulate Matter 2.28 

Sulfur Dioxide 205 

Nitrogen Oxides 45.5 

 

3.6 Conclusion 

An excel-based algorithm was developed and used to estimate the urban 

residential energy use of different residential types in the absence of smart 

meters or historical data. Using the predicted results based on the appliance 

energy end use methodology, a load profile indicative of a typical urban 

residential energy demand was developed. 

 

The performance analysis of grid-connected, standalone diesel generator-

connected and photovoltaic powered street lighting systems in the city of 

Uyo, Southern Nigeria was presented in this chapter. A simple economic 

analysis using indices such as LCC, ALCC, NPV and ROI were performed. The 
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techno-economic analysis of the three lighting options performed provided 

a clear indication of the economic viability and technical feasibility of the 

various options. Besides this, the environmental concerns and carbon 

footprint associated with the various lighting options makes the PV system 

a preferred alternative.  

 

HOMER Pro 3.13.1 software was used in this study to simulate the generator 

connected and the solar PV connected street lighting systems. The HOMER 

simulated NPC cost was determined for the generator and SPV systems. The 

LCOE which represents the cost of unit of electricity produced per kilowatt-

hour was also determined. Lastly, the emissions resulting from the 

generator powered lighting system was also estimated. 

 

The major contributions of this chapter are: 

➢ An excel-based algorithm was developed and used in the absence of 
smart meters or historical data to estimate the urban residential energy 
use of different residential types in Nigeria.  

➢ Models of different residential housing types were developed and the 
appliance energy end use methodology adopted to produce a load 
profile indicative of a typical urban residential. 

➢ A  techno-economic analysis of the three lighting options, (generator-
connected, grid-connected, and solar-connected) was performed and 
simulated in  HOMER Pro software to determine its economic viability 
and technical feasibility.   

➢ Recommendations with respect to options available for municipal 
authorities to sustainably provide public lighting with minimal 
environmental and economic concerns were made. 
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CHAPTER 4  

4.0 DISTRIBUTION NETWORK MODELLING, 

OPTIMISATION AND ANALYSIS 

4.1 Introduction 

The performance of the distribution network with and without the integration 

of distributed generation and electric vehicles is presented in this chapter. 

Several case studies involving both fixed and variable load profiles were 

carried out. The impact of DERs integration on the voltage profile of a typical 

low voltage distribution network in Nigeria was examined under different 

scenarios. Also, following the integration of PV systems in the network, Volt-

VAr optimisation (VVO) was performed to enable the inverter-based PV 

systems participate actively in voltage regulation by the provision of flexible 

reactive power support. The results of this study have been peer reviewed 

and publish in [193-195]. 

 

The technical capabilities of a typical low voltage (LV) distribution network 

(DN) in Nigeria to absorb the integration of small-scale distributed 

generators, electric vehicles and their associated charging infrastructures is 

assessed. Also, the dynamic behavior of the distribution network with power 

electronic interface is investigated and the voltage concerns addressed by 

the implementation of a distribution grid optimal power flow (DOPF) 

optimisation. To the best of the researcher’s knowledge, there’s no existing 

technical and in-depth literature assessing the Nigerian low voltage 

distribution network for DG, EV, slow and fast charging infrastructures.  

Hence this study aims to fill this knowledge gap by presenting a simulation 

analysis of the distribution network considering different scenarios and 

loading profiles. In addition to this, the research aimed to address the 
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question regarding the readiness of the Nigerian grid for DG and EV 

integration and the options available for distribution network operators to 

maintain a secure and safe network operation at all times with additional 

loads introduced into the network.  

 

4.2  Power System Structure 

The power system is a complex interconnections of various components 

linked together in a coordinated manner so as to provide power to the end 

user. The various structures which constitute the power system could be 

categorized into the following major units namely: generation, transmission, 

sub-transmission, distribution, and end users. This major unit with the 

various voltage transition levels is represented diagrammatically in Fig. 4.1 

using a single line diagram.   
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Fig. 4.1. Line diagram indicating voltage transformation in a Nigerian power 
network. 

 

4.3 Distribution Network Structure 

Typically, the distribution system begins with the voltage transformation 

from the transformer high voltage side to the low voltage side using a step-

down transformer at a distribution substation. Different countries operate at 

different distribution voltage levels and in some instances, the distribution 
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substation is fed directly from the high voltage transmission line depending 

on the need of the end users. In Nigeria for instance, most domestic and 

some commercial customers are connected to the power distribution via 11 

KV overhead lines and the voltage is further transformed to 0.415 KV phase 

to phase using a 0.5 MVA, 0.3 MVA or 0.2 MVA step down transformer 

depending on the customers size and load profile assessments of the end 

users. Each distribution substation serves about one to four primary feeders. 

In Nigeria, the distribution is done mostly with overhead conductors and the 

feeders are radial implying that there is only a unidirectional flow of power 

from the distribution substation to the end user. 

  

4.3.1 Distribution substation 

The distribution substation is the last level in the series of voltage 

transformation. Its primary role is that of transforming a higher voltage level 

to a lower and distribution voltage level. The voltage transformation is 

accomplished by the use of a step-down transformer. The transformer could 

be one or more, three-phase or three single-phase units depending on the 

design. In Nigeria, a typical distribution substation has only one three-phase 

unit transformer and the voltage is distributed at 415 V phase to phase or 

240 V phase to neutral. There are series of protection schemes installed 

depending on the complexity of the substation to forestall the occurrence of 

short circuits. There are also metering devices to capture the substation 

parameters like, voltage, current, power, and other addidtional data. The 

structure of a typical Nigerian distribution substation with the major 

component is shown in Fig. 4.2. 
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Fig. 4.2. Line diagram indicating voltage transformation in a typical distribution 
network. 

 

4.3.2 Feeder characteristics 

Most distribution feeders in Nigeria are radial and are characterized by uni-

directional power flow (from the distribution sub-station to individual end-

users). Just like in most distribution systems, the variation in loads of 

different consumers alongside the un-equal spacing of the overhead 

conductors and lack of phase balancing in a typical Nigerian system 

culminates to the inherent severe unbalanced loading of the distribution 

feeder.  

 

4.3.3 Distribution feeder  

For determining the existing operating conditions of a feeder and also 

predict short, medium and long-term scenarios, a critical analysis of the 

distribution feeder is important. For this analysis, a detail layout of the 

feeder distribution map such as that described by [196] is considered. A 



102 
 

model of a typical LV distribution network and load distribution schematic 

used in this study is shown in Fig. 4.3 and Fig. 4.4 respectively.  
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Fig. 4.3. Model of a typical low voltage distribution network in Nigeria. 

 

A model of a typical distribution system in Nigeria consists of a 60 MVA 3-

phase 33 kV ideal voltage source, connected to 15 MVA, 33/11 kV YY0 

transformers, and seven 11 kV outgoing feeder’s substation. Each 11 kV 

feeder serves a certain number of 11/0.415 kV substations. The substation 

serves a certain number of consumers depending on the transformer rating 

and customers’ size of a particular area. The distribution is done mostly 
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using overhead conductors. The loading of the various low voltage feeder 

circuits or uprisers is schematically represented in Fig. 4.4. 
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Fig. 4.4. Schematic of a load distribution diagram in a LV network in Nigeria. 

 

4.4  Distribution Network with EV and DG Analysis 

In response to the changing dynamics of the future power system, it is 

evident that the distribution network would be the host of the various 

technologies and as such the need for its assessment cannot be 

overemphasized. Determining the operating conditions of the network to 

predict the short-, medium-, and long-term scenarios is critical to the 

integration of DERs hence this research.  
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This work models a real Nigerian distribution network and investigates the 

challenges resulting from the connection and penetration of different EV 

types and their associated charging technologies. A typical DG energy 

source is modelled and implemented with the intention to facilitate the 

connection of large EV loads mitigating the impact on the grid especially 

during times when the network is heavily congested. 

 

4.4.1 Case study 

A typical Nigerian low voltage network (Fig. 4.3) was considered as the case 

study in this research. The network model, which is representative of a 

typical distribution system in Nigeria consisting of a 60 MVA 3-phase 33 kV 

ideal voltage source, connected to a 15 MVA, 33/11 kV YY0 transformers, 

and seven 11 kV outgoing feeder’s substation was analysed. PSCAD/ EMTDC 

dynamic power system analysis software was used to simulate different case 

studies for various levels of EV and DG integration. The developed model 

was built with the intent to perform some dynamic analysis using variable 

load profiles as demonstrated in subsequent case studies. 

 

4.4.2 Nodal representation of the network 

Fig. 4.4 is the schematic representation of the load distribution diagram in 

the LV network considered in this case study. A total of about 408 consumers 

are connected to the 0.500 MVA transformer sub-station. The average 

distance between each LV pole span is 45 m. The feeder analysis indicates 

that the feeder’s load density could be averagely estimated to be about 10 

buildings per 135 m length of overhead distribution line. The loads across 

the various LV feeder circuits are not uniformly or evenly distributed. The 

number of consumers on feeder circuits X, Y and Z are 145, 138 and 125, 

respectively (see Fig. 4.3). The average length for feeder circuits X, Y & Z 



105 
 

are 2,295 m, 1,620 m and 990 m, respectively. Using this schematic 

diagram, the nodal representation of the network is developed (Fig. 4.5). 

 

Feeder circuit X with 145 consumers is represented in Fig. 4.5. The first or 

starting node after the substation node is labeled as 4-1 while the last node 

is labeled as 4-17. For ease of tabulation, the alphabetical representation of 

node 4-1 is A, and node 4-17 is Q in that order. Between each node, a 

number of consumers living in different house types with different load 

profiles are connected. Different consumers are classified into different 

housing types described in chapter 3 namely: type 1 to type 4, with the 

annual energy consumption 8,141 kWh, 20,823 kWh, 33,688 kWh and 

37,766 kWh respectively.   
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Fig. 4.5. Nodal representation of one arm (circuit X) of the LV network under 
consideration. 

 



106 
 

 

Fig. 4.6. PSCAD/ EMTDC model of the nodal representation of one arm (circuit X) 
of the LV network under consideration. 

 

4.5 Distribution Network Modelling  

For the first case study, the loads were modelled using the ‘lumped load 

model’. In this method, a lumped load placed at the end of the line is 

considered while the exact equivalent demand for lumped loads is 

determined by taking into consideration a diversity factor. Each of the 

equivalent lumped load for aggregated or group of consumers was modelled 

as a fixed PQ load. Ideally, using the hourly load profile of the various 

consumers would have been appropriate; however this information was not 
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available at this research stage. Using equation (4.1) [104-106], along with 

relevant parameters, the equivalent lumped load demand for the various 

segments of the network under minimum and average loading conditions 

were determined, respectively. 

 

𝑃𝑁 + 𝑄√𝑁 = 𝐿𝐷          (4.1) 

 

Where:  

P represent active power. 

N represent total number of consumers in a segment. 

Q is the reactive power. 

LD is the minimum and average lumped demands.  

 

The values of LD are calculated using minimum and average network 

demand. The results of the calculated equivalent lumped demand at 

minimum and average load are shown in Table 4.1. Applying this method, 

the different customer loads were distributed amongst the lines across each 

feeder based on the ratio of the number of buildings per line segment and 

feeder, respectively. 

 

Table 4.1. Calculated equivalent lumped demand at minimum and average load. 

Nodes Number of Consumers  

(N) 

Types Min. P and Q 

Avg. P and Q 

Min. LD  

(kW) 

Avg. LD  

(kW) 

S/S – 4-1 2 1 0.41 and 0.19 

1.15 and 0.55 

1.09 3.08 

4-1 – 4-2 8 2 0.6 and 0.29 

3.15 and 1.52 

5.62 29.50 

4-1 – 4-3 2 3 0.9 and 0.43 

4.5 and 2.17 

2.41 12.07 

4-3 – 4-4 15 4 0.9 and 0.43 

5.0 and 2.42 

15.17 84.37 



108 
 

4-4 – 4-5 10 1 0.41 and 0.19 

1.15 and 0.55 

4.70 13.24 

4-4 – 4-6 13 2 0.6 and 0.29 

3.15 and 1.52 

8.85 46.43 

4-6 – 4-7 15 3 0.9 and 0.43 

4.5 and 2.17 

15.17 75.90 

4-6 – 4-8 6 4 0.9 and 0.43 

5.0 and 2.42 

6.45 35.93 

4-4 – 4-9 10 1 0.41 and 0.19 

1.15 and 0.55 

4.70 13.24 

4-9 – 4-10 2 2 0.6 and 0.29 

3.15 and 1.52 

1.61 8.45 

4-9 – 4-11 8 3 0.9 and 0.43 

4.5 and 2.17 

4.41 42.14 

4-9 – 4-12 15 4 0.9 and 0.43 

5.0 and 2.42 

15.16 84.37 

4-12 – 4-13 6 1 0.41 and 0.19 

1.15 and 0.55 

2.93 8.25 

4-12 – 4-14 15 2 0.6 and 0.29 

3.15 and 1.52 

10.12 53.14 

4-3 – 4-15 6 3 0.9 and 0.43 

4.5 and 2.17 

6.45 32.32 

4-15 – 4-16 6 4 0.9 and 0.43 

5.0 and 2.42 

6.45 35.49 

4-15 –  4-17 6 1 0.41 and 0.19 

1.15 and 0.55 

2.93 8.25 

 

4.6 Analysis of Results 

4.6.1 Voltage profile analysis without DG and EV 

integration  
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The result of the LV network simulation is analysed during the minimum and 

average loading conditions, respectively. For each of these loading 

conditions, two scenarios are considered and discussed. The first scenario is 

the basic or normal scenario. In this scenario, the simulation of the LV 

network is carried out using the existing network parameters. The network 

parameters such as the overhead conductor sizes, line impedances and the 

load spread across the network have not been altered. In the second 

scenario (reinforced scenario), the LV network is reinforced, hence the 

impedance value of the various branches of the LV network is recalculated 

as an improvement for all the voltage profiles where the consumers are 

connected. The result of this improvement at minimum loading conditions is 

presented in Table 4.2 with the values highlighted in red indicating violations 

of the acceptable voltage limits. 

 

Table 4.2. Per unit voltage values of both scenarios in minimum loading of the 

network – red highlighted values indicate violations. 

Node Connection 

Points 

Basic Scenario 

Voltage Profiles (p.u.) 

Reinforced Scenario 

Voltage Profiles (p.u.) 

A 1 1.04 

B 0.99 1.01 

C 0.98 0.99 

D 0.94 0.96 

E 0.93 0.96 

F 0.92 0.95 

G 0.92 0.91 

H 0.94 0.95 

I 0.93 0.95 

J 0.93 0.95 

K 0.93 0.95 

L 0.92 0.95 

M 0.92 0.95 

N 0.91 0.94 
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O 0.98 0.99 

P 0.98 0.99 

Q 0.98 0.99 

 

The per unit voltage value across each node using the existing and 

recalculated impedance value at minimum loading conditions indicates that 

there is violation of the acceptable voltage limits of 1.06 p.u. (+6%) and 

0.94 p.u. (-6%) of the declared nominal voltage in Nigeria. In the basic 

(normal) scenario, nodes E, F, G, I, J, K, L, M and N are in violation of the 

voltage limits whereas only node G (Node 4-6 – 4-7 in Table 4.1) is in 

violation of the voltage limits in the reinforced scenario.  

  

The behaviour of the network voltage across the various nodes assuming an 

average daily load profile of all consumers is shown in Fig. 4.7 and Fig. 4.8. 

This network profile is without the connection of EVs and DGs. The upper 

voltage limit of 1.06 p.u. is not reached for the scenarios considered in this 

study. In the voltage results, only the lower operating voltage limit of 0.94 

p.u. is shown on the labels. 

 

 

Fig. 4.7. Basic scenario average loading voltage profile. 
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Fig. 4.8. Reinforced scenario average loading voltage profile. 

 

 

For both scenarios, without EV integration in the network, the average 

loading results indicate that voltage profiles at points D to Q and D to N 

exceeded the acceptable threshold range for basic and reinforced scenario 

respectively. The obtained voltage profile is however typical for some LV 

networks in Nigeria due to network overloading and other such challenges 

previously highlighted in section 4.3.2. 

 

In Fig. 4.7, with the original network impedance in the LV network, the 

maximum voltage drop occurs at points G, L and N corresponding to nodes 

(4-6 – 4-7, 4-9 – 4- 12, & 4 -12 – 4- 14) respectively due to large number 

of consumers and hence large consumption (see Table 4.1), and also due to 
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instance, point “G” (node 4-6 – 4-7) experienced a voltage drop of up to 

35%. In Fig. 4.8, resulting from the modification of the cable impedance, a 

voltage improvement of up to 10% at these critical loaded points was 
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located closer to the distribution substation transformer and also have the 

smallest number of consumers in the entire network with minimal 

consumption, as can be observed in Table 4.1. 

 

As was observed by [81], power outages and interruptions are a frequent 

occurrence in Nigeria especially at the distribution level. Also, resulting from 

insufficient power generation capacity and electricity access rate, some 

parts of the country engage in frequent load shedding arrangements. In 

view of this peculiar Nigerian situation, the LV network is modified to reflect 

a more likely scenario where each consumer operates at a minimum loading. 

Fig. 4.9 and Fig. 4.10 displays how the various connection points are 

affected when each consumer has minimal demand in the LV network. To 

highlight the obvious improvements recorded, voltage results of each node 

during the existing (basic or normal) and reinforced scenarios when each 

consumer follows their minimum fixed demand are also presented in Table 

4.2. 

 

 

Fig. 4.9. Basic scenario minimum loading voltage profile. 
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Fig. 4.10. Reinforced scenario minimum loading voltage profile. 

 

 

The results in Fig. 4.9 illustrate that although there is still violation of the 

acceptable limits, however, some node connection points in the LV network 

remained within acceptable operating voltage. In Fig. 4.10, besides node G, 

all the other points are well within the acceptable limits with most of the 

points showing an improvement of up to 2-4%. With the optimised cable 

impedances, the simulation results show that voltage profiles are more 
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voltage control measures can be provided across the LV network as a further 

improvement.  

 

Studies [197, 198] demonstrated that EV charging stations can be 

supported with either wind, PV or a combination of both generations in the 

HV/MV side of the network. Such units act as backup units to balance the 

generation and supply at the point of EV charging. In this study, charging 

of EVs from renewables was considered and a small-scale wind turbine 

(SSWT) was considered. Using parameters of a commercially available 

SSWT designed for an urban environment, the wind turbines are modelled 

and implemented in PSCAD/EMTDC. The SSWT are positioned close to the 

charging points to provide local voltage mitigation measures and facilitate 

EV and charger unit connection near the congested and critical busbars 

points in the LV network. Although SSWT are modelled and connected near 

the busbars where the EV charging units are connected, however, to provide 

additional generation to offset the energy use resulting from EVs charging, 

a larger DG unit can also be connected near the main substation.  

 

4.6.2 Impact of DG and EV integration on the steady 

state voltage  

In this section, the results of integrating a DG unit along with two different 

EV charging modes and two categories of EV users’ types are presented. 

The network voltage profile with the improved and optimised cable 

impedances (reinforced scenario) is used. The objective is to see how the 

network feasibility changes under different network conditions. Table 4.3 

shows the EV charging modes and categories of EV users considered in this 

study.  
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Table 4.3. Electric vehicle parameters used in the network. 

Type of EV Users EV User Type 1 EV User Type 2 

Type of charger Slow speed chargers Fast speed chargers 

Charging power 2 kW at each station 10 kW at each station 

Connection point C, I and O A and Q 

 

As captured in Table 4.3, two categories of EVs users and two types of 

chargers are simulated in the LV network. The first category of EV users 

(user type 1) represents residential consumers who are using slow charging 

located at their residential outlets or public slow charging outlets at points 

C, I and O. The second category of EV users (user type 2) represents 

commercial fleet charging outlets that require fast speed charging due to 

their busy daily routines. The second type of chargers are connected at 

outlet points A and Q. The EV loads are modelled as a constant PQ load in 

the network. 

 

The underlining assumptions used in this study is that there are five vehicles 

at each of the various charging outlets (C, I, O, A and Q). Considering this 

assumption, there are a total of 15 cars at connection points (C, I and O) 

and 10 cars at connection points (A and Q) respectively. Using the charging 

power per vehicle of 2 kW and 10 kW for the slow speed chargers and fast 

speed chargers respectively, the charging demand exerted at points (C, I 

and O) and points (A and Q) are 30 kW and 100 kW respectively. The total 

number of cars connected to the network and the cumulative load exerted 

on the network are 25 and 130 kW respectively. With this considerations, 

local mitigation measures by means of connecting a small-scale domestic 

wind turbines into the network near the charging stations to support and 

facilitate the connection of EVs is simulated. The results are illustrated and 

discussed in Fig. 4.11 and Fig. 4.12 respectively. 

 



116 
 

The results of the voltage profiles after the addition of two different EV 

charger types and a 2.5 kW, 3 bladed horizontal axis SSWT unit in the 

network are compared. Points C, I and O had an additional total demand of 

30 kW due to simultaneous charging of 15 vehicles altogether, whereas 

points A and Q had an additional total demand of 100 kW due to the charging 

of 10 vehicles simultaneously. These charging demands were exerted onto 

the base demand of the LV network. 

 

 

Fig. 4.11. Reinforced scenario average loading voltage profile with EV types and 
wind turbine connected. 

 

 
 

Fig. 4.12. Reinforced scenario minimum loading voltage profile with EV types and 

wind turbine connected. 
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In Fig. 4.11, the integration of EVs and DGs into the LV network during 

average loading conditions is presented. The results indicate that nodes D 

to N exceeded the acceptable voltage limits, therefore charging EVs during 

peak demand or average load demand is not practicable. However, EVs can 

be charged in the network during off-peak hours. In Fig. 4.12, the voltage 

profile result during period of minimum loading is illustrated. Clearly, 

besides node point G, L, M and N, all the other node points are within the 

acceptable limits when EVs are charged. However, with EVs and DGs 

connected, only node point G is in violation of the acceptable limit. This 

violation as previously explained is as a result of the long distance of this 

point from the substation. 

 

It can be seen from Fig. 4.12 that EV charging stations with local DG units 

facilitate the charging of EVs and improve the stability of the system by 

keeping the connection points within the acceptable operating limits, with 

the exception of one node. A further analysis showed that at minimum 

network loading condition, the highest improvement in the voltage profile 

was observed at point G. Here the voltage was improved by up to 4% after 

the connection of a 10-kW small-scale domestic wind turbine. The DG units 

were connected at points C, I, O, A, Q and G, with 5 of these points 

indicating where the EVs were charged, whereas the 6th point (G) was 

chosen since the previous results (see Fig. 4.8 and Fig. 4.10) showed that 

voltage violation occurs due to high consumption of electricity by many 

consumers in that point.  

 

In summary, the results presented show how the voltages profiles of a 

typical Nigerian LV network are affected at minimum and average loading 

conditions with and without the integration of EVs and DGs. Furthermore, 

the results emphasized the importance of connecting small-scale DG units 

at the points where the demand associated with the charging of EVs is higher 
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than the base network demand. It can also be concluded that increasing the 

sizing and capacity of these wind turbines will allow for a further voltage 

improvement; however, with recent technological improvements in PVs, 

these could be more suitable to be connected as an alternative to wind 

turbines. 

  

4.6.3 Voltage and harmonic modelling study using 

variable load profiles  

In this section, using the variable load profiles of different consumers, the 

voltage and harmonic analysis with EVs integrated into the network is 

performed.  

 

The loads on feeder Z (Fig. 4.3) were modelled using the 'lumped load PQ 

model' in PSCAD/EMTDC tool and the node points represented by the symbol 

'N'. Each connection node on the nodal diagram (Fig. 4.13) serves a different 

number of consumers. Residential consumers are connected on nodes 1 to 

14, while commercial consumers are connected on nodes 15 and 16. In 

total, 125 consumers are connected to feeder Z. The number of consumers 

and the various connection nodes are presented in Table 4.4 while the 

consumers daily load profiles is presented in Fig. 4.14. 

 

An analysis of both Table 4.4 and Fig. 4.14 indicates that node connection 

points N2, N7, N11 and N13 have larger number of residential properties 

hence, resulting in the equivalent aggregated lumped demand being higher. 

The peak and the minimum demand for both residential and commercial 

buildings is experienced between 18:00 and 19:00, and between 03:00 and 

06:00, respectively. To further reduce the complexity of the EV scenario 

analysis, the 24-hour load profiles was broken into six different 4-hour 
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intervals. For instance, the average of the aggregated demand between 

00:00 and 04:00 is calculated and shown as the demand between 00–04h. 
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Fig. 4.13. Nodal representation of feeder circuit Z. 

 

Table 4.4. Feeder circuit Z topology. 

Nodes (N) Number of Consumers Connection Node 

N1–N2 12 2 

N2–N3 10 3 

N3–N4 10 4 

N4–N5 8 5 

N3–N6 6 6 

N2–N7 12 7 

N7–N8 9 8 

N8–N9 8 9 

N7–N10 8 10 

N10 –N11 9 11 

N10–N12 10 12 
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N9–N13 11 13 

N9–N14 10 14 

N14–N15 1 15 

N14–N16 1 16 

 

 

 

 

Fig. 4.14. Daily load profiles of the aggregated distribution feeder circuit Z 
consumers. 

 

4.6.3.1 Scenario description with EV chargers 

 

Different charging scenarios are implemented at various time intervals into 

different parts of the network as shown in Table 4.5. To illustrate a more 

realistic outcome, mixed EV-charging activities was adopted to cater for the 
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diverse needs of motorists. The location of the charge points was determined 

by their proximity to the transformers and the type of consumers. For 

example, slow-speed domestic chargers were provided for EV charging in 

most residential node points, while for commercial node points, fast and 

rapid chargers were equally provided. The study assumes in the second 

column of Table 4.5 that the numbers of EVs corresponds to the number of 

charging points and charging is at maximum power. 

 

The charging hours are determined based on the charging durations and 

charging frequency of customers. The impact of these charging activities is 

compared to the baseload of the network (without EVs) and a detailed 

analysis focusing on the network voltages and harmonics is presented in the 

next section. 

 

Table 4.5. Charging connection scenarios. 

Charger Point Charger Speed Justification Time of Day 

N2 
2 x Slow 

1 x Fast 

Mixed charging activities after 

work hours 
20:00–00:00 

N3 2 x Slow Overnight residential charging 00:00–08:00 

N6 1 x Slow Mostly residential area 16:00–20:00 

N8 2 x Slow Proximity to commercial area 20:00–00:00 

N9 1 x Fast 
Commercial charging during 

early work hours 
08:00–12:00 

N10 2 x Slow Overnight residential charging 00:00–04:00 

N11 1 x Slow Residential charging 12:00–16:00 

N13 1 x Slow Residential charging 16:00–20:00 

N14 
2 x Fast 

1 x Fast 

Proximity to commercial 

activities 

08:00–12:00 

20:00–00:00 

N15 
1 x Fast 

1 x Rapid 
Hub of commercial activities 

12:00–16:00 

16:00–20:00 

N16 
1 x Fast 

1 x Rapid 
Hub of commercial activities 

12:00–16:00 

16:00–20:00 



122 
 

4.6.4 Voltage profile analysis with and without EV 

integration  

Fig. 4.15 to Fig. 4.17 shows the simulation results indicating the daily 

voltage fluctuations with and without EVs. The nodal voltages between 

00:00 and 08:00 are studied in Fig. 4.15. The voltage loss caused as a result 

of EV connection to the network is negligible. This is evidently due to the 

minimal network demand and the presence of a 3-kW slow-speed chargers 

only. 

 

 

Fig. 4.15. Nodal voltage profiles between 00–04h (top) and 04–08h (bottom). 

 

In Fig. 4.16 and Fig. 4.17, the nodal voltages between other intervals of the 

day are captured. Expectedly, due to higher feeder demand and the 

presence of high-powered EV chargers, larger voltage fluctuations is 

experienced. Also, following the connection of the various charging 



123 
 

scenarios, the minimum voltage is 0.99 p.u. and 0.96 p.u. near the 

commercial nodes (N14–N16) between 08:00–12:00 and 16:00–20:00, 

respectively. However, it’s worth mentioning that the voltage violations 

limits are not reached in the feeder. 

 

 

Fig. 4.16. Nodal voltage profiles between 08–12h (top) and 12–16h (bottom). 

 

 

Fig. 4.17. Nodal voltage profiles between 16–20h (top) and 20–00h (bottom). 
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4.6.5 Voltage drop with a slow-speed single-phase 

charger 

The voltage drops after a single-phase battery charger is connected between 

nodes N3–N6 is analysed in Fig. 4.18. The voltage drop is negligibly small 

— represented by the green line. 

 

 

Fig. 4.18. Voltage drop along the line with the slow-speed battery charger. 

 

4.6.6 Harmonic and transient analysis 

Harmonics are distortions in the nominal voltage and current waveforms 

conveyed by nonlinear loads that may compromise the power quality and 

efficiency of the system. Recognising and monitoring of harmonics in order 

to avoid distribution network operating concerns and equipment 

deterioration is important [199]. The summation of all higher order 

harmonics determines the degree of Total Harmonic Distortion (THD), as 

expressed in (4.2).  

 

      𝑇𝐻𝐷 =
√𝑉2

2+𝑉3
2+𝑉4

2+⋯+𝑉𝑛
2

𝑉1
 × 100%                 (4.2) 
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Where:- 

𝑛 is the harmonic order number.  

(𝑉𝑛) is the root-mean square (RMS) voltage of the nth order harmonic. 

 

The necessity of using filters to reduce harmonics resulting from the 

increased use of power electronic interfaced technologies, such as battery 

chargers and photovoltaic systems in microgrids and distribution networks 

have been investigated by many researchers [200]. One of the ways to 

minimising harmonic distortion and eliminate undesirable frequency 

components brought into the grid is by the designing of an appropriate LC 

filter circuit (consisting of inductors and capacitors). 

 

4.6.6.1 Design of LCL filters  

 

The first 'L' in an LCL filter for a grid-connected rectifier (𝐿𝑟𝑒𝑐), is determined 

by using (4.3) [201-204]: 

 

       𝐿𝑟𝑒𝑐 =
𝑉𝐷𝐶

8×𝑓𝑠𝑤×𝐼𝑝𝑝
    (4.3) 

 

Where:-  

(𝑉𝐷𝐶) is the DC-link voltage (kV). 

(𝑓𝑠𝑤) represents the rectifier's switching frequency (kHz). 

(𝐼𝑝𝑝) is the peak-to-peak amplitude of the ripple current (kA).  

 

The peak-to-peak amplitude of the ripple current may be calculated as 

follows [201]: 

 

     𝐼𝑝𝑝 =
𝑆𝑏𝑎𝑠𝑒

√3×𝑉𝐿−𝐿,𝑟𝑚𝑠
× √2 × 20%    (4.4) 
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Where:-  

(𝑆𝑏𝑎𝑠𝑒) is the rectifier's base rating (kVA).  

(𝑉𝐿−𝐿,𝑟𝑚𝑠) is the RMS line-to-line voltage at the point of charge and filter  

(i.e., between the grid and the rectifier terminal).  

 

The multiplication of the peak-to-peak current with 20% is carried out, since 

the amplitude of the ripple current is assumed to be 20% of the nominal 

rated current as per design criteria [201-204]. Also, by multiplying the ripple 

current's amplitude by the square root of two, the peak maximum current 

is derived. 

  

A cut-off frequency (𝑓𝑐𝑜), may then be chosen to provide adequate filtering 

up to the nth order. Equation (4.5) shows the sizing of the filter capacitance 

(𝐶𝑓𝑖𝑙𝑡𝑒𝑟), required to achieve a desired cut-off frequency. 

 

      𝐶𝑓𝑖𝑙𝑡𝑒𝑟 =
1

(2×𝜋×𝑓𝑐𝑜)2×𝐿𝑟𝑒𝑐
    (4.5) 

 

200 Hz was chosen as the (𝑓𝑐𝑜), which is a generic design requirement for 

grid applications with battery chargers [201]. 

 

As opined by [201, 204], to obtain a smoother voltage or current, additional 

design requirements, such as minimising oscillations in the output 

waveforms may be employed. This is achieved by the use of a damping 

circuit with damping capacitance, damping inductance, and damping 

resistance. Equations (4.6), (4.7), and (4,8) respectively show the 

calculation of each damping parameter. 

 

        𝐶𝑑𝑎𝑚𝑝 =
𝐶𝑓𝑖𝑙𝑡𝑒𝑟

2
    (4.6) 
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       𝐿𝑑𝑎𝑚𝑝 = 𝐿𝑟𝑒𝑐 × 5     (4.7) 

 

        𝑅𝑑𝑎𝑚𝑝 = √
𝐿𝑑𝑎𝑚𝑝

𝐶𝑑𝑎𝑚𝑝
    (4.8) 

In this research, the THD simulated measurements are made for phase 

current and voltage near the residential customers with a 3-kW AC charger, 

as well as for line current and voltage near the commercial customers with 

a 50-kW DC charger. Table 4.6 and Table 4.7 shows the harmonic content 

and THD measurements without and with chargers respectively. Harmonic 

distortion and the calculated THD for current and voltage are negligibly small 

without the battery chargers connected in the network. However, with 

battery chargers, the THD values for phase current and voltages are 5.6% 

and 39.5% respectively. The same measurements are repeated when a 

slow-speed charger is used to charge a 40-kWh Nissan Leaf SL at node N6. 

Simulation results indicating the harmonic distortion and transients resulting 

from the charging are shown in Fig. 4.19.  

 

Table 4.6. THD simulated measurements without battery chargers. 

Harmonic 

Order 

Phase 

Current 

(%) 

Phase 

Voltage 

(%) 

Line 

Current 

(%) 

Line 

Voltage 

(%) 

1st 100 100 100 100 

2nd 8e−8 0 7e−8 7e−8 

3rd  6e−8 0 5e−8 5e−8 

4th  5e−8 0 4e−8 4e−8 

5th  4e−8 0 3e−8 3e−8 

6th  4e−8 0 3e−8 3e−8 

7th  0.0004 0 0.0004 0.0004 

THD (%) 0.0004 0 0.0004 0.0004 
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Table 4.7. THD simulated measurements with battery chargers. 

Harmonic 

Order 

Phase 

Current 

(%) 

Phase 

Voltage 

(%) 

Line 

Current 

(%) 

Line 

Voltage 

(%) 

1st 100 100 100 100 

2nd 5.5 37.2 0.001 10e−6 

3rd  1.3 12.6 4.7 16.1 

4th  0.3 3.5 0.0002 7.9e−6 

5th  0.1 2.1 16.1 0.8 

6th  0.05 1.3 0.0001 5.2e−6 

7th  0.02 1.0 6.2 0.8 

THD (%) 5.6 39.5 17.7 16.1 

 

 

 

Fig. 4.19. Harmonic distortion in phase current (top) and voltage (down) at N6. 

 

It can be observed that the peak-to-peak amplitude of the current waveform 

is not constant in Phase A as it shows transients at the red circled points. 

Since the charger only affects the phase where it is connected to, the current 

in other phases are excluded. Also, it is noticed that while the voltages on 
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Phase B and C stays constant, the voltage on Phase A is subjected to 

transients and increased harmonics throughout the simulation. Transients 

are randomly dispersed since the battery current fluctuates during the 

charging process. 

 

Similar simulations are made when a fast-speed charger is connected at 

node point N14. In this case, the analysis only shows line current harmonics, 

since they are more severe because the battery charger withdraws current, 

creating distorted current waveforms that drive harmonic currents back into 

the network. Moreso, this situation causes an increase in the voltage drop 

across the system impedance, which results in voltage harmonics. 

Simulation results indicating current harmonic distortion due to charging are 

shown in Fig. 4.20. 

 

 

Fig. 4.20. Line current harmonic distortion due to commercial chargers at N14. 

 

4.6.7 Effect of filters on current harmonics 

Simulation results demonstrated that current harmonics increase 

significantly when the battery chargers are operational near the residential 

and commercial customers. THD measurements for all voltage and current 

waveforms surpass the IEEE harmonic threshold limit of 5% when the 

battery chargers are operational without the proposed filter deployment. 
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The effect of adapted filter design on the current harmonics observed along 

the line considering nodes N14–N16 with the operation of a 50-kW charger 

is compared and shown in Fig. 4.21.   

 

 

Fig. 4.21. Line current harmonics without (top) and with (below) LCL filters. 

 

Current distortion is more noticeable than voltage distortion between three 

phases (as seen in Fig. 4.19 and Fig. 4.21), which is mostly caused by third 

and fifth order harmonics. The findings in Fig. 4.21 indicate that when a 

filter is utilised, harmonic distortion in line current is significantly reduced. 

Without an LCL filter located near the three-phase battery charger, THD 

value of 20% was measured for line current. As shown by the bottom graph 

in Fig. 4.21, although the current waveform is still not perfectly sinusoidal; 

however, an LCL filter reduces THD in the current to 4%. 

 

4.7 Volt-VAr Optimization of the Distribution Network  

In this section, a Volt-VAr Optimization of the DN is performed following the 

high penetration of PVs. Using the variable load profiles of different 
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consumers on all three feeders, the optimisation is carried out. The detailed 

nodal representation of each of the three feeder circuits is shown in Fig. 4.5, 

Fig. 4.13 and Fig. 4.22 for feeder circuits X, Z and Y respectively. The 

merged feeder representation incorporating 10 distributed PV inverters 

operating at maximum power point tracking (MPPT) is presented in Fig. 

4.23. The connection nodes are still represented as ‘N’ with the various node 

branches serving different varied consumers. 
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Fig. 4.22. Nodal representation of feeder circuit Y. 
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Fig. 4.23. Merged nodal representation of feeder circuits X, Y and Z. 

 

4.7.1 Mathematical formulation of VVO 

The graph theory model has been adopted in the representation of a DN. 

The indexing of the nodes is such that ί ≔ {0,1,2, … , n}, where n is the 

total number of nodes in the network and Ǹ =  N\{0}. j is defined as an alias 

of ί. The substation node with voltage fixed to the nominal value is 

represented as node 0 and known as the slack bus. The time index is 

captured as 𝑡 ∈ T, where t = {1,2, … , T} for T time intervals. 

 

The complex voltage at node i is denoted by 𝑉𝑖,𝑡 = 𝑉𝑖,𝑡
𝑟𝑒 + 𝑗𝑉𝑖,𝑡

𝑖𝑚 at time t, hence 

|𝑉𝑖,𝑡| = 𝑉𝑖,𝑡 and the net complex current at time t injected at node i is 

represented as 𝐼𝑖,𝑡 = 𝐼𝑖,𝑡
𝑟𝑒 + 𝑗𝐼𝑖,𝑡

𝑖𝑚. The net complex power injected at node i at 

time t, which is the sum of the consumers load demand subtracted from the 
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substation power generation and PV is expressed as 𝑆𝑖,𝑡 = 𝑝𝑖,𝑡 + 𝑗𝑞𝑖,𝑡. The (ij)th 

element of the bus admittance matrix is captured as 𝐺𝑖𝑗 + 𝑗𝐵𝑖𝑗. 

 

The expression of the I-V distribution grid optimal power flow (DOPF) model 

in terms of the current-voltage relationship is presented in [205]. The 

underlining concept is the expression of network linearity such that the 

nonconvexities appear in the constraints relating bilinear terms in the load 

model [205]. Subject to some operating constraints, the model of the VVO 

for the DN is presented in equation (4.9) as a nonlinear programming 

problem (NLP). 

 

 

𝑂𝐹1 = 𝑚𝑖𝑛 ∑ ∑ 𝑝𝑖, 𝑡𝑡∈𝒯𝑖∈𝒩 .            (4.9) 

 

𝑂𝐹2 = 𝑚𝑖𝑛 ∑ ∑ (|𝑉𝑖,𝑡| − |𝑉0|)
2

𝑡∈𝒯𝑖∈𝒩′ .                       (4.10) 

 

The objective function 𝑂𝐹1 in equation (4.9) acts to minimise the total power 

loss in the DN and is equivalent to the sum of injections while the objective 

function 𝑂𝐹2 in equation (4.10) minimises the total voltage deviation in the 

DN. 

 

The various constraints taken into account are as follows: 

 

Current injection constraints 

 

𝐼𝑖,𝑡
𝑟𝑒 = ∑ 𝑉𝑗,𝑡

𝑟𝑒
𝑗:(𝑖,𝑗)∈Ɛ 𝐺𝑖𝑗 − 𝑉𝑗,𝑡

𝑖𝑚𝐵𝑖𝑗,        ∀𝑖 ∈ 𝒩, ∀𝑡 ∈ 𝒯   (4.11) 

 

𝐼𝑖,𝑡
𝑖𝑚 = ∑ 𝑉𝑗,𝑡

𝑟𝑒
𝑗:(𝑖,𝑗)∈Ɛ 𝐵𝑖𝑗 + 𝑉𝑗,𝑡

𝑖𝑚𝐺𝑖𝑗,        ∀𝑖 ∈ 𝒩, ∀𝑡 ∈ 𝒯  (4.12) 

 



134 
 

Power injection constraints 

 

𝑝𝑖,𝑡 = 𝑉𝑖,𝑡
𝑟𝑒𝐼𝑖,𝑡

𝑟𝑒 + 𝑉𝑖,𝑡
𝑖𝑚𝐼𝑖,𝑡

𝑖𝑚,       ∀𝑖 ∈ 𝒩, ∀𝑡 ∈ 𝒯   (4.13) 

        

𝑞𝑖,𝑡 = 𝑉𝑖,𝑡
𝑖𝑚𝐼𝑖,𝑡

𝑟𝑒 − 𝑉𝑖,𝑡
𝑟𝑒𝐼𝑖,𝑡

𝑖𝑚,       ∀𝑖 ∈ 𝒩, ∀𝑡 ∈ 𝒯   (4.14) 

 

The underlying grid model is represented as the I-V DOPF function in 

equation (4.11) to (4.14). In equation (4.15), the reactive power of the 

inverter which is limited by its nameplate and active power rating has been 

expressed.  

  

PV model 

 

(𝑞𝑖,𝑡
𝐺 )2 ≤ (𝑠𝑖

𝐺)2 − (𝑝𝑖,𝑡
𝐺 )2,    ∀𝑖 ∈ 𝒩, ∀𝑡 ∈ 𝒯   (4.15) 

Where; 

 𝑞𝑖
𝐺 is reactive power output of PV at node I at time t. 

 𝑠𝑖
𝐺  is Capacity of PV inverter at node I at time t. 

 𝑝𝑖
𝐺  is active power output of PV at node I at time t. 

 

Voltage bounds 

 

𝑉𝑖,𝑡
2 ≤ |𝑉𝑖,𝑡|

2
≤ 𝑉𝑖,𝑡

2 ,       ∀𝑖 ∈ 𝒩, ∀𝑡 ∈ 𝒯    (4.16) 

 

The various consumer voltages constrained to operate within the pre-

specified voltage boundaries is represented in equation (4.16). 

 

4.7.2 Case studies analysis 

The implementation of the VVO is carried out using the three distribution 

feeders of the LV-DN modelled in Fig. 4.3. The merged nodal representation 
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of feeders X, Y and Z is modelled in Fig. 4.23. Controlling the inverter 

reactive power and regulating the system voltage is being achieved by the 

VVO. In Fig. 4.24(a), an aggregated 1-hour resolution and time-series of 

the actual active and reactive power load demand for a day is presented. 

Furthermore, a 100% PV penetration operating at maximum power point 

tracking (MPPT) for a 4 kW system is assumed. The sizing of the PV system 

is such that the inverter’s apparent power capacity is 10% above the PV 

active power rating. The normalised data of the PV generation is presented 

in Fig. 4.24(b).   

 

 

Fig. 4.24. Load and PV profiles: (a) aggregate active and reactive load; (b) 
normalised PV daily performance. 
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Another objective of the VVO is to control the reactive power of the PV 

systems connected to the DN so as to regulate the nodal voltages within the 

acceptable declared nominal limits of 225.6 V (0.94 p.u.) and 254.4 V (1.06 

p.u.). The following case studies are considered in this research:  

 

• Case study 1, no VVO is implemented, hence, the PV reactive power 

is not utilised.  

• Case study 2, the VVO optimally dispatches the reactive power of the 

PV system by minimising the active power losses, i.e 𝑂𝑭_1.  

• Case study 3, the VVO optimally dispatches the reactive power of the 

PV system by minimising the voltage deviation of the consumer 

voltages from the nominal system voltage, i.e 𝑂𝑭_2. 

 

4.7.3 Case studies simulation results analysis 

The minimum and maximum nodal voltages of the distribution feeder is 

analysed over a 24 hour duration in Fig. 4.25. At about 12 noon, a 0.12% 

violation of the upper voltage limit is observed due to the high penetration 

of PV in Case study 1 Fig. 4.25(a). Also, due to a peak in demand at about 

19:00, the lower voltage limits of 0.23% is equally violated. The dotted lines 

in Fig. 4.25 indicates the upper and lower acceptable voltage limits 

respectively. During Case studies 2 and 3, the application of the VVO leads 

to a significant improvement in the voltage profiles as demonstrated in Fig. 

4.25(b) and Fig. 4.25(c). The consumers voltages are all within the 

acceptable limits. Also, the operation of the PV system is at MPPT during the 

control case study considered and no curtailment of the PV active power is 

required. The participation of the inverter in the VVO helped to regulate the 

system voltages and mitigate voltage violations through injection and 

absorption of the reactive power of the inverter. However, for very high 

penetration of residential PV systems into the Nigerian grid, and to avoid 
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undervoltage resulting from critical load demands, the utilisation of the 

reactive power capability of the PV inverter would be essential. 

 

In Table 4.8, the substation active and reactive power dispatch, the PV 

systems total reactive power dispatch, the total active power loss and the 

total voltage deviation over the days duration is presented. For Case study 

1, the high penetration of PV system in the network results in a reverse 

active power flow (indicated by the negative sign) of 1.328 MW to the 

substation while there’s an injection of 7.439 MVAr of reactive power from 

the substation. Such reverse power flow have significant impacts on the on 

load tap changer (OLTS) of the transformer. 

 

For the controlled Case studies 2 and 3, the reactive power resources of the 

inverter helps eliminate the reverse power flow associated with the high PV 

penetration culminating to the injection of 7.281 MW from the substation. A 

net total of 1.359 MVAr and 1.301 MVAr respectively are utilized from the 

inverter to regulate voltage within the acceptable limits. With this, the 

substation reactive power is further reduced by 19.8% and 18.9% 

respectively during Case study 2 and 3. Also, with the application of VVO, 

during the controlled case, the total active power loss did reduce from 0.437 

MW to 0.172 MW. Similarly, the deviation of consumer voltages from the 

nominal system voltage is reduced by 33.4% during these case studies.  
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Fig. 4.25. Minimum and maximum voltage profiles for (a) Case study 1, (b) Case 
study 2; (c) Case study 3. 
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Table 4.8. Substation power, Total Reactive power dispatch, Total active power 
loss and Total voltage deviation. 

 Case-1 Case-2 Case-3 

Substation active power (MW) -1.328 7.281 7.281 

Substation reactive power (MVAr) 7.439 5.839 5.898 

Total PV reactive power (MVAr) - 1.359 1.301 

Total active power loss (MW) 0.437 0.172 0.172 

Total voltage deviation (p.u.) 0.772 0.514 0.514 

 

4.8  Conclusion 

This chapter uses the PSCAD/EMTDC dynamic software tool to investigate 

the various voltage and power quality issues that the potential introduction 

of EVs and DGs into the real Nigerian distribution network could cause. Also, 

a VVO was performed to enable the inverter-based PV systems participate 

actively in voltage regulation by the provision of flexible reactive power 

support. 

 

A model of a real LV distribution system in Nigeria consisting of a 60 MVA 

3-phase 33 kV ideal voltage source, connected to a 15 MVA, 33/11 kV YY0 

transformers, and seven 11 kV outgoing feeder’s substation was developed 

and analysed. Using both fixed and variable load profiles, the simulation was 

performed using the PSCAD/ EMTDC power system analysis software at 

various levels of EV and DG integration. Different case studies were 

considered. Voltage profile results using fixed load profile indicated voltage 

violations at some specified nodes resulting from excessive load connection 

at those node points. However, with the variable load profiles and 

application of VVO, the voltages operated within the acceptable limits. 
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Although the voltage violations were within the acceptable regulatory limits 

in the case of variable load profiles, the introduction of various battery 

chargers did increase the harmonics, especially the current, hence violating 

the IEEE permissible harmonic threshold limits. The installation of a LCL 

filter helped to mitigate harmonic distortion below 5% in the network.  

 

Finally, to address the voltage concerns arising from high PV penetration, 

VVO was performed to enable the inverter-based PV systems participate 

actively in voltage regulation by the provision of flexible reactive power 

support. The VVO did improve the feeder voltage profile and reduced the 

active power losses in the network. With such improvements, the power 

system quality is enhanced, and the reliability of supply voltage guaranteed 

to the consumers. 

 

The major contribution of this chapter is: 

➢ A real Nigerian LV distribution network was modelled and simulated 
using  PSCAD/EMTDC considering both fixed and variable load profiles. 

➢ The modelled Nigerian LV network was used to perform dynamic 
analysis of the voltage and harmonic distortions with the introduction 
of DGs and EVs.   

➢ The impacts of the introduction of various charger types into the 
network was investigated, recommending the installation of filters to 
mitigate the increase in the harmonic distortions.   

➢ Recommendations were made for the distribution network operators to 
always maintain a secure and safe network operation with a significant 
increase in the load. 

➢ VVO was implemented to allow inverter-based PV systems to 
participate actively in voltage regulation and optimisation by providing 
flexible reactive power support. 
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CHAPTER 5  

5.0 BLACK START PROBLEM FORMULATION IN 

DISTRIBUTION NETWORK USING DERS 

5.1  Introduction 

A black start restoration (BSR) problem formulation method is presented in 

this chapter resulting from the frequent collapse of the Nigerian power grid 

discussed in previous chapters. This BSR method could be suitably applied 

in distribution management system (DMS) or microgrid control center 

(MGCC) to support in power system restoration operation. The formulated 

BSR problem was done as a dynamic optimisation problem to enable the 

effective coordination of the dispatching actions of the DERs along with the 

switching actions of RCSs over multiple decisions time steps. Having 

considered several linearisation techniques formulated by various 

researchers, the mixed-integer linear programming (MILP) technique was 

adopted and modelled to suit the nature of the BSR method developed. The 

simulation of the MILP model was achieved in MATLAB® using the IBM 

CPLEXTM solver. The results of this study have been peer reviewed and 

publish in [107, 206]. 

 

Power system restoration (PSR) using the bottom-up approach would 

usually involve using the power provided by the black start unit to power 

the generating stations and subsequently re-energising the various 

substations. The four categories of the black start units according to [126, 

127] are: hydroelectric units, diesel generator sets, aero-derivative gas 

turbine generator sets and larger gas turbines. 
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As noted in [134, 135], latest technology has indicated that distributed 

energy resources and remote controllable switches can be utilized for black 

start restoration for distribution systems and microgrids. For some critical 

loads, photovoltaic battery backup systems and energy storage systems can 

be used to provide the power required while RCSs can be programmed to 

interconnect these power sources with the consumer loads by opening and 

closing thus temporarily operating as a dynamic microgrid [156].  

 

Although there are ongoing research in the general area of black start, 

however, the use of DERs and plug-in electric vehicles in black start 

application is an emerging area. This chapter and the subsequent one  

therefore aims to assess the behaviour of the power system with a 

combination of renewable and non-renewable DERs as black start units, the 

system control during the power system restoration and the development 

of a viable restoration strategy that would permit a full-scale adoption of 

DERs without compromising the resilience of the power system. 

 

As described in Chapter 2, during service restoration, the residual load 

tends to be higher than the normal or pre-outage demand level resulting 

from thermostatically controlled loads [128]. These unpredictable 

uncertainties resulting from the continuously changing load demand under 

CLPU conditions entails making available additional reserves when carrying 

on with load restoration. Studying the effects of the system restoration on 

cold load pickup with and without DGs and ESSs is also the focus of this 

research. 

 

In the next section, the mathematical formulation of the BSR problem as a 

dynamic optimization problem is presented. This is followed by the 

introduction of the MILP model which is used to linearize the original 
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nonlinear dynamic optimization problem. Lastly, the solution methodology 

of the proposed modelled BSR method is presented. 

 

5.2  BSR Mathematical Problem Formulation 

According to [130, 207], the BSR problem can be formulated mathematically 

as a dynamic optimisation problem. [106] comprehensively documented the 

formulation principles which was adopted by [130] in the study. Using the 

same principles but with slight modifications, a similar BSR mathematical 

formulation has been adapted in this work. The dynamic optimization-based 

formulation addresses the issue of decision making over multiple time-step 

[207]. For example, the set points for controllable components such as; 

dispatchable DGs, controllable loads and controllable switches can be 

defined and optimised to meet various operational constraints for each time 

step. Also, the time horizon could be represented by a set of variables 

defined in discrete form; i.e., 𝑧𝑡 ∈ {𝑧0, 𝑧1, 𝑧2, … , 𝑧𝑁}. Assume 𝑁 to be the 

total number of time steps, then 𝑁 = 𝑇 ∆t⁄ , where ∆𝑡 is the length of each 

time step. Let 𝑥(𝑧𝑡) be defined as the state variable at time step 𝑧𝑡, and 𝑢(𝑧𝑡) 

as the control variable at time step 𝑧𝑡, 𝑓̃[𝑡, 𝑥(𝑧𝑡), 𝑢(𝑧𝑡)] as the transition 

equations determined by time step 𝑧𝑡, state variable 𝑥(𝑧𝑡) and control 

variable 𝑢(𝑧𝑡) , and �̃�[𝑧𝑡 , 𝑥(𝑧𝑡), 𝑢(𝑧𝑡)] as the objective function. Then, 

according to [207], the discrete-time dynamic optimization problem can be 

described as captured in equation 5.1; 

 

m𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑜𝑟 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑
𝑍0

𝑍𝑁 = 
𝑇

∆t  F̃[𝑍𝑡, x(𝑍𝑡), u(𝑍𝑡)]∆t    (5.1)  

 

𝑠.𝑡. 𝑥(𝑍𝑡+1) − 𝑥(𝑍𝑡) = �̃�[𝑍𝑡, 𝑥(𝑍𝑡), 𝑢(𝑍𝑡)] → Equation of motion/transition 

equation. 

(𝑍0) = 𝐴 (𝐴 𝑔𝑖𝑣𝑒𝑛), 𝑥(𝑍𝑁) = 𝑍(𝑇 𝑔𝑖𝑣𝑒𝑛, 𝑍 𝑓𝑟𝑒𝑒) → Transversality condition. 
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In the problem formulation, [207] asserted that the transition equation 

defines the inter-temporal (or inter-stage, inter-step) constraints among 

various variables, thereby relating the variables of different time steps. For 

instance, it would be expected that the difference of power output of DG 

between two consecutive steps should be smaller than a threshold (e.g., 

ramp rate constraint). Similarly, according to [207], transversality 

conditions defines the system operational conditions for each time step. For 

example, system model equations are typical transversality conditions. 

Furthermore, in order to facilitate the formulation of the BSR problem, [207] 

noted that three types of variables namely; time variables, state variables, 

and control variables are defined to formulate the dynamic optimization 

problems. A detailed illustrative example showing how the problem 

formulation based on dynamic optimization is achieved is presented in 

[130]. 

 

Mathematically, the BSR problem is formulated as:  

 

min F[𝐱(t), 𝐮(t)]       (5.2)  

 

s. t. Gi[𝐱(t), 𝐮(t)] ≤ 0, i = 1, … , m     (5.3)  

 

Hj[𝐱(t), 𝐮(t)] = 0, j = 1, … , n     (5.4)  

 

𝑡 ∈ {𝑍0, 𝑍1, 𝑍2,, … , 𝑍𝑁,},      (5.5)  

 

Where: 

𝒙(𝑡) represent the vector of state variables at each time instant. 

𝒖(𝑡) represent the decision variables at each time instant. 

𝐹[𝒙(𝑡), 𝒖(𝑡)] represents the objective function of the BSR problem, as 

a function of 𝒙(𝑡) and 𝒖(𝑡). 



145 
 

Equation (5.3) represents 𝑚 inequality constraints which can be magnitude 

limits for node voltage, capacity limits for DGs, etc. 

Equation (5.4) represents 𝑛 equality constraints such as power flow 

constraints.  

The objective and constraints functions are introduced in the next section. 

 

5.2.1 Objective function of the BSR problem 

Power system restoration is pivotal to the unlocking of a power system 

blackout. As described in [124], it is a multi-objective, multi-stage, multi-

variable and multi-constraint optimization issue which is full of non-linearity 

and uncertainty. Also, it is said to be a typical semi-structured decision-

making but without complete solution process [124]. However, the primary 

objective of power system restoration as opined by [125] is to enable the 

immediate return of normalcy to the entire network with minimal loss and 

impacts to power consumers. In the light of the above, the cardinal objective 

as observed by [208, 209] is usually defined to maximise the total restored 

energy during the considered time-frame. 

 

The objective function of the BSR problem can be formulated as: 

 

Max ∑ 𝑓(𝑷𝑙,𝑡
𝐿 , 𝑷𝑔,𝑡

∅ , 𝑸𝑔,𝑡
∅ , 𝑥𝑖𝑗,𝑡

𝐵𝑅 , 𝑥𝑙,𝑡
𝐿 ∆t),𝑡∈𝒯     (5.6) 

 

Where: 

𝑡 ∈ 𝒯 ≔ {1,2, … , 𝑇} represents the set of steps, and 𝑇 is the length of 

the horizon. 

𝑷𝑙,𝑡
𝐿  is a vector which represents the three-phase load demand on node 

𝑙 at step 𝑡.  
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𝑷𝑔,𝑡
∅  is a vectors representing the three-phase active power generated 

by a DG on node 𝑔 at time step 𝑡. 

𝑸𝑔,𝑡
∅  is a vectors representing the three-phase reactive power 

generated by a DG on node 𝑔 at time step 𝑡. 

(𝑥𝑖𝑗,𝑡
𝐵𝑅) is the switching state of a switchable line between node 𝑖 and 𝑗 

respectively, at time step 𝑡. 

 𝑥𝑙,𝑡
𝐿  is the energization level of a load at node 𝑙 at time step 𝑡. 

∆𝑡 is the time span between two successive steps.  

𝑓(⧫) is the function representing the restored load (e.g., in kW) as a 

result of the control variables. 

 

Consequently, equation (5.6) represents the total amount of load restored 

at all the considered steps; i.e., the total restored energy (e.g., in kWh) 

over the considered time-frame or horizon. 

 

5.2.2 BSR problem constraints 

For a black start solution to be considered as viable, some operational 

constraints must be well defined for all the components involved in the black 

start process such as;- transformers, switches, lines and loads. Some of the 

models and constraints required for the implementation of functional black 

start problem are well documented in [130] and include but not limited to 

the ones presented in Table 5.1. 

 

Table 5.1. Models and constraints of the BSR problem [130]. 

Category  Models and 

Constraints          

Description  

 

 

 

Power Flow Model 

Load Model: CLPU Load 

and ZIP Load 

Calculate voltage and line power, given 

an operating point 

Calculate the load demand 
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System Model 

Constraints 

Transformer/Voltage 

Regulator Mode 

Black Start DG Model 

Dispatchable DG Mode 

Renewable DG Model 

ESS Model 

Line Model Initial 

Condition 

 

Model the behaviour of transformer and 

voltage regulators 

 

Ensure that each component is 

connected and operated properly 

 

 

 

 

 

System 

Operational 

Constraints 

Line kVA Capacity 

Constraints 

Voltage Limit Constraints 

Max Step Load 

Constraints 

Describe the initial state of the system 

Ensure the apparent power going 

through each energised line is 

maintained below the thermal threshold 

Ensure the voltage magnitude of each 

energised bus is maintained within a 

permissible range 

Ensure the frequency stability 

 

 

 

 

 

DG/ESS 

Operational 

Constraints 

ESS Operation 

 

DG Current Unbalanced 

Operation 

DG Capacity Constraint 

DG Ramp Rate 

Constraint 

 

Ensure each ESS is operated properly 

Protect each three-phase black start DG 

from being damaged by unbalanced 

conditions 

Prevent a DG from being overloaded 

and changing its output too fast 

 

 

Topological 

Constraints 

Connectivity Constraint 

Sequencing Constraint 

Ensure the BSR sequence is feasible. 

Components are correctly connected 

Each isolated microgrid is in tree 

topology 
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5.3  Assumptions  

The major phases of power system restoration following a blackout event 

namely; preparation, network restoration and load restoration has been 

described in details in [128], and during power restoration, the main 

consideration is usually to restore supply to the network and timely connect 

consumers to the grid in the best possible manner. However, in real life 

application, this process and its outcome can be quite complicated and 

unpredictable. Hence incorporating all possible concerns in the BSR problem 

formulation becomes unrealistic. [130], did however make several 

reasonable assumptions, some of which were adopted, modified and 

presented in this research. 

 

• Between any two consecutive steps, the timeframe is assumed to be 

fixed. 

• All the loads under CLPU conditions are modelled as constant PQ 

loads. However, loads can also be modelled as ZIP (constant 

impedance (Z), constant current (I), and constant power (P)) loads. 

• For the control command to be timely performed for each time step, 

it is assumed that during the restoration process, a communication 

network is available and all the switches and DERs can be controlled 

remotely. Any component not controllable due to loss of 

communication is classified as a failed component. 

• The predicted power output of renewable DGs and load profile are 

accurate.  

• A restoration solutions that represent a series of operating points 

over multiple discrete time steps can be generated by the proposed 

method. In practice, the system operating conditions will 

continuously change from the operating point at one discrete step to 

the operating point at the next discrete step, due to continuously 
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changing variables such as energised loads under CLPU conditions. 

Therefore, it is necessary to assume that the intermediate system 

operating conditions always satisfy the constraints. 

5.4  MILP Formulation 

The MILP formulation for the modelled BSR problem is presented along with 

the nomenclature for various variables, parameters, and sets. Also 

presented is the objective function and various operational constraints. 

 

5.4.1 Objective Function  

The objective function is usually defined to maximise the total energy 

restored for each step considering the weight factor of each load 𝑙 (denoted 

as 𝛽𝑙
𝐿): 

 

Max ∑ ∑ ∑ 𝛽𝑙
𝐿 . 𝑝𝑙,𝑡

∅ ∆t𝜙𝜖{𝑎,𝑏,𝑐}𝑡𝜖𝐽𝑙𝜖ℒ     (5.7) 

 

and subject to the following constraints: 

• Linear three-phase power flow constraints. 

• DG current unbalance constraints. 

• Topological constraints. 

• Initial condition constraints. 

• Other constraints: line and transformer capacity constraint, DG output 

constraints, spinning reserve constraints, voltage limit constraints, 

ramp rate constraints, maximum load step constraints. 

5.4.2 Optimisation function  

The optimisation function expressed in equation 5.8 is used to capture all 

the variables used for the simulation and it is the same as equation 5.7. 
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𝛽𝑙
𝐿 . 𝑝𝑙,𝑡

∅ + 0𝑝𝑔,𝑡
∅  + 0𝑄𝑔,𝑡

∅  + 0𝑥𝑖𝑗,𝑡
𝐵𝑅 +  0𝑥𝑙,𝑡

𝐿   (5.8) 

 

5.4.3 System model 

The following system models were considered and used in the BSR analysis. 

Also, just like in most literatures, this study assumes a balanced three-phase 

distribution system. 

 

5.4.3.1 Power flow model 

The power flow model is required for the estimation of the node voltage 

magnitude and the line power which can be obtained by solving the nodal 

power balance equations. Using Kirchhoff’s circuit law (KCL), the formulation 

of the general form of power flow model for distribution system is presented 

in [210]. 

 

The power flow model taking into consideration the energisation status of 

each line at each time step is formulated along with the power balance 

constraints for each bus at each step. Hence, we have: 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅ +0𝑄𝑔,𝑡
∅ −𝑀𝑒𝑖𝑗

∅𝑥𝑖𝑗,𝑡
𝐵𝑅 +  0𝑥𝑙,𝑡

𝐿 ≤ −{(𝑈𝑖,𝑡 − 𝑈𝑗,𝑡) + 𝑀𝑒𝑖𝑗
∅ + �̃�𝑖𝑗𝑆𝑖𝑗

∗ + �̃�𝑖𝑗
∗ 𝑆𝑖𝑗}  

(5.9) 

 

𝑼𝑖,𝑡 − 𝑼𝑗,𝑡  ≤ Ž𝑖,𝑗𝑺𝑖𝑗,𝑡
∗ + Ž𝑖𝑗

∗ 𝑺𝑖𝑗,𝑡 + M(1 − 𝑥𝑖𝑗,𝑡
𝐵𝑅 )𝒆𝒊𝒋

∅
,     (5.10) 

 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅ +0𝑄𝑔,𝑡
∅ +𝑀𝑒𝑖𝑗

∅𝑥𝑖𝑗,𝑡
𝐵𝑅 +  0𝑥𝑙,𝑡

𝐿 ≤ (𝑈𝑖,𝑡 − 𝑈𝑗,𝑡) − (�̃�𝑖𝑗𝑆𝑖𝑗
∗ + �̃�𝑖𝑗

∗ 𝑆𝑖𝑗 − 𝑀𝑒𝑖𝑗
∅) 

(5.11) 

 

𝑼𝑖,𝑡 − 𝑼𝑗,𝑡  ≥ Ž𝑖,𝑗𝑺𝑖𝑗,𝑡
∗ + Ž𝑖𝑗

∗ 𝑺𝑖𝑗,𝑡 + M(1 − 𝑥𝑖𝑗,𝑡
𝐵𝑅 )𝒆𝒊𝒋

∅ , (i, j) ∈𝐵 𝑉⁄ , t ∈ 𝒯,  (5.12) 
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∑ 𝑝𝑙,𝑡
𝐿

𝑙:𝑙=𝑖,𝑙∈ℒ − ∑ 𝑝𝑔,𝑡
∅

𝑔:𝑔=𝑖,𝑔∈𝒢 +0𝑄𝑔,𝑡
∅ +0𝑥𝑖𝑗,𝑡

𝐵𝑅 + 0 𝑥𝑙,𝑡
𝐿 = ∑ 𝑝ℎ𝑖,𝑡

𝐵𝑅 − ∑ 𝑝𝑖𝑗,𝑡
𝐵𝑅

𝑗:(𝑖,𝑗)∈𝐵ℎ:(ℎ,𝑖)∈𝐵   

           (5.13) 

 

∑ 𝑷ℎ𝑖,𝑡
𝐵𝑅

ℎ:(ℎ,𝑖)∈𝐵 + ∑ 𝑷𝑔,𝑡
∅

𝑔:𝑔=𝑖,𝑔∈𝐺 = ∑ 𝑷𝑖𝑗,𝑡
𝐵𝑅

𝑗:(𝑖,𝑗)∈𝐵 + ∑ 𝑷𝑙,𝑡
𝐿

𝑙:𝑙=𝑖,𝑙∈ℒ ,  (5.14) 

 

0𝑝𝑙,𝑡
𝐿 +0𝑝𝑔,𝑡

∅ − ∑ 𝑄𝑔,𝑡
∅

𝑔:𝑔=𝑖,𝑔∈𝒢 +0𝑥𝑖𝑗,𝑡
𝐵𝑅 + 0𝑥𝑙,𝑡

𝐿 = ∑ 𝑄𝑙,𝑡
𝐿

𝑙:𝑙=𝑖,𝑙∈ℒ − ∑ 𝑄ℎ𝑖,𝑡
𝐵𝑅 +ℎ:(ℎ,𝑖)∈𝐵

∑ 𝑄𝑖𝑗,𝑡
𝐵𝑅

𝑗:(𝑖,𝑗)∈𝐵             

           (5.15) 

 

∑ 𝑸ℎ𝑖,𝑡
𝐵𝑅

ℎ:(ℎ,𝑖)∈𝐵 + ∑ 𝑸𝑔,𝑡
∅

𝑔:𝑔=𝑖,𝑔∈𝐺 = ∑ 𝑸𝑖𝑗,𝑡
𝐵𝑅

𝑗:(𝑖,𝑗)∈𝐵 + ∑ 𝑸𝑙,𝑡
𝐿

𝑙:𝑙=𝑖,𝑙∈ℒ ,  (5.16) 

 

(𝑖, 𝑗) ∈ 𝐵,∅ ∈ ∅
𝑖,𝑗

𝑡 ∈  𝒯    (5.17) 

 

Where: 

𝒆𝒊𝒋
∅  ∈ ℤ2

3 is the vector with binary entries to represent the phases.  

Assuming a single-phase line for branch (𝑖, 𝑗) (e.g., B-phase), then 

𝒆𝒊𝒋
∅ = [0,1,0]𝑇. 

𝑺𝑖𝑗,𝑡 = 𝑷𝑖𝑗,𝑡
𝐵𝑅 + 𝑸𝑖𝑗,𝑡

𝐵𝑅  is the vector of three-phase apparent power flowing 

from bus 𝑖 to 𝑗 through line (𝑖, 𝑗) at step t.  

(𝑷𝑙,𝑡
𝐿 + 𝑸𝑙,𝑡

𝐿 ) is the three-phase load demand on node 𝑖 at step t.  

 

Except voltage regulators and transformers, equations (5.10) and (5.12) 

ensures that the constraints are applied only to energised lines. M, which is 

a big number, should be carefully selected to ensure that the constraints are 

only valid when the line is energised. 
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5.4.3.2 Load models 

The loads in the distribution system are usually either wye-connected or 

delta-connected. In this research, only the load model under cold load pick-

up condition was developed.  

 

5.4.3.2.1 Load models under cold load pick-up condition 

To model the behaviour of load demands at the various time steps, a linear 

CLPU model has been proposed. According to [130], the formulation of the 

three-phase CLPU which can be calculated in an accumulative manner is 

given as: 

 

𝑷𝑙,𝑡
𝐿 = 𝑷𝑙

𝐿⨀(𝐒u𝑥𝑙,𝑡
𝐿 − 𝛴𝑘=1

𝑡  𝛥𝑷𝑙(𝑘)𝑥𝑙,𝑡−𝑘+1
𝐿 ), 𝑙 ∈ ℒ, t ∈ 𝒯,    (5.18) 

 

𝑸𝑙,𝑡
𝐿 = 𝑸𝑙

𝐿⨀(𝐒u𝑥𝑙,𝑡
𝐿 − 𝛴𝑘=1

𝑡  𝛥𝑸𝑙(𝑘)𝑥𝑙,𝑡−𝑘+1
𝐿 ), 𝑙 ∈ ℒ, t ∈ 𝒯,    (5.19) 

 

Where: 

𝑷𝑙
𝐿 , 𝑸𝑙

𝐿 are pre-outage three-phase active and reactive power of load l. 

𝐒u is the vector representing undiversified loading factor for load l. 

 

5.4.3.3 Voltage regulator and transformer model 

Besides having a fixed ratio, the transformer and the voltage regulator have 

similar models. Hence, a single-phase voltage regulator is modelled as an 

ideal transformer connected with an equivalent line representing the 

leakage impedance, while a three-phase voltage regulator is modelled by 

connecting three single-phase voltage regulators. 

 

5.4.3.4 Connectivity constraints for components 

The physical connections of each component with the system is described 

by the connectivity constraints and is mathematically modelled as a set of 

equality and inequality constraints.  
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5.4.3.4.1 Connectivity constraints for DGs 

Some of the rules governing the physical connections as it applies to 

different DGs types was elaborately enumerated in [130].  These according 

to [130] includes but not limited to: 

 

• Black start DGs start at first time step. 

• For a non-black start DG equipped with a switch, starting is enabled 

only if the terminal bus is energised. 

• For a non-black start DG whose connection is directly tie to the 

terminal bus, starting is initiated once the terminal bus is energised. 

• Non-participating DGs in the system restoration should not be 

energised. 

 

The mathematical representation of these rules is formulated by the 

following constraints: 

 

𝑥𝑔,𝑡
𝐺 ≤ 𝑠𝑔,𝑡

𝑁 , 𝔤 ∈ Ɠ (Ɠs⁄ υ ƓF), t ∈ 𝒯,    (5.20) 

 

𝑥𝑔,𝑡
𝐺 − 𝑥𝑔,𝑡−1

𝐺  ≥ 0, 𝔤 ∈ Ɠ, t ∈ 𝒯, t >  1   (5.21) 

 

𝑥𝑔,𝑡
𝐺 = 1, 𝔤 ∈ Ɠs ƓF⁄ , t ∈ 𝒯     (5.22) 

 

Equations (5.20) and (5.21) respectively ensures that a dispatchable DG 

without black start capability should be able to start only when it’s connected 

to an energised node and that once a DG is started, it cannot be tripped in 

the following steps. While equation (5.22) requires that the substation node 

and the black start DGs should be started at first step. The black start DGs 

capability to regulate voltage is formulated as:   
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𝑈𝑔,𝑡 = 1.0, 𝔤 ∈ Ɠs ƓF⁄ , t ∈ 𝒯     (5.23) 

 

5.4.3.4.2 Connectivity constraints for ESSs 

The connectivity constraints for ESSs are defined to allow for ESS to charge 

and discharge power only when its terminal node is energised. These 

constraints are formulated as: 

 

𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 + 𝑥𝑒,𝑡

𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑠𝑒,𝑡
𝑁 , 𝑒 ∈ 𝐸 EF⁄ , 𝑡 ∈ 𝒯,  (5.24) 

 

5.4.3.4.3 Connectivity constraints for loads 

According to [130], the connectivity constraints for loads include the 

following: 

 

• Loads can only be restored upon the energisation of the terminal 

buses. 

• Restoration of switchable loads occurs immediately the terminal bus 

is energised. 

• Once a load is restored, it shouldn’t be shed. 

 

The formulation of these constraints is as follows: 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡
∅  + 0𝑥𝑖𝑗,𝑡

𝐵𝑅 +  𝑥𝑙,𝑡
𝐿 ≤ 𝑠𝑙,𝑡

𝑁  (5.25) 

 

𝑥𝑙,𝑡
𝐿 ≤ 𝑠𝑙,𝑡

𝑁 , l ∈ ℒS ℒF⁄ , t ∈ 𝒯. (5.26) 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡
∅  + 0𝑥𝑖𝑗,𝑡

𝐵𝑅 + 𝑥𝑙,𝑡
𝐿 = 𝑠𝑙,𝑡

𝑁    (5.27) 

 

𝑥𝑙,𝑡
𝐿 = 𝑠𝑙,𝑡

𝑁 , l ∈  ℒ/, (ℒS υ ℒF), t ∈ 𝒯. (5.28) 
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𝑥𝑙,𝑡
𝐿 − 𝑥𝑙,𝑡−1

𝐿 ≥ 0, l ∈ ℒS, t ∈ 𝒯, t > 1. (5.29) 

 

Equation (5.26) requires that a switchable load should be energised only 

when it’s connected to an energised node. For non-switchable load, equation 

(5.28) ensures that its gets energised immediately when it connects to an 

energised node. Equation (5.29) requires that once a load is restored, it 

cannot be tripped again.  

 

𝑥𝑛𝑙,𝑡
𝐿 ≤ 𝑥𝑐𝑙,𝑡

𝐿 , 𝑐l, 𝑛l ∈  ℒ/ℒF, t ∈ 𝒯, (5.30) 

 

In addition, equation (5.30) provides that an optional constraint can be used 

to ensure that a set of loads (e.g., critical loads) can be restored prior to 

another set of loads. Hence, equation (5.30) ensures that once all critical 

loads are fully restored, non-critical loads can be restored. The subscripts 𝑐l 

in equation (5.30) represents a particular critical load, and 𝑛l represents a 

particular non-critical load.   

 

5.4.3.4.4 Connectivity constraints for lines 

The connectivity constraints for lines are summarily expressed as [130]: 

 

• For a switchable line to be closed, one of the terminal buses needs to 

be energised. 

• A terminal bus is energised immediately once a non-switchable line is 

closed. 

• After being energised, a line cannot be tripped. 

 

The mathematical formulation of the constraints is expressed as follows: 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡
∅  + 𝑥𝑖𝑗,𝑡

𝐵𝑅 +  0𝑥𝑙,𝑡
𝐿 ≤ 𝑠𝑖,𝑡

𝑁  (5.31)  
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𝑥𝑖𝑗,𝑡
𝐵𝑅 ≤ 𝑠𝑖,𝑡

𝑁 , (𝑖, 𝑗) ∈ 𝔅S 𝔅F⁄ , t ∈ 𝒯,   (5.32) 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡
∅  + 𝑥𝑖𝑗,𝑡

𝐵𝑅 +  0𝑥𝑙,𝑡
𝐿 ≤ 𝑠𝑗,𝑡

𝑁  (5.33) 

 

𝑥𝑖𝑗,𝑡
𝐵𝑅 ≤ 𝑠𝑗,𝑡

𝑁 , (𝑖, 𝑗) ∈ 𝔅S 𝔅F⁄ , t ∈ 𝒯,   (5.34) 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡 

∅ + 0𝑄𝑔,𝑡
∅  + 𝑥𝑖𝑗,𝑡

𝐵𝑅 + 0𝑥𝑙,𝑡
𝐿 = 𝑠𝑖,𝑡

𝑁  (5.35) 

 

𝑥𝑖𝑗,𝑡
𝐵𝑅 = 𝑠𝑖,𝑡

𝑁 , (𝑖, 𝑗) ∈  𝔅/ (𝔅S υ 𝔅F), t ∈ 𝒯,  (5.36) 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡 
∅ + 𝑥𝑖𝑗,𝑡

𝐵𝑅 + 0𝑥𝑙,𝑡
𝐿 = 𝑠𝑗,𝑡

𝑁   (5.37) 

 

𝑥𝑖𝑗,𝑡
𝐵𝑅 = 𝑠𝑗,𝑡

𝑁 , (𝑖, 𝑗) ∈  𝔅/ (𝔅S υ 𝔅F), t ∈ 𝒯,  (5.38) 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡
∅  − 𝑥𝑖𝑗,𝑡

𝐵𝑅 +  0𝑥𝑙,𝑡
𝐿 ≤ −𝑥𝑖𝑗,𝑡−1

𝐵𝑅  (5.39) 

 

𝑥𝑖𝑗,𝑡
𝐵𝑅 − 𝑥𝑖𝑗,𝑡−1

𝐵𝑅 ≥ 0, (𝑖, 𝑗) ∈ 𝔅S 𝔅F⁄ , t ∈ 𝒯, t > 1.  (5.40) 

 

Equations (5.32) and (5.34) ensures that both end nodes of a switchable 

line are energised if a switchable line is energised. Equations (5.36) and 

(5.38) makes provisions such that non-switchable lines are immediately 

energised once one of the end nodes is energised. Equation (5.40) 

guarantees that once a line is energised, it cannot be tripped. 

 

5.4.3.5 Initial condition constraints 

The energisation status of the damaged or non-damaged participating 

components is described by the initial condition constraints. The conditions 

describing the initial condition constraints is expressed as: 

• At first time step, all lines are opened. 



157 
 

𝑥𝑖𝑗,𝑡
𝐵𝑅 = 0, (𝑖, 𝑗) ∈ 𝔅S 𝔅F⁄ , t = 1. (5.41) 

 

• Non-participating DGs and ESS are kept de-energised. 

𝑥𝑔,𝑡
𝐺 = 0, 𝑔 ∈  ƓF, t ∈ 𝒯.  (5.42) 

 

𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 + 𝑥𝑒,𝑡

𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 = 0, 𝑒 ∈ ℰF, 𝑡 ∈ 𝒯.  (5.43) 

 

• A non-energised load should remain de-energised. 

𝑥𝑙,𝑡
𝐿 = 0, 𝑙 ∈  ℒF, t ∈ 𝒯  (5.44) 

 

• A line that is damaged or disconnected and hence cannot perform 

reclosing continues to be de-energised. 

 

𝑥𝑖𝑗,𝑡
𝐵𝑅 = 0, (𝑖, 𝑗) ∈ 𝔅F, t ∈  𝒯   (5.45) 

 

• Nodes that are damaged stays de-energised. 

𝑠𝑖,𝑡
𝑁 = 0, 𝑖 ∈ ƝF, t ∈  𝒯  (5.46) 

5.4.4 System operational constraints 

For the restoration process to be successfully implemented, various 

operational constraints must be satisfied. For instance, the voltage and the 

frequency of the energised system must be maintained at their acceptable 

nominal declared values. Hence in the following subsections, some of the 

models required to satisfy the various operational constraints are presented.  

 

5.4.4.1 Transformer and line capacity constraints 

The kVA rating of the transformer is used in determining its maximum 

permissible kVA capacity while the ampacity of the line at the rated voltage 

is used to determine the maximum permissive kVA of the line respectively. 

Hence it is assumed in this research that the loading of the line and 
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transformer does not exceed the maximum permissible capacity for each 

phase. 

 

5.4.5 DG operational constraints 

5.4.5.1 DG current unbalance constraints 

To avoid overheating, the three-phase DGs operating under unbalanced 

conditions should satisfy the unbalance constraint [211].  

 

5.4.5.2 DG ramp rate constraints 

The DG ramp rate constraints usually requires two consecutive steps for 

each DG and is normally expected to be within the acceptable range. These 

constraints can be described as: 

 

−𝑥𝑔,𝑡
𝐺  . 𝑃𝑔

𝑅𝐴𝑀𝑃 . Δt ≤ ∑ 𝑃𝑔,𝑡
𝜙

𝜙∈{a,b,c} − ∑ 𝑃𝑔,𝑡−1
𝜙

𝜙∈(𝑎,𝑏,𝑐) ≤ 𝑥𝑔,𝑡
𝐺  . 𝑃𝑔

𝑅𝐴𝑀𝑃 . Δt, 𝔤 ∈

Ɠ, t ∈ 𝒯, t >  1,       (5.47) 

 

Where: 

𝑃𝑔
𝑅𝐴𝑀𝑃is the maximum ramp rate for DG g. 

 

The output active and reactive power of the energised DG shall be 

maintained within the rated capacity. 

 

𝑥𝑔,𝑡
𝐺  . 𝑃𝑔

𝑚𝑖𝑛 ≤ ∑ 𝑃𝑔,𝑡
𝜙

𝜙 ≤ 𝑥𝑔,𝑡
𝐺  . 𝑃𝑔

𝑚𝑎𝑥 ,    (5.48) 

 

𝑥𝑔,𝑡
𝐺  . 𝑄𝑔

𝑚𝑖𝑛 ≤ ∑ 𝑄𝑔,𝑡
𝜙

𝜙 ≤ 𝑥𝑔,𝑡
𝐺  . 𝑄𝑔

𝑚𝑎𝑥, 𝔤 ∈ Ɠ, t ∈ 𝒯,  (5.49) 

 

Where:  

 𝑃𝑔
𝑚𝑖𝑛 is minimum value of active output of DG g. 
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 𝑃𝑔
𝑚𝑎𝑥 is maximum value of active output of DG g. 

  𝑄𝑔
𝑚𝑖𝑛 is minimum value of reactive output of DG g. 

 𝑄𝑔
𝑚𝑎𝑥 is maximum value of reactive output of DG g. 

 

These constraints also force the output of the de-energised DG to zero. 

Additionally, for dispatchable DG operating at fixed power factor, an optional 

constraints can be added thus; 

 

tan (arccos𝜑𝑔) . ∑ 𝑃𝑔,𝑡
𝜙

𝜙 − ∑ 𝑄𝑔,𝑡
𝜙

𝜙 = 0, 𝑔 ∈ Ɠ Ɠs⁄ , 𝑡 ∈, 𝒯  (5.50) 

 

Where: 

𝜑𝑔 is the fixed power factor for DG g. This constraint doesn’t apply to 

the substation node or the black start DG. 

 

5.4.6 ESS operational constraints 

To adequately control an ESS, [212] proposed that a set of operational 

constraints should be adopted. These constraints can be described as given 

below for a single ESS: 

 

𝑃𝑒
𝐶𝐻_𝑚𝑖𝑛𝑥𝑒,𝑡

𝐸𝑆𝑆_𝐶𝐻 ≤ 𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 ≤ 𝑃𝑒

𝐶𝐻_𝑚𝑎𝑥𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻,  (5.51) 

 

𝑃𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑖𝑛𝑥𝑒,𝑡

𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑃𝑒

𝐷𝐼𝑆𝐶𝐻_𝑚𝑎𝑥𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻, (5.52) 

 

𝑄𝑒
𝐶𝐻_𝑚𝑖𝑛𝑥𝑒,𝑡

𝐸𝑆𝑆_𝐶𝐻 ≤ 𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 ≤ 𝑄𝑒

𝐶𝐻_𝑚𝑎𝑥𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻,  (5.53) 

 

𝑄𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑖𝑛𝑥𝑒,𝑡

𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑄𝑒

𝐷𝐼𝑆𝐶𝐻_𝑚𝑎𝑥𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻, (5.54) 

 

𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 +  𝑥𝑒,𝑡

𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑠𝑒,𝑡
𝑁     (5.55) 
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𝑆𝑂𝐶𝑒,𝑡
𝐸𝑆𝑆 = 𝑆𝑂𝐶𝑒,1

𝐸𝑆𝑆 + η𝑒
𝐸𝑆𝑆_𝐶𝐻𝑃𝑒,𝑡

𝐸𝑆𝑆_𝐶𝐻Δt −
1

η𝑒
𝐸𝑆𝑆𝐷𝐼𝑆𝐶𝐻

𝑃𝑒,𝑡
𝐸𝑆𝑆𝐷𝐼𝑆𝐶𝐻Δt, t = 1, (5.56) 

 

𝑆𝑂𝐶𝑒,𝑡
𝐸𝑆𝑆 = 𝑆𝑂𝐶𝑒,𝑡−1

𝐸𝑆𝑆 +  η𝑒
𝐸𝑆𝑆_𝐶𝐻𝑃𝑒,𝑡

𝐸𝑆𝑆_𝐶𝐻Δt −
1

η𝑒
𝐸𝑆𝑆𝐷𝐼𝑆𝐶𝐻

𝑃𝑒,𝑡
𝐸𝑆𝑆𝐷𝐼𝑆𝐶𝐻Δt, t ≥ 2, (5.57) 

 

𝑆𝑂𝐶𝑒
𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶𝑒,𝑡

𝐸𝑆𝑆 ≤ 𝑆𝑂𝐶𝑒
𝑚𝑎𝑥, 𝑒 ∈ ℰ ℰF⁄ , 𝑡 ∈ 𝒯,  (5.58) 

 

Where: 

𝑃𝑒
𝐶𝐻_𝑚𝑖𝑛 𝑎𝑛𝑑 𝑃𝑒

𝐶𝐻_𝑚𝑎𝑥  are minimum and maximum active charging power 

for ESS e. 

  𝑃𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑖𝑛 𝑎𝑛𝑑 𝑃𝑒

𝐷𝐼𝑆𝐶𝐻_𝑚𝑎𝑥 are minimum and maximum active 

discharging power for ESS e. 

  𝑄𝑒
𝐶𝐻_𝑚𝑖𝑛 𝑎𝑛𝑑 𝑄𝑒

𝐶𝐻_𝑚𝑎𝑥are minimum and maximum absorbed 

reactive power for ESS e.  

𝑄𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑖𝑛 𝑎𝑛𝑑 𝑄𝑒

𝐷𝐼𝑆𝐶𝐻_𝑚𝑎𝑥 are minimum and maximum generated 

reactive power for ESS e. 

 η𝑒
𝐸𝑆𝑆_𝐶𝐻 and η𝑒

𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 are charging and discharging efficiency for ESS 

e. 

 𝑆𝑂𝐶𝑒
𝑚𝑖𝑛 𝑎𝑛𝑑 𝑆𝑂𝐶𝑒

𝑚𝑎𝑥 are minimum and maximum state of charge (SOC) 

for ESS e.  

 

The energy stored in ESS is defined as the state of charge. The active and 

reactive power when charging and discharging is being limited by equations 

(5.51) to (5.54). The charging and discharging of an ESS can only be 

achieved when the connected node is energised. This process is made 

possible by equation (5.55). Also, the charging and discharging of an ESS 

cannot be carried out simultaneously.  
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5.4.7 Topological constraints 

A series of rules which ensures the feasibility of a BSR sequence is described 

by the topological constraints. These rules which are based on the inter-

temporal relationship among binary decision variables are defined for lines 

and nodes. Since most distribution system are operated using radial 

topology, this research adopts the tree topology which allows a bidirectional 

flow of power.  

As noted in [130], the topological constraints can be expressed using the 

following rules: 

 

• A bus block not connected to any black-start DG or substation can 

be energised by any lines connected to this bus. 

• A bus block de-energised at step t – 1 and energised at step t, must 

be energised by at least one switchable line at step t. 

• Each switchable line can only be energised if at least one of its end 

buses is energised at the previous interval. 

• To avoid loop formation, if both end buses of a switchable line are 

energised, then the line cannot be closed. 

 

The mathematically translation of these rules is represented by the following 

constraints:  

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡
∅ − ∑ 𝑥𝑖𝑗,𝑡

𝐵𝑅
𝑖𝑗 +  0𝑥𝑙,𝑡

𝐿 ≤ ∑ 𝑥𝑘𝑖,𝑡
𝐵𝑅

𝑘𝑖    (5.59) 

 

𝑠𝑖,𝑡
𝑁 ≤ ∑ 𝑥𝑖𝑗,𝑡

𝐵𝑅
𝑖: (𝑖,𝑗)∈𝒞 + ∑ 𝑥𝑘𝑖,𝑡

𝐵𝑅
𝑖: (𝑘,𝑖)∈𝒞 , i ∈  𝒦, t ∈  𝒯 (5.60) 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡
∅ − ∑ 𝑥𝑖𝑗,𝑡

𝐵𝑅
𝑖𝑗 +  0𝑥𝑙,𝑡

𝐿 ≤ −∑ 𝑥𝑖𝑗,𝑡−1
𝐵𝑅 − ∑ (𝑥𝑘𝑖,𝑡−1

𝐵𝑅 −𝑥𝑘𝑖,𝑡−1
𝐵𝑅 )𝑖𝑗𝑖𝑗 + 1 + 𝑀𝑠𝑖,𝑡−1

𝑁                 

            

           (5.61) 
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∑ (𝑥𝑖𝑗,𝑡
𝐵𝑅

𝑖: (𝑖,𝑗)∈𝒞 − 𝑥𝑖𝑗,𝑡−1
𝐵𝑅 ) + ∑ (𝑥𝑘𝑖,𝑡

𝐵𝑅
𝑖: (𝑘,𝑖)∈𝒞 − 𝑥𝑘𝑖,𝑡−1

𝐵𝑅 ) ≤ 1 + 𝑀𝑠𝑖,𝑡−1
𝑁 , i ∈ 𝒦, t ∈  𝒯, t >  1

            

           (5.62) 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡
∅  + 𝑥𝑖𝑗,𝑡

𝐵𝑅 +  0𝑥𝑙,𝑡
𝐿 ≤ 𝑠𝑖,𝑡−1

𝑁 + 𝑠𝑗,𝑡−1
𝑁    (5.63) 

 

𝑥(𝑖,𝑗),𝑡
𝐵𝑅 ≤ 𝑠𝑖,𝑡−1

𝑁 + 𝑠𝑗,𝑡−1,
𝑁 (𝑖, 𝑗) ∈ ℬs, t  ∈ 𝒯, t >  1 (5.64) 

 

0𝑝𝑙,𝑡
𝐿 + 0𝑝𝑔,𝑡

∅  + 0𝑄𝑔,𝑡
∅  + 𝑥𝑖𝑗,𝑡

𝐵𝑅 +  0𝑥𝑙,𝑡
𝐿 ≤ (𝑠𝑖,𝑡

𝑁 − 𝑠𝑖,𝑡−1
𝑁 ) + (𝑠𝑗,𝑡

𝑁 −𝑠𝑗,𝑡−1
𝑁 ) − 𝑥𝑖𝑗,𝑡−1

𝐵𝑅  (5.65)  

 

(𝑠𝑖,𝑡
𝑁 − 𝑠𝑖,𝑡−1,

𝑁 ) + (𝑠𝑗,𝑡
𝑁 − 𝑠𝑗,𝑡−1,

𝑁 )  ≥  𝑥(𝑖,𝑗),𝑡
𝐵𝑅 − 𝑥(𝑖,𝑗),𝑡−1

𝐵𝑅 , (𝑖, 𝑗) ∈ ℬs, t  ∈ 𝒯, t >  1 (5.66) 

 

5.4.8 Formulation of matrix equation for CPLEX 

To enhance the presentation in MATLAB environment and retain the CPLEX 

acceptable format, the power flow model incorporating both the inequality 

and equality constraints is created in a simple matrix form 𝐴𝑥 = 𝐵, where A 

and B are the matrix and 𝑥 is also a matrix containing variables of the 

objective function. The various limits for the variables have been expressed 

in the boundary conditions. 
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[
 
 
 
 
 
 
 
 
 
 0 0 0 𝑀𝑒𝑖𝑗

∅ 0

0 0 0 −𝑀𝑒𝑖𝑗
∅ 0

0 0 0 0 1
0 0 0 1 0
0 0 0 1 0
0 0 0 −1 0
0 0 0 −𝑆𝑥𝑖𝑗,𝑡

𝐵𝑅 0

0 0 0 𝑆𝑥𝑖𝑗,𝑡
𝐵𝑅 0

0 0 0 1 0
0 0 0 1 0]

 
 
 
 
 
 
 
 
 
 

[
 
 
 
 
 
 
𝑝𝑙,𝑡

𝐿

𝑝𝑔,𝑡
∅

𝑄𝑔,𝑡
∅

𝑥𝑖𝑗,𝑡
𝐵𝑅

 𝑥𝑙,𝑡
𝐿 ]

 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 −{(𝑈𝑖,𝑡 − 𝑈𝑗,𝑡) + 𝑀𝑒𝑖𝑗

∅ + �̃�𝑖𝑗𝑆𝑖𝑗
∗ + �̃�𝑖𝑗

∗ 𝑆𝑖𝑗}

(𝑈𝑖,𝑡 − 𝑈𝑗,𝑡) − (�̃�𝑖𝑗𝑆𝑖𝑗
∗ + �̃�𝑖𝑗

∗ 𝑆𝑖𝑗 − 𝑀𝑒𝑖𝑗
∅)

𝑠𝑙,𝑡
𝑁

𝑠𝑙,𝑡
𝑁

𝑠𝑗,𝑡
𝑁

−𝑥𝑖𝑗,𝑡−1
𝐵𝑅

∑ 𝑥𝑘𝑖,𝑡
𝐵𝑅

𝑘𝑖

−∑ 𝑥𝑖𝑗,𝑡−1
𝐵𝑅 − ∑ (𝑥𝑘𝑖,𝑡−1

𝐵𝑅 −𝑥𝑘𝑖,𝑡−1
𝐵𝑅 )

𝑖𝑗𝑖𝑗
+ 1 + 𝑀𝑠𝑖,𝑡−1

𝑁

𝑠𝑖,𝑡−1
𝑁 + 𝑠𝑗,𝑡−1

𝑁

(𝑠𝑖,𝑡
𝑁 − 𝑠𝑖,𝑡−1

𝑁 ) + (𝑠𝑗,𝑡
𝑁 −𝑠𝑗,𝑡−1

𝑁 ) − 𝑥𝑖𝑗,𝑡−1
𝐵𝑅

]
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

[
 
 
 
 
 
 ∑ 𝑝𝑙,𝑡

𝐿

𝑙:𝑙=𝑖,𝑙∈ℒ
−∑ 𝑝𝑔,𝑡

∅

𝑔:𝑔=𝑖,𝑔∈𝒢
0 0 0

0 0 ∑ 𝑄𝑔,𝑡
∅

𝑔:𝑔=𝑖,𝑔∈𝒢
0 0

0 0 0 0 1
0 0 0 1 0
0 0 0 1 0]

 
 
 
 
 
 

[
 
 
 
 
 
 
𝑝𝑙,𝑡

𝐿

𝑝𝑔,𝑡
∅

𝑄𝑔,𝑡
∅

𝑥𝑖𝑗,𝑡
𝐵𝑅

 𝑥𝑙,𝑡
𝐿 ]

 
 
 
 
 
 

=

[
 
 
 
 
 
 
 ∑ 𝑝ℎ𝑖,𝑡

𝐵𝑅 − ∑ 𝑝𝑖𝑗,𝑡
𝐵𝑅

𝑗:(𝑖,𝑗)∈𝐵ℎ:(ℎ,𝑖)∈𝐵

∑ 𝑄𝑙,𝑡
𝐿

𝑙:𝑙=𝑖,𝑙∈ℒ
− ∑ 𝑄ℎ𝑖,𝑡

𝐵𝑅 + ∑ 𝑄𝑖𝑗,𝑡
𝐵𝑅

𝑗:(𝑖,𝑗)∈𝐵ℎ:(ℎ,𝑖)∈𝐵

𝑠𝑙,𝑡
𝑁

𝑠𝑖,𝑡
𝑁

𝑠𝑗,𝑡
𝑁

]
 
 
 
 
 
 
 

 

Bounds:  

0 ≤ 𝑝𝑙,𝑡
𝐿 ≥ 𝑃𝑙𝑜𝑎𝑑_𝑚𝑎𝑥 

 𝑥𝑔,𝑡
𝐺 . 𝑃𝑔𝑒𝑛_𝑚𝑖𝑛 ≤ 𝑝𝑔,𝑡

∅ ≥ 𝑃𝑔𝑒𝑛_𝑚𝑎𝑥 

 𝑥𝑔,𝑡
𝐺 . 𝑄𝑔𝑒𝑛_𝑚𝑖𝑛 ≤ 𝑄𝑔,𝑡

∅ ≥ 𝑄𝑔𝑒𝑛_𝑚𝑎𝑥 

0 ≤ 𝑥𝑖𝑗,𝑡
𝐵𝑅 ≥ 1 

0 ≤  𝑥𝑙,𝑡
𝐿 ≥ 1 
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5.5 Methodological Solution of the BSR 

The hub of the BSR solution method is the mixed-integer linear 

programming technique which has been adopted and modelled in this study. 

As a dynamic optimisation problem, the determination of the state and 

decision variables must be at each time step to facilitate the coordination of 

the dispatching actions of the DERs along with the switching actions of RCSs. 

The simulation of the MILP model was implemented in MATLAB using the 

IBM CPLEX solver. 

 

The flow chart of the black start power restoration sequence following a 

blackout event is presented in Fig. 5.1. 
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Fig. 5.1. Black start power restoration sequence following a blackout event. 
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When a blackout event occurs, the backup supply is immediately triggered 

so that critical facilities can still operate with minimum disruption. The ADMS 

coordinates the inputs from the various real time tools and sends signals 

regarding fault type and location. The magnitude of the outage is identified 

during this analysis phase and all parties updated on the blackout status. 

The ground maintenance crew deployed to fault locations provides regular 

updates as repairs progresses. Resulting from the successful repairs, the 

black start procedure is initiated. A systematic load restoration is carried out 

with attention paid to CLPU. The entire process is structured to follow a 

series of if-else conditions. The process is ended if all yes conditions are 

successful else the loop continues until the yes condition is satisfied.  The 

detailed BSR implementation framework as well as the structured flowchart 

of its implementation is presented in Fig. 5.2. 

 

The architectural framework adopted for the sequential execution of the 

modelled BSR solution is succinctly described as captured in the flowchart. 

Using MATLAB, the MILP model was implemented and solved using the IBM 

CPLEX solver. The procedural steps that were deployed are discussed in 

detail. 

 

The distribution system load model data such as load demand 𝑃𝑙,𝑡0
∅ + 𝑗𝑄𝑙,𝑡0

∅ , 

load type, load status, type of load connection, load location, weight 

coefficients β𝑙
𝐿, and CLPU parameters S𝑙

𝑈, S𝑙
𝐷, 𝛼𝑙 , 𝐷𝑙 were obtained and 

inputted in MATLAB. Also inputted are the system model parameters for the 

bus, node, line, transformer, and generator data respectively. The 

parameters for the DGs as well as that of the ESS are also obtained and 

inputted.  
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The formulation of the objective function using the load weight coefficients 

β𝑙
𝐿 is implemented followed by the system model as well as the system 

operational constraints. The DGs and the ESS operational constraints along 

with the topological constraints’ formulation are introduced. With the 

complete formulation of the MILP model, the IBM CPLEX solver is activated 

in MATLAB and called to run the simulation. The generated solution by the 

CPLEX solver is further sent to MATLAB for processing. In MATLAB, the 

various variables (power flow results, objective values, control sequence, 

etc.,) obtained in the solution are collected and assembled together. 

 

Select K, H, Δt

AMI

Output 

 problem not 

solved 

Update solution set to 

incorporate the newly 

generated solution 

sol (k) = sol (k - 1)

NO

START

K = 1

Initialise solution 

set sol(k) = {}

Is K = 1?

YES

let Tk = Tk-1 + Δt
Set initial 

condition as 
specified for T0

Read load, generator, line 
and renewable data at k

Formulate MILP

model in MATLAB

Solve the MILP using 

CPLEX solver in MATLAB 

environment

Is problem 

solved?

YES

NO Manually 

Terminate

K = k + 1

Is k ˂ K?

YES
NO

End

YES

NO

 

Fig. 5.2. Black start restoration implementation methodology flowchart. 
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At time T0, the BSR method is assumed to be initialised, with a fixed 

horizontal length H, having a maximum iteration number K. Next, a 

structured object sol {} which stores all control action is created in MATLAB. 

This is in the form of dummy cells for example xbr = zeros (48, k). MATLAB 

interprets these instructions to mean that the values will be in 48 by k matrix 

and replaces the dummy values with the real values as the simulation 

progresses. At time T, which is T0 for the initial condition constraints, the 

first iteration begins. It is important for the initial condition constraints to 

be identical with the decision variables determined in the previous iteration. 

The next procedure requires reading of the load, generator, line and 

renewable energy data into the BSR model. It is expected that at the end of 

each iteration, assuming a valid solution outcome, sol {} should be updated 

to include the solution obtained from the current horizon. A solution is 

reached when there is no further change in the optimised value. This value 

can be reached before the end of the horizon. The horizon is designed to 

accommodate each step of restoration of actual constructive actions, thus it 

can be adjusted depending on the result. The adjustment can be manually 

or reprogrammed as the case may be otherwise, the problem cannot be 

solved by the MILP solver.  

 

5.6 BSR Implementation Coding in MATLAB 

The coding of the Power flow model of the matrix equation for CPLEX 

incorporating both the inequality and equality constraints was formulated in 

MATLAB and used for the BSR simulation in Chapter 6. 
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5.7 Conclusion   

The BSR problem was mathematically formulated as a dynamic optimisation 

problem using the formulation principles established by [207] and adopted 

by [130]. The dynamic optimisation-based formulation addresses the issue 

of decision making over multiple time-step. Also, a restoration strategy 

capable of improving the resilience of the power grid in the unlikely events 

of a blackout was developed. The uniqueness of the developed black start 

restoration sequence is the real time coordination of the restoration process 

by employing the advanced distribution management system. Lastly, the 

detailed BSR implementation framework as well as the structured flowchart 

of its implementation was presented. 

 

The major contribution of this chapter is as follows: 

➢ The BSR problem was formulated as a dynamic optimisation problem 
capable of determining the dispatching actions of DERs and the 
switching actions of RCSs over several time steps.  

➢ The mixed-integer linear programming technique was adopted and 
modelled to linearised the nonlinear dynamic optimisation problem 
which was capable of being solved by commercial software such as IBM 
CPLEX [213] and GUROBI [214] as noted by [130]. 

➢ A power flow model of the matrix equation for CPLEX incorporating both 
the inequality and equality constraints was formulated in MATLAB and 
used for the BSR simulation in Chapter 6. 

➢ A unique restoration sequence capable of improving the resilience of 
the power grid in the unlikely events of a blackout was developed along 
with the structured flowchart used in implementing the BSR solution 
framework. 
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CHAPTER 6  

6.0 BLACK START PERFORMANCE ANALYSIS ON NIGERIAN 

POWER NETWORK 

6.1  Introduction  

To validate the proposed black start restoration method developed in 

Chapter 5, the Nigerian 48-bus system was used in a case study to assess 

its performance. The choice of the Nigerian 48-bus system for this research 

was intentional because of the frequent blackout events and load shedding 

the country has continued to experience. The results of this research 

addresses an important gap in the state of the art especially in the part of 

the world where blackouts are a reoccurring concern. The test system model 

and the various simulation results of the load restoration performance 

analysis are presented in this chapter. The results of this study have been 

peer reviewed and published in [215]. 

 

6.2  Modelled Test System 

The Nigerian 48-bus system which was modelled in NEPLAN is used as the 

simulated test system to assess the performance of the proposed BSR 

method. NEPLAN Electricity is a software tool which is used to plan, analyse, 

optimise and simulate electrical network. The friendly graphical user 

interface makes it easier for users to model and simulate their case studies 

efficiently. The line diagrams and respective data were obtained from the 

Transmission Company of Nigeria (TCN). The model of the Nigerian 48-bus 

system modelled in NEPLAN is presented in Fig. 6.1. 
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Fig. 6.1. Model of Nigerian 48-bus system modelled in NEPLAN. 

 

6.2.1 Test system description 

The Nigerian 48-bus system consists of the various generating stations and 

transmission system interconnectivity. As reported in [216], the 

transmission system currently comprises of 5523.8 km of 330 kV, 6801.49 

km of 132 kV, 32 substations of 330/132 kV with total installed transformer 

capacity of 7688 MVA. The average available capacity on the 330/132 kV is 

7364 MVA. The geographical structure of TCN as well as the various data 

set used in the system modelling of the Nigerian 48-bus system are provided 

in Appendix F. Using the available information, and by making necessary 

inference, the model of the 48-bus system was developed and built in 

NEPLAN and used to implement the black start analysis. 
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The projected load switching possibility of the participating generators in the 

network are tabulated in terms of switching time in Table 6.1. Participating 

transmission lines routes taken to switch the various desired loads are 

included in Tables G.1 to G.20 (in Appendix G). These Tables show the 

possible switching routes of the various loads on the different transmission 

substation (TS) buses by participating generators in the network. The 

switching sequence of the various loads during restoration takes into 

consideration the anticipated drop for all the restoration route and choses 

the route with least voltage and frequency drop. Also taken into 

consideration is the optimal restoration time for the load which is important 

as well as the quality of the power supply during restoration.  

 

Table 6.1. Possible switching time of load by generators. 

S/N Bus 

 

Name Time step from generator to load considering the entire network (min) 

   G 1 G 2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 

1 3 Jebba TS 2 2 4 2 3 6 4 6 8 8 4 6 7 7 

2 6 Oshogbo TS 3 3 3 3 2 5 3 5 7 8 3 5 6 6 

3 7 Ayede TS 4 4 2 4 3 7 4 6 8 9 4 6 7 7 

4 8 Ikeja West TS 4 4 2 4 3 5 2 4 6 7 2 4 5 5 

5 10 Ganmo TS 3 3 4 3 3 7 4 6 8 9 4 6 7 8 

6 11 Kaduna TS 4 4 6 2 4 5 6 6 8 8 6 6 7 7 

7 12 Katampe TS 4 4 6 2 4 5 6 6 8 8 6 8 7 7 

8 13 Gwagwalada TS 4 4 6 2 5 4 6 5 6 8 6 5 6 6 

9 18 Okearo TS 5 5 5 3 5 4 5 3 4 5 7 2 5 5 

10 19 Benin TS 6 6 4 6 5 3 4 2 4 6 2 2 3 3 

11 21 Jos TS 5 5 7 3 6 7 7 7 5 6 7 7 5 6 

12 22 Lokoja TS 5 5 7 2 6 3 6 4 6 8 4 4 5 5 

13 24 Onitsha TS 7 7 5 7 6 4 5 3 3 5 3 3 2 2 

14 25 Ajaokuta TS 6 6 5 4 6 2 5 3 5 7 3 3 4 4 

15 28 Makurdi TS 6 6 8 4 7 7 8 6 4 5 6 6 4 5 

16 30 New Heaven TS 8 8 6 6 7 5 6 4 4 5 4 4 3 3 

17 34 Aladja TS 8 8 6 8 7 5 6 2 6 8 4 2 5 8 
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18 35 Ugwuaji TS 7 7 7 5 8 6 6 5 3 4 5 5 3 4 

19 39 Ikot Ekpene TS 8 8 6 5 8 6 7 5 2 3 5 5 2 4 

20 40 Adiabor TS 9 9 9 9 10 8 9 7 3 2 7 6 3 5 

 

6.2.2 Modelled system sectioning  

For analytical expediency, the 48-bus system is sectioned into five regions 

namely: Shiroro, Oshogbo, Benin, Enugu and Port Harcourt (see Fig. F1 in 

Appendix F). These regions are intentionally sectioned to accommodate 

the operating sectors of the distribution companies since the sectioning of 

the distribution sector are for convenience and ease of loads controllability. 

The modelling of these various regions in NEPLAN is presented in Fig. 6.2 to 

Fig. 6.6. 

 

 

Fig. 6.2. Sectional model of Nigerian 48-bus system showing Shiroro region. 

 

 



174 
 

 

 

 

Fig. 6.3. Sectional model of Nigerian 48-bus system showing Oshogbo region. 
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Fig. 6.4. Sectional model of Nigerian 48-bus system showing Benin region. 
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Fig. 6.5. Sectional model of Nigerian 48-bus system showing Enugu region. 
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Fig. 6.6. Sectional model of Nigerian 48-bus system showing Port Harcourt 

region. 

 

Table 6.2 shows the energy generation, energy transfer and the load 

availability in the different regions. In this study, (see Table 6.3), Abuja, 

Kaduna and Jos are added to the Shiroro region, while Ibadan, Ikeja and 

Eko are considered as Oshogbo region. 
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Table 6.2. Power generation and transfer [217]. 

 

 

The 48-bus system comprising of generation, transmission and load buses 

are sectioned into the various regions as captured in Table 6.3. Also included 

in Table 6.3 is the potential future PV installation in the different regions. 

The PV installations closest to the buses are considered to participate 

directly in the BSR, while the PV installations that are farther from the buses 

are considered as energy reserves, and by extension deployed as an 

additional generating capacity of the region. The optimal PV rating is 209 

MW, and from Table 6.2, Jos also receives 442 MW from the grid. 

 

 

 Generation (MW) Load (MW) Power Transfer 

 

  MW From To MW 

1 Ikeja 1349 1250  4 1 965 

2 Ibadan 590 1225  4 2 462 

3 Abuja 1950 745  4 3 0 

4 Benin 2280 1273  4 9 636 

5 Kaduna 200 590  8 4 491 

6 Jos 100 442  7 4 766 

7 Enugu 840 1090  2 1 1286 

8 PH 3443 946  3 2 171 

9 Eko 0 1320  3 5 1217 

10 Kano 9 705  5 10 0 

11 Yola 0 309  10 6 0 

 Nigeria 10761 9896  5 6 46 

 Export 387   6 3 1068 

 PV 0   8 7 1296 

 Total load 10283   7 6 844 

 NIPP 1340   6 11 269 

     1 9 258 
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Table 6.3. Power generation and consumption regions [217]. 

S/N TCN regions and sectors Bus Load Generator 

    

  P (MW) Q 

(MVAr)             

(MW) 

1 Shiroro Kainji GS G2  1   600  

Kainji SS  2   55  

Jebba TS  3 260 119   

Jebba SS  4     

Shiroro SS  5     

Katampe TS  12 201 107 50  

Shiroro GS G4  20   600  

Jebba GS G1  15   607  

KVK (sokoto)     55  

Gurara (Niger)     30  

 Abuja  Ajaokuta TS  25 120 70   

Lokoja TS  22 100 60 80  

Gwagwalada TS  13 120 65 100  

Geregu SS  33     

Geregu GS G6  36   634  

Afrinergia Solar     50  

LR Aaron (Abuja) PV     100  

Middle Band Solar 

(kogi) 

    100  

 Kaduna Kaduna TS  11 102 51 605  

Anjeed Kafachan 

Solar (Nassarawa) 

    100  

EN Consult (Kaduna) 

PV 

    100  

Kaduna GS     215  

Kashimbilla (katsina)     40  

Nova Scotia (Jigawa )     80  

NOVA Solar (katsina)     100  

Pan-African (katsina)     75  

Oriental (Jigawa)     50  

Quaint Energy 

(kaduna) 

    50  

Zungeru     700  
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 Bauchi Jos TS  21 232 110   

CT cosmos (plateau)     70  

Dadin Kowa (gombe) 

Hydro 

    39  

Nigeria Solar Capital 

Patners (bauchi) 

    100  

2 Osogbo Oshogbo TS  6 107 56   

Ayede TS  7 114 68   

Omotosho SS  17     

Ganmo TS  10 100 57   

Omotosho GS G7  42   544  

Olorunsogo SS  14     

Olorunsogo GS G3  23   695  

 Lagos  Ikeja West TS  8 447 195   

Egbin GS G11  29   1320  

Egbin SS  16     

Okearo TS  18 220 100   

  PARAS (Ogun)     170  

3 Benin Benin TS  19 257 108   

Delta SS  26     

Sapele SS  27     

Sapele GS G12  48   854  

Delta GS G8  43   881  

Ihovbor SS  9     

Okpai SS  31     

Aladja TS  34 182 77   

Ihovbor GS G5  37   339  

Okpai GS G14  46   440  

  AZURA (Edo)     450  

4 Enugu New Heaven TS  30 136 77   

Makurdi TS  28 160 72   

Onitsha TS  24 180 85   

Ugwuaji TS  35 125 69   

  Motir Dusable     100  

5 Port 

Harcourt 

Afam GS G9  44   1316  

Ikot Ekpene TS  39 165 74   

Afam SS  38     

Odukpani SS  41     
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Odukpani GSG 10  45   338  

Alaoji SS  32     

Adiabor TS  40 90 48   

Alaoji GS G13  47   480  

Omoku     150  

Gbarain (bayelsa)     226  

Ibom      390  

Rivers     191  

Trans-Amadi      100  

Egbema (owerri)     339  

 

The spot load parameters of the participating loads is presented in Table 

6.4. A three-phase balanced load is assumed, and the load demand is 

determined as the average value of the total demand of presenting 

phase(s). 𝑆𝑙
𝑈, 𝑆𝑙

𝐷 , 𝐷𝑙𝑎𝑛𝑑 𝑎𝑙 are cold load pick-up (CLPU) coefficients used in 

cold load modelling. Their values of [1.8, 3.0], [1.0, 1.3], [1, 4] and [0.5, 

1.5] respectively were generated using the uniform distribution [130].  For 

the analysis of the network, a weight coefficient of 1.0 for all loads was 

assumed.  

 

To ensure a systematic load energisation, some of the alternative load 

switching routes (alternate routes) have the same switching step, hence, 

utilising the same number of lines to the load. The alternate route to a load 

for restoration is presented as ‘alternate’ route in Table 6.4. During the 

network model sectioning process, for lines that have multiple loading, delay 

in switching of the load was incorporated and termed as “horizon” as 

reflected on Table 6.4. This was done to ensure that the effect of CLPU along 

the various routes has subsided before energising the desired loads. 
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Table 6.4. Spot load parameter. 

S/N Load 

bus no 

 Weight 𝑺𝒍
𝑼 𝑺𝒍

𝑫⁄  𝑫𝒍(𝐦𝐢𝐧) 𝒂𝒍 

Main Alternate Horizon 

1 3 Jebba TS 1 2.0/1.2 2.0   0.7 

2 6 Oshogbo TS 1 1.8/1.1 2.0 3.0  0.8 

3 7 Ayede TS 1 2.4/1.1 2.0   1.0 

4 8 Ikeja West TS 1 2.5/1.1 2.0   0.7 

5 10 Ganmo TS 1 2.3/1.0 3.0  7.0 1.3 

6 11 Kaduna TS 1 2.7/1.0 2.0   0.6 

7 12 Katampe TS 1 1.8/1.3 2.0  21.0 0.7 

8 13 Gwagwalada TS 1 2.1/1.3 3.0  9.0 0.6 

9 18 Okearo TS 1 3.0/1.1 2.0  5.0 0.9 

10 19 Benin TS 1 2.0/1.2 2.0   0.7 

11 21 Jos TS 1 2.0/1.2 3.0   0.7 

12 22 Lokoja TS 1 1.8/1.1 3.0 3.0 12.0 0.8 

13 24 Onitsha TS 1 2.4/1.1 2.0  7.0 1.0 

14 25 Ajaokuta TS 1 2.5/1.1 2.0  6.0 0.7 

15 28 Makurdi TS 1 2.3/1.0 4.0   1.3 

16 30 New Heaven TS 1 2.7/1.0 3.0   0.6 

17 34 Aladja TS 1 3.4/1.3 2.0   0.7 

18 35 Ugwuaji TS 1 2.1/1.3 3.0   0.6 

19 39 Ikot Ekpene TS 1 3.0/1.1 2.0   0.9 

20 40 Adiabor TS 1 2.0/1.2 2.0   0.7 

 

 

The spot active and reactive loads for the different regions namely: Shiroro, 

Oshogbo, Enugu, Benin and Port Harcourt with CLPU condition are presented 

in Fig. 6.7 to Fig. 6.16. The Load plots are based on switching status of Table 

6.4, where 𝐷𝑙(min) has a main status and takes into consideration the 

nearest route to restoration. 
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Fig. 6.7. Active loads in Shiroro region. 

 

 

 

 

Fig. 6.8. Reactive loads in Shiroro region. 
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Fig. 6.9. Active loads in Oshogbo region. 

 

 

 

 

Fig. 6.10. Reactive loads in Oshogbo region. 
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Fig. 6.11. Active loads in Benin region. 

 

 

 

 

Fig. 6.12. Reactive loads in Benin region. 

 

 



186 
 

 

Fig. 6.13. Active loads in Enugu region. 

 

 

 

 

Fig. 6.14. Reactive loads in Enugu region. 
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Fig. 6.15. Active loads in Port Harcourt region. 

 

 

 

 

Fig. 6.16. Reactive loads in Port Harcourt region. 

 

The shape of the active and reactive power plot in Fig. 6.7 to Fig. 6.16 can 

be seen to mimic that of the load restoration plots in section 6.3.1. Since 
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the objective of the BSR is to ensure the immediate return of normalcy and 

stability to the system, the power system must meet its demand for reactive 

power. As the restored load begins to normalise, the active and reactive 

power is seen to also normalise as it approaches the 15th time step.   

 

6.3  Results Analysis and Discussion 

To evaluate the performance of the modelled BSR method, the developed 

model of the MILP was used to simulate the Nigerian 330 kV 48-bus system. 

In order to further demonstrate its workability, in the simulated network, 

dispatchable distributed generations, (renewable DGs - hydro, ESSs, and 

RCSs) were connected. The simulated results shows that the developed BSR 

method is capable of generating black start restoration sequences in 

response to varying operating conditions such as CLPU conditions, and the 

assistance of PV on the BSR time was assessed. The effect of CLPU on the 

system restoration while considering a time horizon corresponding to a 

subsided effect of the CLPU and subsequent PV contributions to the 

restoration process was also assessed.  

 

The performance characteristics of voltage and frequency in response to the 

loading during restoration was monitored in the different regions noting that 

energy transfer exist between the regions. As highlighted in Chapter 2, the 

transmission region is different from the distribution regions in terms of 

overlapping boundaries, as can be seen in the case of Shiroro and Kaduna 

existing in the transmission region (see Appendix F), while it’s being 

sectioned into Kaduna and Abuja in the distribution region. The same is 

applicable for Oshogbo and Lagos transmission regions which is being 

sectioned to Lagos, Ibadan and Ikeja for the distribution regions. 

Irrespective of the sectioning, the grid is designed to ensure that all 
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generated power including those of the independent power plant (IPP) are 

fed to the grid for subsequent distribution by the distribution companies. 

 

The operation and dispatch of power in the transmission system is aligned 

with the Grid Code. In Nigeria, the nominal system frequency is 50 Hz, 

however, a narrow operating band of +/- 0.5% (49.75 – 50.25 Hz) and +/- 

2.5% (48.75 – 51.25 Hz) is permissible during normal and under system 

stress conditions respectively. Under normal operating conditions, the 

voltage limits of the 330 kV network are 0.8 p.u. lower limit and 1.1 p.u. 

upper limit and for 132 kV network are 0.8 p.u. and 1.15 p.u. [217]. For 

most regions, the various simulation results obtained in subsequent sections 

are within these stipulated frequencies and voltages limits, hence 

maintaining the security and integrity of the transmission system. 

 

6.3.1 Load restoration in Shiroro region 

The Shiroro region partial network model is shown in Fig. 6.2 with additional 

information given in Table 6.3. The voltage and frequency characteristics of 

the buses are shown in Fig. 6.17 and Fig. 6.18 respectively. In Fig. 6.17, 

Katampe TS has the highest voltage drop with a value of 0.3897 p.u. and 

settling at a value of 0.6449 p.u., while Ajaokuta TS has the lowest drop 

with a value of 1.0450 p.u. on loading and settling at a value of 1.0478 p.u.  

 

The highest frequency dip is recorded at Katampe TS with a dip value of -

2.7700 Hz on loading and settling at a value of -2.7652 Hz, while the lowest 

value is recorded at Ajaokuta TS with a value of -0.0292 Hz on loading and 

settling at a value of -0.0194 from the system frequency of 50 Hz (Fig. 

6.18). For the restoration of load L22 at Lokoja TS, the main route of 22a 

(supplied from bus 25) gives better characteristics on loading and settling 



190 
 

value than the alternate route of 22b (supplied from bus 13). The region’s 

performance characteristics upon loading is presented in Table 6.5. 

 

 

Fig. 6.17. Voltage at load buses for Shiroro region. 

 

 

Fig. 6.18. Frequency dip at load buses for Shiroro region. 
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Table 6.5. Shiroro region performance characteristics on loading. 

S/N Bus 

no. 

Load bus Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 3 Jebba TS 1.0388 1.0433 -0.0676 -0.0599 

2 12 Katampe TS 0.3897 0.6449 -2.7700 -2.7652 

3 11 Kaduna TS 0.9254 1.0057 -1.0249 -0.3774 

4 13 Gwagwalada TS 0.8730 0.9443 -1.7434 -1.7434 

5 22a Lokoja TS 1.0110 1.0456 -0.1448 -0.0225 

6 22b Lokoja (alternate) 0.8466 0.9287 -0.1574 -0.1506 

7 25 Ajaokuta TS 1.0450 1.0478 -0.0292 -0.0194 

8 21 Jos TS 0.7226 0.9008 -1.0519 -0.9158 

 

6.3.2 Load restoration in Oshogbo region 

In Fig. 6.3, the partial network model of the Oshogbo region is presented 

along with additional information provided in Table 6.3. The voltage and 

frequency characteristics of the buses are shown in Fig. 6.19 and Fig. 6.20 

respectively, while the performance characteristics of the region upon 

loading is presented in Table 6.6. Oshogbo TS has the highest voltage drop, 

with a value of 0.3844 p.u. and settling at a value of 0.8545 p.u., while 

Okearo TS has the lowest voltage drop with a value of 0.9475 p.u. on loading 

and settling at a value of 1.0136 p.u..  

 

Ayede TS with a dip value of -1.6969 Hz on loading, records the highest 

frequency dip which eventually settles to a value of -1.5208 Hz from the 

system frequency of 50 Hz. The lowest frequency value is recorded at 

Ganmo TS with a value of -0.5134 Hz on loading and settles at a value of -

0.0750 Hz as depicted in the frequency dip at load buses for Oshogbo region 

in Fig. 6.20. For the restoration of load L6 at Oshogbo TS, the alternate 

route of 6d (supplied from bus 9) presents better characteristics on loading 

and settling value than the main route of 6a (supplied from bus 7). 
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Fig. 6.19. Voltage at load buses for Oshogbo region. 

 

 

 

Fig. 6.20. Frequency dip at load buses for Oshogbo region. 
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Table 6.6. Oshogbo region performance characteristics on loading. 

S/N Bus 

no. 

Load bus Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 6a Oshogbo TS 0.3844 0.8545 -1.1785 -0.3133 

2 6d Oshogbo (alternate) 0.7127 0.8597 -1.6969 -1.5208 

3 7 Ayede TS 0.6299 0.8836 -1.9058 -1.3722 

4 10 Ganmo TS 0.5772 0.8542 -0.5134 -0.0750 

5 8 Ikeja West TS 0.6570 0.8985 -1.8568 -1.2620 

6 18 Okearo TS 0.9475 1.0136 -0.5653 -0.3217 

 

 

6.3.3 Load restoration in Benin region 

The model of the Benin region partial network is captured in Fig. 6.4 with 

the corresponding additional information tabulated in Table 6.3. The 

respective voltage and frequency characteristics of the buses are shown in 

Fig. 6.21 and Fig. 6.22. As illustrated in Fig. 6.21, Benin TS experiences the 

highest voltage drop, with a value of 0.6481 p.u. and settling at a value of 

0.8325 p.u., while Aladja TS has the lowest voltage drop with a value of 

0.6766 p.u. on loading and settling at a value of 0.9252 p.u. Also, as seen 

in the frequency dip at load buses for Benin region Fig. 6.22., the highest 

frequency dip is recorded at Benin TS with a dip value of -1.9457 Hz on 

loading and settling at a value of -1.7127 Hz, while the lowest value is 

recorded at Aladja TS with a value of -1.7700 Hz on loading and settles at 

a value of -1.0648 Hz from the system frequency of 50Hz. The performance 

characteristics of Benin region upon loading is captured in Table 6.7. 
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Fig. 6.21. Voltage at load buses for Benin region. 

 

 

 

Fig. 6.22. Frequency dip at load buses for Benin region. 
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Table 6.7. Benin region performance characteristics on loading. 

S/N Bus 

no. 

Load bus Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 19 Benin TS 0.6481 0.8325 -1.9457 -1.7127 

2 34 Aladja TS 0.6766 0.9252 -1.7700 -1.0648 

 

 

6.3.4 Load restoration in Enugu region 

The partial network model of Enugu region as well as the required additional 

information is presented in Fig. 6.5 and Table 6.3 respectively. In Fig. 6.23 

and Fig. 6.23 respectively, the voltage and frequency characteristics of the 

buses are plotted. As can be seen in Fig. 6.23, Onitsha TS main route has 

the highest voltage drop, with a value of 0.2096 p.u. and settling at a value 

of 0.7857 p.u., while Onitsha alternate route 2 TS has the lowest voltage 

drop with a value of 0.9382 p.u. on loading and settling at a value of 1.003 

p.u.  

 

The highest frequency dip is recorded at Onitsha TS main route with a dip 

value of -2.7428 Hz on loading and settling at a value of -2.0361 Hz, while 

the lowest value is recorded at Onitsha TS alternate route 2 with a value of 

-0.5134 Hz on loading and settles at a value of -0.0750 Hz from the system 

frequency of 50 Hz, as captured in frequency dip at load buses for Enugu 

region Fig. 6.24. For the restoration of load L24 at Onitsha TS, the alternate 

route of 24c (supplied  from bus 31) gives better characteristics on loading 

and settling value than the main route of 22a (supplied from bus 32). In 

restoring the load at Makurdi TS, the main route of 28a (supplied from bus 

21) presents better characteristics on loading and settling value than the 

main route of 28b (supplied from bus 35). The performance characteristics 

of the region upon loading and settling is presented in Table 6.8. 
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Fig. 6.23. Voltage at load buses for Enugu region. 

 

 

 

Fig. 6.24. Frequency dip at load buses for Enugu region. 
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Table 6.8. Enugu region performance characteristics on loading. 

S/N Bus 

no. 

Load bus Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 24a Onitsha TS 0.2096 0.7857 -2.7428 -2.0361 

2 24b Onitsha (alternate1) 0.8200 0.9515 -1.1836 -0.8386 

3 24c Onitsha (alternate2) 0.9382 1.003 -0.6143 -0.4309 

4 28a Markurdi TS 0.4007 0.8243 -0.9635 -0.7488 

5 28b Markurdi (alternate) 0.3792 0.9439 -0.7392 -0.1858 

6 30 New Heaven TS 0.3792 0.9653 -1.6352 -0.3430 

7 35 Ugwuaji TS 0.3792 0.9616 -0.1092 -0.0364 

 

 

6.3.5 Load restoration in Port Harcourt region 

Model of the Port Harcourt region partial network is shown in Fig. 6.6 with 

additional information provided in Table 6.3. Fig. 6.25 and Fig. 6.26 show 

the voltage and frequency characteristics of the buses respectively while the 

region’s performance characteristics upon loading is captured in Table 6.9. 

In Fig. 6.25, Ikot Ekpene TS main route has the highest voltage drop with a 

value of 0.6466 p.u. and settling at a value of 0.9228 p.u., while Ikot Ekpene 

alternate route 2 TS has the lowest drop with a value of 0.9515 p.u. on 

loading and settling at a value of 1.0150 p.u.  

 

From Fig. 6.26, the highest frequency dip is recorded at Ikot Ekpene TS 

main route with a dip value of -1.8486 Hz on loading and settling at a value 

of -1.0820 Hz, while the lowest value is recorded at Ikot Ekpene TS alternate 

route 2 with a value of -0.5447 Hz on loading and settles at a value of -

0.3354 Hz from the system frequency of 50Hz. When considering the 

restoration of load L39 at Ikot Ekpene TS, the alternate route 2 of 39c 

(supplied from bus 32) shows a better characteristics on loading and settling 
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value than the main route of 39a (supplied from bus 38) and alternate route 

1 of 39b (supplied from bus 40). 

 

 

Fig. 6.25. Voltage at load buses for Port Harcourt region. 

 

 

 

Fig. 6.26. Frequency dip at load buses for Port Harcourt region. 
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Table 6.9. Port Harcourt region performance characteristics on loading. 

S/N Bus 

no. 

Load bus Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum 

drop 

Settling 

value 

Maximum 

dip 

Settling 

value 

1 39a Ikot Ekpene TS 0.6466 0.9228 -1.8486 -1.0820 

2 39b Ikot Ekpene 

(alternate1) 

0.6881 0.9350 -1.2099 -0.3921 

3 39c Ikot Ekpene 

(alternate2) 

0.9515 1.0150 -0.5447 -0.3354 

4 40 Adiabor TS 0.9198 0.9739 -0.7448 -0.6458 

 

 

6.4  Restoration Considering the Horizon 

Due to the nature of CLPU characteristics settling at a load value at a 

particular time step, the sequence of the restoration can be adjusted to 

ensure that energy availability for restoration is maximised. With this 

consideration, there is a tradeoff on time before restoration since loads can 

be restored successively depending on energy consumption of the previous 

restored load at the anticipated time of restoration.  

 

6.4.1 Restoration in Shiroro region considering the 

horizon 

The voltage and frequency characteristics of the Shiroro region buses are 

shown in Fig. 6.27 and Fig. 6.28 respectively. In Fig. 6.27, Katampe TS has 

the highest voltage drop, with a value of 0.3897 p.u. and settling at a value 

of 0.6449 p.u., while Ajaokuta TS has the lowest drop with a value of 1.0450 

p.u. on loading and settling at a value of 1.0478 p.u. These values are the 

same as those without the horizon. For the frequency characteristics, the 

highest dip value is recorded at Katampe TS with a dip value of -2.2478 Hz 
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on loading and settling at a value of -2.2478 Hz from the system frequency 

of 50Hz. The lower frequency dip value is as a result of a longer time step 

needed for steady state value to be recorded.  

 

In the restoration process of the load L13 at Gwagwalada TS, the model with 

horizon shows a greater voltage drop from a value of 0.8253 p.u. to 0.6494 

p.u. Nonetheless, in the restoration of load Lokoja TS, a better voltage 

performance is recorded with a value of 1.0472 p.u., when compared to the 

previous value of 1.0110 p.u. without the horizon. However, when 

considering the alternate restoration route, the performance is contrary as 

the voltage drop value reduces to a value of 0.4674 p.u. as opposed to a 

value of 0.8466 p.u. without the horizon. Shiroro’s region performance 

characteristics on loading considering the horizon is presented in Table 6.10. 

 

 

 

Fig. 6.27. Voltage at load buses for Shiroro region with horizon. 
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Fig. 6.28. Frequency dip at load buses for Shiroro region with horizon. 

 

 

Table 6.10. Shiroro region performance characteristics on loading considering the 

horizon. 

S/N Bus 

no. 

Load bus Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 3 Jebba TS 1.0388 1.0433 -0.0676 -0.0599 

2 12 Katampe TS 0.3897 0.6449 -2.2478 -2.2478 

3 11 Kaduna TS 0.9254 1.0057 -1.0249 -0.3774 

4 13 Gwagwalada TS 0.6494 0.8253 -1.6380 -1.6380 

5 22a Lokoja TS 1.0472 1.0456 -0.1125 -0.0292 

6 22b Lokoja (alternate) 0.4674 0.8073 -0.2553 -0.2012 

7 25 Ajaokuta TS 1.0450 1.0478 -0.0292 -0.0194 

8 21 Jos TS 0.7226 0.9008 -1.0519 -0.9158 
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6.4.2 Load restoration in Oshogbo region considering 

the horizon 

The voltage and frequency characteristics of the buses are shown in Fig. 

6.29 and Fig. 6.30 respectively. In Fig. 6.29, the restoration of load L10, at 

Ganmo TS show a voltage drop with a value of 0.0577 p.u. and settling at 

a value of 0.8542 p.u. Both values of voltage drop, and frequency dip are 

the same as the ones previously obtained when not considering horizon. In 

the restoration of load L18 at Okearo TS, the voltage value is the same as 

that without horizon. However, an improvement is recorded in the frequency 

dip value which is -0.3292 Hz at loading and -0.3123 Hz upon settling as 

against the values of -0.5653 Hz and -0.3217 Hz upon loading and settling 

respectively recorded in Oshogbo region performance characteristics Table 

6.6 and Oshogbo region performance characteristics on loading considering 

horizon Table 6.11.  

 

 

 

Fig. 6.29. Voltage at load buses for Oshogbo region with horizon. 
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Fig. 6.30. Frequency dip at load buses for Oshogbo region with horizon. 

 

 

Table 6.11. Oshogbo region performance characteristics on loading considering 
the horizon. 

S/N Bus 

no. 

Load bus Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 6a Oshogbo TS 0.3844 0.8545 -1.1785 -0.3133 

2 6d Oshogbo (alternate) 0.7127 0.8597 -1.6969 -1.5208 

3 7 Ayede TS 0.6299 0.8836 -1.9058 -1.3722 

4 10 Ganmo TS 0.5772 0.8542 -0.5134 -0.0750 

5 8 Ikeja West TS 0.6570 0.8985 -1.8568 -1.2620 

6 18 Okearo TS 0.9475 1.0136 -0.3292 -0.3123 
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6.4.3 Restoration in Enugu region considering the 

horizon  

Fig. 6.31 and Fig. 6.32 shows the respective voltage and frequency 

characteristics of the various buses considered within the region. The 

restoration of load L24 at Onitsha TS in Fig. 6.31 show the same value of 

voltage drop for all the considered routes similar to the results obtained 

without horizon both in drop at loading and the settling value. For the 

frequency dip, a better dip value is obtained from all the routes at a 

considered time step of 30 minutes, when compared to the values obtained 

without considering horizon. These performance characteristics is detailed 

in Table 6.12. 

 

 

 

Fig. 6.31. Voltage at load buses for Enugu region with horizon. 
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Fig. 6.32. Frequency dip at load buses for Enugu region with horizon. 

 

 

Table 6.12. Enugu region performance characteristics on loading considering the 

horizon. 

S/N Bus 

no. 

Load bus Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 24a Onitsha TS 0.2096 0.7857 -1.9360 -1.9360 

2 24b Onitsha (alternate1) 0.8200 0.9515 -0.7953 -0.7953 

3 24c Onitsha (alternate2) 0.9382 1.003 -0.4096 -0.4096 

4 28a Markurdi TS 0.4007 0.8243 -0.9635 -0.7488 

5 28b Markurdi (alternate) 0.3792 0.9439 -0.7392 -0.1858 

6 30 New Heaven TS 0.3792 0.9653 -1.6352 -0.3430 

7 35 Ugwuaji TS 0.3792 0.9616 -0.1092 -0.0364 
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6.5  Energy Storage System and PV Assistance in 

Restoration 

Due to the power generation and transmission challenges experience within 

the network, various regions and states are resorting to PV installations and 

energy storage systems to meet their varied energy needs. These 

installations are mostly situated around the northern part of the country. To 

assess the contribution of potential PV generated energy to load restoration, 

seven PV installations close to some selected load buses were incorporated 

into the model. The various PV locations and capacity are presented in Table 

6.2. The PVs were modelled to participate in the BSR, while monitoring their 

assistance to voltage and frequency. The contribution of the PV was 

considered for Shiroro and Enugu regions. 

 

6.5.1 Restoration in Gwagwalada with PV assistance  

The voltage drop and the frequency dip at Gwagwalada bus is measured 

considering loading L13 (i) with and without PV, (ii) with horizon and (iii) 

with a combination of PV and horizon. The corresponding characteristics are 

presented in Fig. 6.33 for voltage drop, Fig. 6.34 and Fig. 6.35 for frequency 

dip at 30- and 240-minutes time step respectively. The detailed 

performance characteristics are presented in Table 6.13. An improved 

performance is recorded with the use of PV without the horizon for both the 

voltage drop and the frequency dip. In Fig. 6.35, the time step of 240 

minutes help to present a better settling time for the frequency. 
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Fig. 6.33. Voltage at load buses for Gwagwalada with and without PV assist. 

 

 

 

Fig. 6.34. Frequency dip at load buses for Gwagwalada with and without PV 

assist. 
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Fig. 6.35. Frequency dip at load buses for Gwagwalada with and without PV assist 

(240 minutes). 

 

 

Table 6.13. Gwagwalada performance characteristics on loading. 

S/N Gwagwalada TS 

Bus 13 

Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 Without PV 0.8730 0.9443 -1.7447 -1.7447 

2 With PV  0.9039 0.9622 -1.4685 -1.4685 

3 With Horizon 0.6494 0.8253 -1.7007 -1.7007 

4 With Horizon & PV 0.7291 0.8665 -1.4314 -1.4314 
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6.5.2 Restoration in Lokoja with PV assistance  

The performance characteristics upon loading of the Lokoja bus with PV 

assistance is presented in Table 6.14. The voltage drop and the frequency 

dip at Lokoja bus on loading L22, is considered with and without PV, with 

horizon and with the combination of PV and horizon. These characteristics 

are presented in Fig. 6.36 for voltage drop, Fig. 6.37 and Fig. 6.38 for 

frequency dip at 30- and 240-minutes time step respectively. Route 1 with 

PV assistance offers a better voltage settling value while for the alternate 

route, the use of PV without the horizon gives an improved voltage drop and 

frequency dip values. The 240 minutes time step in Fig. 6.38 help to present 

a better settling time for the frequency. 

 

For the main route, the voltage drop upon loading are the same, while 

improvement is recorded in the settling time with PV assistance recording a 

value of 1.0459 p.u. when compared to 1.0456 p.u. without PV assistance. 

Also, an improvement in the frequency dip settling value was achieved 

having attained a dip value of -0.0181 Hz. For the alternate route with PV 

assistance, an improvement is recorded in both with and without horizon, 

having recorded a voltage value of 0.8630 p.u. and 0.6008 p.u. respectively 

when compared to the values without PV assistance of 0.8466 p.u. and 

0.4674 p.u. respectively. These are well tabulated in Table 6.14. 
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Fig. 6.36. Voltage at load buses for Lokoja with and without PV assist. 

 

 

 

Fig. 6.37. Frequency dip at load buses for Lokoja with and without PV assist. 
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Fig. 6.38. Frequency dip at load buses for Lokoja with and without PV assist (240 

minutes). 

 

 

Table 6.14. Lokoja performance characteristics on loading. 

S/N Bus 

no. 

Lokoja 

Load bus 22 

Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 22a Without PV 1.0110 1.0456 -0.1448 -0.0203 

2  With PV  1.0110 1.0459 -0.1448 -0.0181 

3  With Horizon 1.0110 1.0456 -0.1125 -0.0231 

4  With Horizon & PV 1.0110 1.0459 -0.1125 -0.0221 

5 22b Without PV 0.8466 0.9287 -0.1574 -0.1501 

6  With PV  0.8630 0.9392 -0.1448 -0.0488 

7  With Horizon 0.4674 0.8073 -0.2553 -0.1984 

8  With Horizon & PV 0.6008 0.8544 -0.2506 -0.1251 
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6.5.3 Restoration in Katampe with PV assistance  

The voltage drop and the frequency dip at Katampe bus upon loading L12 

with and without PV, with horizon and with a combination of PV and horizon 

is presented. The corresponding characteristics plots are presented in Fig. 

6.39 for voltage drop, Fig. 6.40 and Fig. 6.41 for frequency dip at 30- and 

240-minutes time step respectively. Table 6.15 captures the various 

performance characteristics. With PV assistance, a better settling value is 

observed with the voltage drop, while for the alternate route, restoration 

with PV without the horizon presents better results for both the voltage drop 

and the frequency dip values. Also, the time step of 240 minutes in Fig. 6.41 

help to present a better settling time for the frequency. 

 

With PV assistance, the voltage drop value noticeably improves to 0.4453 

p.u., when compared to the voltage drop value of 0.3897 p.u. without PV 

assistance. Also, a voltage drop value of 0.4453 p.u. is recorded for PV 

assistance with horizon, compared to a voltage drop value of 0.3897 p.u. 

without PV assistance with horizon. The same improvement is recorded in 

the frequency dip values both for with and without horizon with PV 

assistance as seen in Table 6.15. 
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Fig. 6.39. Voltage at load buses for Katampe with and without PV assist. 

 

 

 

Fig. 6.40. Frequency dip at load buses for Katampe with and without PV assist. 
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Fig. 6.41. Frequency dip at load buses for Katampe with and without PV assist 
(240 minutes). 

 

 

Table 6.15. Katampe performance characteristics on loading. 

S/N Katampe  

Load bus 12 

Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 Without PV 0.3897 0.6449 -2.7700 -2.7629 

2 With PV  0.4453 0.6704 -2.605 -2.6409 

3 With Horizon 0.3897 0.6449 -2.5484 -2.5484 

4 With Horizon & PV 0.4453 0.6704 -2.4349 -2.4349 

 

6.5.4 Restoration in Jos with PV assistance  

The voltage drop and the frequency dip at Jos bus upon loading L21 with 

and without PV is explored. The various bus loading characteristics are 

presented in Fig. 6.42 for voltage drop, Fig. 6.43 and Fig. 6.44 for frequency 
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dip at 30- and 240-minutes time steps. The summarised results of the 

performance loading characteristics are reflected in Table 6.16. A better 

settling value is observed with the voltage when PV assistance is considered. 

In Fig. 6.44, the time step of 240-minutes help to present a better settling 

time for the frequency. 

 

With PV assistance, the voltage value is improved. A settling voltage value 

of 0.9196 p.u. is recorded compared to a value 0.9008 p.u. without PV 

assistance. The frequency dips to a lower value of -0.9647 Hz when 

compared to a value of -1.0519 Hz without PV assistance. Generally, this is 

a significant improvement in the frequency value with PV assistance as 

depicted in Table 6.16.  

 

 

Fig. 6.42. Voltage at load buses for Jos with and without PV assist.  
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Fig. 6.43. Frequency dip at load buses for Jos with and without PV assist.  

 

 

 

Fig. 6.44. Frequency dip at load buses for Jos with and without PV assist (240 
minutes).  
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Table 6.16. Jos performance characteristics on loading. 

S/N Jos 

Load bus 21 

Voltage (p.u.) Frequency (dip from 50 Hz) 

Maximum drop Settling value Maximum dip Settling value 

1 Without PV 0.7226 0.9008 -1.0519 -0.9108 

2 With PV  0.7226 0.9196 -0.9647 -0.7562 

 

 

6.6  Conclusion 

The Nigerian 48-bus system was modelled in NEPLAN and used as the 

simulated test system to assess the performance of the BSR method 

proposed. To be able to provide an enhanced and detailed analysis of the 

network, a sectional model of the 330 kV 48-bus system indicative of the 

various regions was further created and used to perform various simulated 

load restoration analysis. Various possible switching logic sequence was 

generated and used to determine the viability of different transmission 

routes. Based on the switching status of Table 6.4, the active and reactive 

loads for the different regions namely: Shiroro, Oshogbo, Enugu, Benin and 

Port Harcourt with CLPU condition were plotted. The shape of the active and 

reactive power plot can be seen to mimic that of the load restoration plots. 

As the restored load begins to normalise, the active and reactive power also 

normalise as it approaches the 15th time step.   

 

The effect of cold load pickup on the system restoration was equally 

assessed while considering a time horizon corresponding to a subsided effect 

of the CLPU and subsequent PV contributions to the restoration process. The 

performance characteristics of voltage and frequency in response to the 

loading during restoration was monitored in the different regions. Voltage 

and frequency profile results indicated various levels of voltage and 

frequency dips at some specified nodes resulting from excessive inrush 
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currents experience during the load restoration events. However, with the 

PV assistance, the voltage and frequency values recorded a significant level 

of improvement as tabulated on the various loading performance Tables. 

Also, in most locations, improved performance is recorded with the use of 

PV without the horizon for both the voltage drop and the frequency dip. 

 

The general response of the load, is typically because of the cold-Load pick-

up consideration. Without the applied method, the switching can just be 

done considering only optimisation of switching time, but with the applied 

method, the path with the least anticipated voltage and frequency drop is 

taken into consideration in the choice of the restoration route. This is 

applicable when alternative route for restoration is considered.  

 

Summarily, the performance analysis of the modelled BSR method on the 

Nigerian 330 kV 48 bus system indicated that, when considering the whole 

system, BSR is effective since restoration can be initiated at the same time 

in different sections of the network. It was also possible to energise the 

system by implementing the restoration sequence step by step, while 

satisfying various operational constraints during the restoration process. 

However, some operating conditions resulted in infeasible solutions, such as 

heavy loading conditions, load demands and limited DG ramp rate and 

capacity. 

 

The major contributions of this chapter are:- 

➢ The Nigerian 330 kV 48-bus system was modelled in NEPLAN and used 
to examine the workability of the modelled black start restoration (BSR) 
method. The network was integrated with dispatchable distributed 
generations (DGs), renewable DGs, and Remote controllable switches 
(RCSs). 

➢  A sectional model of the 330 kV 48-bus system indicative of the various 
regions was developed and used to perform various load restoration 
analysis. 
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➢ A switching logic sequence of the various loads on the different 
transmission substation buses by participating generators was 
developed and used to achieve effective restoration. 

➢ The modelled BSR method was able to generate restoration sequences 
in response to varying operating conditions.  

➢ The modelled BSR method could generate multiple step solutions 
accommodating up to 240-time steps. However, for the Nigerian 330 
kV 48 bus system analysed, it was observed that most loads were 
restored optimally before the 30th time step for a black start operation. 

➢ The network sectioning enhanced systematic load restoration along 
with contribution from PV. 
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CHAPTER 7  

7.0 EXPERIMENTAL VALIDATION OF BLACK START 

BATTERY STORAGE OPERATIONS WITH PV SYSTEMS 

ANALYSIS 

7.1  Introduction  

To experimentally validate the characteristics of the ESS adopted for the 

BSR simulated study carried out in the previous chapter, this chapter 

describes the experimental method used in conducting the battery state of 

charge (SOC) analysis. The description of both the experimental and 

numerical methodology is presented alongside a detailed analysis of the 

various scenarios created. 

 

7.2  Overview of Energy Storage Systems  

To successfully manage the various grid integrated RE sources, storage 

forms a critical component which would enable the coordinated release of 

energy to and from the grid during peak and off-peak hours. According to 

[218], the major asset possessed by these ESS are their energy density (up 

to 150 Wh/kg and 2000 Wh/kg for lithium) alongside the technological 

maturity as indicated in Fig. 7.1. The discussions and analysis in this chapter 

will only be limited to the practical applications of the basic category of ESS. 

 

As noted by [219], the ESS are maintaining a stable voltage as a function 

of charge level. Also, the minimum discharge period of the electrochemical 

accumulators is reached below 15 mins. Despite having a notable drawback 

of low durability for large-amplitude cycling, [219] maintains that they are 

mostly used for renewable storage which is the focus of this research. A 
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detailed description of the main characteristics of storage systems have 

been succinctly captured by [219] and was referenced in Chapter 2 of this 

thesis. 

 

 

Fig. 7.1. Distribution of the different electrochemical accumulators according to 

their energy densities and power [218]. 

 

7.3  Energy Storage Systems in Power Restoration 

The application of RE as well as ESS in power system restoration is an 

emerging area of research because of its variable nature and users’ lack of 

in-depth knowledge of managing the associated complexities thereof. Acting 

as emergency backup source for critical infrastructures during power system 

blackout, [134, 135] highlighted the successes of PV battery backup 

systems and ESS. To consolidate on and improve upon the current level of 

achievements recorded in this area, research on efficient ways of integrating 

and implementing ESS into the power system restoration plans is discussed 

in this chapter. 
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The significant improvements in battery technology as well as the important 

advances in the EV technologies have propelled a major shift in vehicle to 

grid (V2G) applications. As opined in [156], Photovoltaic battery backup 

systems (PVBBSs) and ESSs are increasingly being deployed to provide 

backup power for critical loads due to its fast response and capability of 

being used to maintain transient stability if chosen to regulate voltage and 

frequency. Besides this, during periods of high demand, the battery packs 

of idle or stationary EVs can be leveraged to send power back to the grid 

while also recharging during periods of low demand. [157], reported of such 

contributions in the use of electric buses as a means of proving resilience in 

the distribution system. 

 

7.4  ESS Operational Constraints 

To systematically control the operation of an ESS, a set of operational 

constraints were proposed by [212]. These constraints was formulated and 

presented in section 5.4.6. Inferring from the description of these 

constraints for a single ESS and the basic characteristics of energy storage 

devices, the experimental ideas for this chapter was developed and 

implemented.   

 

7.5  ESS Experimental Materials 

The experiments which aims to simulate the behaviour of the ESS integrated 

into the BSR study in this thesis were conducted in the Electronics & Battery 

Laboratory of Cardiff University School of Engineering. The description of 

the universal battery charger & analyzer equipment as well as the data 

acquisition tool is presented below. 
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7.5.1 Universal battery charger & analyser 

The SKYRC MC3000 battery charger is designed to have four independent 

charging bays and suitable for charging round cylindrical single cell 

batteries. The 11~18V (60W) DC power adaptor plug is first connected to 

the device before the 110/220V AC power cable plug is connected to the 

mains supply socket. The MC3000 has a maximum charge rate of 3A 

constant current for charging and 2A for discharging. The user-friendly 

interface of this device allows for the data acquisition system to be easily 

interfaced. The pictorial representation of this device is shown in Fig. 7.2 

while the complete setup with the device plugged and interfaced to a 

computer for data acquisition is shown in Fig. 7.3. 

 

7.5.2 Universal battery charger setup & interfacing 

The SKYRC MC3000 battery charger is interfaced to a windows personal 

computer (PC) using the PC link universal serial bus (USB) cable terminated 

on one end with A-plug and the opposite end with micro-B plug which 

connects to the charger directly Fig. 7.3. The synchronisation of the two 

devices is achieved by downloading and installing the free PC link software 

which is then launched to enable data visualization. The synchronisation of 

the two devices is achieved by downloading and installing the free PC link 

software which is then launched to enable data visualisation. With the setup 

successfully implemented, the details of the charging algorithms as well as 

the battery performance analysis was observed in real-time.  

 



224 
 

 

Fig. 7.2. Pictorial representation of the SKYRC MC3000 battery charger. 

 

 

 

Fig. 7.3. The complete setup with the device plugged and interfaced to a 
computer for data acquisition. 
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When the batteries are inserted into the various charger slots as shown in 

Fig. 7.2, and PC link software launched, the software automatically retrieves 

the program settings of each respective slot and displays it graphically. This 

enables the user to adjust the various settings as desired and then monitor 

the displayed important battery qualities as well as track their respective 

charge and discharge capacities. The data of the various charge and 

discharge cycles obtained in this experiment were exported to the .csv-

spreadsheet format. These were subsequently imported to MS Excel and 

MATLAB for post-processing and analysis. The resulting plots of the various 

charging and discharging analysis are presented in Fig. 7.5 to Fig. 7.8 

respectively. 

 

 

 

Fig. 7.4. Estimated percentage hourly solar radiation availability in Nigeria [215]. 

 

In Fig. 7.4, the percentage of solar radiation availability for a 24 hour period 

in Nigeria estimated by [215] is presented. By inspection, it can be observed 

that it is only between 11:00 to 14:00 that 100% PV solar availability is 

guaranteed, while 50% PV availability is guaranteed between 08:00 and 

17:00. At least between 08:00 to 11:00, and 14:00 to 17:00, other 
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percentage levels (60%, 70%, 80% and 90%) of solar availability is 

attainable. 20% PV solar availability is achieved by 06:00 and 17:00 

respectively. Inferring from the solar availability data in [215], the charging 

current in this experiment was set to vary from 20% to 100% representing 

the intensity of solar radiation, with a 20% intensity expected at 08:00 and 

100% intensity expected between 11:00 to 14:00 respectively.  

 

A plot of current against time is shown in Fig. 7.5. From the plot, it takes 6 

seconds to reach a steady state charging current for 1 A, but takes 8700 

seconds for the ESS unit to be completely charged when compared to a 

charging current of 3 A which reaches steady state at 22 seconds and 

completely charges the ESS unit at 2500 seconds as shown in charging plots 

at various percentage of charging current (indicating drop in current at full 

charge) Fig. 7.6. 

 

 

Fig. 7.5. Charging plots at various percentage of charging current. 
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Fig. 7.6. Charging plots at various percentage of charging current (indicating drop 

in current at full charge). 

 

 

Fig. 7.7. Charging plots at various percentage of charging current (time to reach 
full capacity). 
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In Fig. 7.7, the charging time to reach full capacity is plotted. At 20% 

charging capacity, it takes a longer time to reach the ESS full capacity of 

2500 mAh. However, as the charging percentage increases, the charging 

time to full capacity also decreases. For instance, at 100% charging 

capacity, the ESS full capacity is reached in less than 3000 seconds when 

compared to the charging time of 9000 seconds at a 20% charging capacity. 

The same characteristics are observed for the voltage against time plot Fig. 

7.8. The maximum value of 4.2 V is recorded in less than 3000 seconds for 

a 100% charging capacity. The corresponding charging plots at various 

percentage charging capacities is highlighted Fig. 7.8. 

 

 

Fig. 7.8. Charging plots at various percentage charging capacities. 

 

The discharging of the ESS unit was also initiated with varying steps of 20% 

to 100% representing the loading capacity assigned to the ESS unit. This is 

significant when part of the load of a particular bus is sectioned to be 
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powered by an ESS unit during a BSR. The plot of discharging of the ESS 

unit for varying percentage of 20% is shown in Fig. 7.9.   

 

 

Fig. 7.9. The plot of discharging of the ESS unit for varying percentage (%) of 20. 

 

For the 100 % charging of the ESS, the PV supplies at rated capacity, 

anticipating maximum sunshine for both Kaduna and Jos, thus a total ESS 

capacity is available to contribute for restoration. The ESS rate of charge 

and discharge is tabulated in Table 7.1. 

 

Table 7.1. ESS rate of charging and discharging. 

Rate (VA/min) 20% 40% 60% 80% 100% 

Charging 6.279e-3 9.8182e-3 1.3500e-2 1.7419e-2 2.1600e-2 

Discharging 1.2135e-3 2.4000e-3 3.7241e-3 4.9091e-3 0.6e-2 
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7.6  Deduction from Experimental Data and Incorporation 

into the BSR Model 

The charging of the ESS unit was modelled and integrated into the 

restoration strategy implemented for the 48-bus system. With reference to 

the energy generation and consumption regions (Table 6.3), Kanji, Kaduna, 

Gwagwalada and Jos with a corresponding ESS capacity labelled as ESS 1, 

ESS 2, ESS 4 and ESS 5 respectively participated in the BSR. Katampe, 

Lokoja and New Heaven were omitted because their ESS capacities are the 

same as that of Jos and the resultant plots would be superimposed on each 

other. Also, ESS is assumed to be a non-black start unit, thus can only assist 

in restoration except the ones that the Load can be accommodated by the 

ESS unit. In Table 7.2, the ESS parameters is captured. The plots of ESS 

capacity during a 20% charging cycle are projected to represent an 

anticipated solar radiation between 07:00 – 08:00 and 17:00 – 18:00 

respectively as shown in Fig. 7.10. 

 

Table 7.2. ESS Parameters. 

Parameters Kanji Kaduna Katampe Gwagwalada Jos Lokoja New 

Heaven 

𝐸𝑒
𝐸𝑆𝑆_𝑅  

(MWh) 

2.2 24.2 4  2 6.8 4 4 

𝑝𝑒
𝑚𝑖𝑛 ( %) 10  10   10  10  10  10  10  

𝑝𝑒
𝑚𝑎𝑥 ( %) 100   100  100  100  100  100  100  

𝜂𝑒
𝐶 0.90  0.90  0.90  0.90  0.90  0.90  0.90  

𝜂𝑒
𝐷  0.90  0.90  0.90  0.90  0.90  0.90  0.90  

𝑝𝑒
𝐶_𝑚𝑖𝑛/𝑝𝑒

𝐶_𝑚𝑎𝑥 

(MW) 

10/55 121/605 10/50 20/100 34/170 20/100 20/100 

𝑄𝑒
𝐶_𝑚𝑖𝑛/𝑄𝑒

𝐶_𝑚𝑎𝑥  

(MVar) 

0/20  0/200  0/20 0/20 0/20 0/20 0/20 
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𝑝𝑒
𝐷_𝑚𝑖𝑛/𝑝𝑒

𝐷_𝑚𝑎𝑥 

(MW) 

20/55  242/605  20/50 40/100 68/170 40/100 40/100 

𝑄𝑒
𝐷_𝑚𝑖𝑛/𝑄𝑒

𝐷_𝑚𝑎𝑥  

(MVar) 

0/20  0/200  0/20  0/20  0/20  0/20  0/20  

 

 

 

Fig. 7.10. Plots showing ESS charging capacity between 07:00 – 08:00 and 17:00 
– 18:00. 

 

 

It can be observed that for a 20% charging capacity, it takes 160 minutes 

to reach a steady state value. In Fig. 7.11 to Fig. 7.14, the plots for 40%, 

60%, 80% and 100% charging capacities, reaching steady state values of 

102 minutes, 75 minutes, 58 minutes and 47 minutes respectively are 

shown.  
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Fig. 7.11. Plots showing ESS charging capacity between 08:00 – 09:00 and 16:00 
– 17:00. 

 

 

 

Fig. 7.12. Plots showing ESS charging capacity between 09:00 – 10:00 and 15:00 

– 16:00. 
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Fig. 7.13. Plots showing ESS charging capacity between10:00 -11:00 and 14:00 
– 15:00. 

 

 

 

Fig. 7.14. Plots showing ESS charging capacity between 11:00 -12:00 and 13:00 
– 14:00. 
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Fig. 7.15. Plots showing capacity of ESS during charging at Kaduna. 

 

 

 

Fig. 7.16. Plots showing capacity of ESS during charging at Kaduna with varied k. 

 

 

The various PV charging capacity of 20% to 100% illustrated (charging at 

08:00, 09:00, 10:00, 11:00 and 13:00) for Kaduna TS are co-plotted for 
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the various times of the day and presented in Fig. 7.15. Considering the 

charging rates of 20%, 40% and 60% respectively, it can be observed that 

it takes more than an hour (60 minutes) to fully charge the ESS unit (Fig. 

7.16). The adjusted plots for a charging time overlap of more than 60 

minutes indicating the subsequent charging cycle is illustrated in Fig. 7.17. 

The resultant angular shift of the rate of charging coefficient for the time 

axis is tabulated in Table 7.3. With the full energisation of the load at 

Kaduna, assuming 20% to 100% loading capacity, the discharge of the ESS 

is triggered and shown in Fig. 7.18. The different energy availability 

scenarios are further analysed with varied assumptions made. 

 

 

 

Fig. 7.17. Plots showing capacity of ESS during charging at Kaduna varying 

charging constant. 
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Table 7.3. Table showing angular value of the charging constant at different 
percentage. 

Rate of charging showing charging constant angles (Degree) 

PV Buses 20% 40% 60% 80% 100% 

Kanji 89.9906 89.9937 89.9953 89.9958 89.9968 

Kaduna 89.9991 89.9994 89.9995 89.9996 89.9997 

Katampe 89.9896 89.9931 89.9948 89.9954 89.9965 

Gwagwalada 89.9948 89.9965 89.9974 89.9977 89.9982 

Jos 89.9969 89.9979 89.9984 89.9986 89.9989 

Lokoja 89.9948 89.9965 89.9974 89.9977 89.9982 

New Heaven 89.9948 89.9965 89.9974 89.9977 89.9982 

 

 

 

Fig. 7.18. Plots showing capacity of ESS during discharging at Kaduna bus. 

 

7.6.1 Scenario 1 

Energy availability for restoration at Jos bus 04:00.  

• No sunshine available hence 0% charging. 
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• ESS previously charged to 100% capacity. 

• Load energised at time step 3. 

• 20% to 100% level of discharge of ESS implemented. 

 

For all scenarios, before the initiation of BSR, the available energy sources 

includes: (i) generator at Shiroro, (ii) PV and ESS at Kaduna TS, and (iii) 

subsequently PV at Jos TS. A maximum power availability of 1,310.9 MVA 

for Kaduna TS is recorded, but a minimum drop to 1,003 MVA is recorded 

on loading, which decreased to a value of 1,002.4 MVA at a 100% discharge 

capacity. Conversely, at Jos TS, a maximum power availability of 1,480.9 

MVA is recorded, but a minimum drop to 920.4 MVA is recorded on loading, 

which decreased to a value of  919.6 MVA at a 100% discharge capacity. 

 

A decrease in the settling value is observed as the discharging is increased. 

A settling value of 1,185.5 MVA is recorded for 20% discharge capacity, 

decreasing to a value of 1,141.9 MVA for 100% discharge capacity for 

Kaduna, while at Jos TS, a settling value of 1,200.7 MVA is recorded for 20% 

discharge capacity, decreasing to a value of 1,144.8MVA for 100% discharge 

capacity as can be seen in Fig. 7.19 and Fig. 7.20 for Kaduna TS and Jos TS 

respectively, and tabulated in Table 7.4. 
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Fig. 7.19. Plots showing capacity of ESS during discharging at Kaduna bus (0% 
charging). 

 

 

 

Fig. 7.20. Plots showing capacity of ESS during discharging at Jos bus (0% 

charging). 
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Table 7.4. Restoration at Kaduna TS and Jos TS 0% charging (20% - 100%) 
discharging. 

Energy availability for restoration at 04:00 at Kaduna TS and Jos TS 

(0% charging) 

Discharging (20% to 100%) 

Bus Value (MVA× 103) 20% 40% 60% 80%  100% 

Kaduna Max   1.3109 1.3109 1.3108 1.3108 1.3108 

Min   1.0030 1.0028 1.0026 1.0025 1.0024 

Settling value 1.1855 1.1747 1.1609 1.1515 1.1419 

Jos Max   1.4809 1.4809 1.4808 1.4807 1.4807 

Min   0.9204 0.9202 0.9200 0.9198 0.9196 

 Settling value 1.2007 1.1869 1.1692 1.1571 1.1448 

  

7.6.2  Scenarios 2 

Energy availability for restoration at Jos bus 07:00 to 18:00. 

• Sunshine available and charging done at 20% to 100%. 

• ESS previously charged to 100% capacity. 

• Load energised at time step 3. 

• 20% level of discharge of ESS implemented. 

 

A maximum power availability of 1,208.9 MVA for Kaduna TS is recorded. 

Upon loading, a minimum drop of 405.8 MVA is noted, with a resultant 

increase to a value of 424.3 MVA at a 100% discharge capacity. At Jos TS, 

a maximum power availability of 1,230.2 MVA is recorded, with a minimum 

drop to a value of 160.4 MVA experienced on loading. At a 100% discharge 

capacity, the value increases to 196.0 MVA. 

 

A settling value of 1,208.4 MVA is recorded for 20% charge capacity, 

maintaining a steady state value for 100% charge capacity for Kaduna, while 



240 
 

at Jos TS, a settling value of 1,230.2 MVA is recorded for 20% charge 

capacity and also maintaining a steady state value for 100% charge capacity 

as can be seen in Fig. 7.21 and Fig. 7.25 for Kaduna TS and Jos TS 

respectively, and tabulated in Table 7.5. 

 

Table 7.5. Restoration at Kaduna TS and Jos TS 20% discharging (20% - 100%) 
charging. 

Energy availability for restoration at Kaduna TS and Jos TS 

(20% discharging) 

                                                   Charging (20% to 100%) 

Bus Value (MVA× 103) 20% 40% 60% 80%  100% 

Kaduna Max   1.2084 1.2084 1.0284 1.2084 1.2084 

Min   0.4058 0.4101 0.4145 0.4193 0.4243 

Settling value 1.2084 1.2084 1.0284 1.2084 1.2084 

Jos Max   1.2302 1.2302 1.2302 1.2302 1.2302 

Min   0.1604 0.1686 0.1771 0.1863 0.1960 

Settling value 1.2302 1.2302 1.2302 1.2302 1.2302 
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Fig. 7.21. Plots showing energy capacity at 20% with 20% discharging at Kaduna 

and Jos. 

 

 

 

Fig. 7.22. Plots showing energy capacity at 40% with 20% discharging at Kaduna 

and Jos. 
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Fig. 7.23. Plots showing energy capacity at 60% with 20% discharging at Kaduna 
and Jos. 

 

 

 

Fig. 7.24. Plots showing energy capacity at 80% with 20% discharging at Kaduna 
and Jos. 

 

 



243 
 

 

Fig. 7.25. Plots showing energy capacity at 100% with 20% discharging at 
Kaduna and Jos. 

 

 

7.6.3 Scenarios 3 

Energy availability for restoration at Jos bus 07:00 to 18:00. 

• Sunshine available and charging done at 20% to 100%. 

• ESS previously charged to 100% capacity. 

• Load energised at time step 3. 

• 40% level of discharge of ESS implemented. 

 

The maximum power availability for Kaduna TS is 1,219.2 MVA. When 

loaded, a minimum drop to a value of 405.9 MVA is recorded, which 

increased to a value of 424.4 MVA at a 100% discharge capacity. Similarly, 

at Jos TS, a maximum power availability of 1,243.9 MVA is recorded, but 

upon loading, a minimum drop to 160.5 MVA is observed. This value is noted 

to have increased to 196.2 MVA at a 100% discharge capacity. 
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For Kaduna and Jos, a settling value of 1,219.2 MVA and 1,243.9 MVA 

respectively is recorded for 20% charge capacity, hence maintaining a 

steady state value for 100% charge capacity as shown in Fig. 7.26 and Fig. 

7.30 for Kaduna TS and Jos TS respectively, and tabulated in Table 7.6. 

 

Table 7.6. Restoration at Kaduna TS and Jos TS 40% discharging (20% - 100%) 
charging. 

Energy availability for restoration at Kaduna TS and Jos TS 

(40% discharging) 

Charging (20% to 100%) 

Bus Value (MVA× 103) 20% 40% 60% 80%  100% 

Kaduna Max   1.2192 1.2192 1.2192 1.2192 1.2192 

Min   0.4059 0.4102 0.4146 0.4194 0.4244 

Settling value 1.2192 1.2192 1.2192 1.2192 1.2192 

Jos Max   1.2439 1.2439 1.2439 1.2439 1.2439 

Min   0.1605 0.1688 0.1773 0.1864 0.1962 

Settling value 1.2439 1.2439 1.2439 1.2439 1.2439 
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Fig. 7.26. Plots showing energy capacity at 20% with 40% discharging at Kaduna 

and Jos. 

 

 

 

Fig. 7.27. Plots showing energy capacity at 40% with 40% discharging at Kaduna 

and Jos. 
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Fig. 7.28. Plots showing energy capacity at 60% with 40% discharging at Kaduna 

and Jos. 

 

 

 

Fig. 7.29. Plots showing energy capacity at 80% with 40% discharging at Kaduna 

and Jos. 
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Fig. 7.30. Plots showing energy capacity at 100% with 40% discharging at 
Kaduna and Jos. 

 

 

7.6.4 Scenarios 4 

Energy availability for restoration at Jos bus 07:00 to 18:00. 

• Sunshine available and charging done at 20% to 100%. 

• ESS previously charged to 100% capacity. 

• Load energised at time step 3. 

• 60% level of discharge of ESS implemented. 

 

Kaduna TS maximum power availability is 1,233.0 MVA. When loaded, a 

minimum of 406.0 MVA is recorded, which subsequently increased to a value 

of 424.5 MVA at a 100% discharge capacity. Likewise at Jos TS, a maximum 

power availability of 1,261.7 MVA is recorded. However, upon loading a 

minimum drop of 160.8 MVA is noted, which increased to a value of 196.4 

MVA at a 100% discharge capacity. 
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A settling value of 1,233.0 MVA and 1,261.7 MVA respectively is recorded 

at 20% charge capacity for Kaduna and Jos, maintaining a steady state 

value even for 100% charge capacity. This is captured in Fig. 7.31 and Fig. 

7.35 for Kaduna TS and Jos TS respectively and tabulated in Table 7.7. 

 

Table 7.7. Restoration at Kaduna TS and Jos TS 60% discharging (20% - 100%) 
charging. 

Energy availability for restoration at Kaduna TS and Jos TS 

(60% discharging) 

Charging (20% to 100%) 

Bus Value (MVA× 103) 20% 40% 60% 80%  100% 

Kaduna Max   1.2330 1.2330 1.2330 1.2330 1.2330 

Min   0.4060 0.4103 0.4147 0.4195 0.4245 

Settling value 1.2330 1.2330 1.2330 1.2330 1.2330 

Jos Max   1.2617 1.2617 1.2617 1.2617 1.2617 

Min   0.1608 0.1690 0.1776 0.1867 0.1964 

Settling value 1.2617 1.2617 1.2617 1.2617 1.2617 
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Fig. 7.31. Plots showing energy capacity at 20% with 60% discharging at Kaduna 

and Jos. 

 

 

 

Fig. 7.32. Plots showing energy capacity at 40% with 60% discharging at Kaduna 
and Jos. 
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Fig. 7.33. Plots showing energy capacity at 60% with 60% discharging at Kaduna 
and Jos. 

 

 

 

Fig. 7.34. Plots showing energy capacity at 80% with 60% discharging at Kaduna 

and Jos. 
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Fig. 7.35. Plots showing energy capacity at 100% with 60% discharging at 
Kaduna and Jos. 

 

 

7.6.5 Scenarios 5 

Energy availability for restoration at Jos bus 07:00 to 18:00. 

• Sunshine available and charging done at 20% to 100%. 

• ESS previously charged to 100% capacity. 

• Load energised at time step 3. 

• 80% level of discharge of ESS implemented. 

 

A maximum power availability of 1,242.4 MVA for Kaduna TS is recorded at 

no load. When loaded, a minimum drop to a value 406.9 MVA is observed, 

with a subsequent increase to a value of 424.6 MVA at a 100% discharge 

capacity. Comparatively, at Jos TS, a maximum power availability of 1,273.7 

MVA is recorded, but with a subsequent minimum drop to a value of 160.9 

MVA upon loading. At a 100% discharge capacity, an increase to a value of 

196.5 MVA is noted. 
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The respective settling values for Kaduna and Jos recorded for a 20% charge 

capacity is 1,242.4 MVA and 1,273.7 MVA. As can be seen in Fig. 7.36 and 

Fig. 7.40 for Kaduna TS and Jos TS respectively and tabulated in Table 7.8, 

both locations maintained a steady state value even for a 100% charge 

capacity.  

 

Table 7.8. Restoration at Kaduna TS and Jos TS 80% discharging (20 - 100%) 
charging. 

Energy availability for restoration at Kaduna TS and Jos TS 

(80% discharging) 

Charging (20% to 100%) 

Bus Value (MVA× 103) 20% 40% 60% 80%  100% 

Kaduna Max   1.2424 1.2425 1.2425 1.2424 1.2424 

Min   0.4609 0.4104 0.4148 0.4195 0.4246 

Settling value 1.2424 1.2425 1.2425 1.2424 1.2424 

Jos Max   1.2737 1.2737 1.2737 1.2737 1.2737 

Min   0.1609 1.6716 0.1777 0.1868 0.1965 

Settling value 1.2737 1.2737 1.2737 1.2737 1.2737 
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Fig. 7.36. Plots showing energy capacity at 20% with 80% discharging at Kaduna 
and Jos. 

 

 

 

Fig. 7.37. Plots showing energy capacity at 40% with 80% discharging at Kaduna 
and Jos. 
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Fig. 7.38. Plots showing energy capacity at 60% with 80% discharging at Kaduna 
and Jos. 

 

 

 

Fig. 7.39. Plots showing energy capacity at 80% with 80% discharging at Kaduna 

and Jos. 
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Fig. 7.40. Plots showing energy capacity at 100% with 80% discharging at 

Kaduna and Jos. 

 

 

7.6.6 Scenarios 6 

Energy availability for restoration at Jos bus 07:00 to 18:00. 

• Sunshine available and charging done at 20% to 100%. 

• ESS previously charged to 100% capacity. 

• Load energised at time step 3. 

• 100% level of discharge of ESS implemented. 

 

At no load condition, the maximum power availability for Kaduna TS is 

1,252.0 MVA. Upon loading, a minimum drop to a value of 406.2 MVA is 

noted. An increase to a value of 424.7 MVA at a 100% discharge capacity is 

recorded. Furthermore, at Jos TS, a maximum power availability of 1286.0 

MVA is recorded at no load, but with a minimum drop to a value of 161.1 

MVA upon loading. Moreso, an increase to a value of 196.7 MVA is observed 

at a 100% discharge capacity. 
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A settling value of 1,232.0 MVA and 1,286.0 MVA is recorded at 20% charge 

capacity for Kaduna and Jos respectively. As illustrated in Fig. 7.41 and Fig. 

7.45 for Kaduna TS and Jos TS respectively, and tabulated in Table 7.9, a 

steady state value for 100% charge capacity was maintained by both 

locations. 

 

Table 7.9. Restoration at Kaduna TS and Jos TS 100% discharging (20% - 100%) 
charging. 

Energy availability for restoration at Kaduna TS and Jos TS 

(100% discharging) 

Charging (20% to 100%) 

Bus Value (MVA× 103) 20% 40% 60% 80%  100% 

Kaduna Max   1.2520 1.2520 1.2520 1.2520 1.2520 

Min   0.4062 0.4105 0.4149 0.4197 0.4247 

Settling value 1.2520 1.2520 1.2520 1.2520 1.2520 

Jos Max   1.2860 1.2860 1.2860 1.2860 1.2860 

Min   0.1611 0.1693 0.1779 0.1870 0.1967 

Settling value 1.2860 1.2860 1.2860 1.2860 1.2860 
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Fig. 7.41. Plots showing energy capacity at 20% with 100% discharging at 

Kaduna and Jos. 

 

 

 

Fig. 7.42. Plots showing energy capacity at 40% with 100% discharging at 
Kaduna and Jos. 

 

 



258 
 

 

Fig. 7.43. Plots showing energy capacity at 60% with 100% discharging at 
Kaduna and Jos. 

 

 

 

Fig. 7.44. Plots showing energy capacity at 80% with 100% discharging at 
Kaduna and Jos. 
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Fig. 7.45. Plots showing energy capacity at 100% with 100% discharging at 
Kaduna and Jos. 

 

For all scenarios except the first, it is seen that despite the varying 

percentages of discharge, the optimal battery power availability for 

participating in restoration is reached in less than 50 minutes. Hence, Fig. 

7.25, Fig. 7.30, Fig. 7.35, Fig. 7.40, and Fig. 7.45 is the optimal for each 

scenario respectively. However, since for black start, short transient power 

capability might be more important than long term energy capability, further 

analysis of the contribution of ESS to power restoration at a 100% discharge 

rate considering all the scenarios is carried out and presented in Table 7.10. 

  

For scenario 1, with no sunshine available and hence 0% charging, upon 

loading, the minimum drop decreased further from  1,003 MVA to 1,002.4 

MVA at Kaduna and from to 920.4 MVA  to 919.6 MVA at Jos respectively at 

100% ESS discharge capacity. However, for all other scenarios, where there 

was availability of sunshine and hence charging implemented at varying 

levels, the contribution of ESS to the power restoration was quite significant 

in both locations as can be seen in Table 7.10.  
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Table 7.10. ESS % contribution for restoration at Kaduna TS and Jos TS for all 
scenarios. 

ESS % contribution for restoration at Kaduna TS and Jos TS for all scenarios 

(100% initial charging and 100% discharging) 

 

Value                                                                                                   Scenarios                                                 

Bus (MVA) 1 2 3 4  5 6 

Kad Max   1310.9 1208.9 1219.2 1233.0 1242.4 1252.0 

Drop 1003 405.8 405.9 406.0 406.9 406.2 

Min   1002.4 424.3 424.4 424.5 424.6 424.7 

ESS cont. (%) - 4.3 4.4 4.4 4.2 4.3 

Jos Max   1480.9 1230.2 1243.9 1261.7 1273.7 1286.0 

Drop 920.4 160.4 160.5 160.8 160.9 161.1 

Min   919.6 196.0 196.2 196.4 196.5 196.7 

 ESS cont. (%) - 18.0 18.2 18.1 18.0 18.1 

 

 

7.7  Conclusion 

The experimental validation of the characteristics of the ESS adopted for the 

proposed BSR simulated study carried out as well as the evaluation of the 

PV contributions to system restoration were performed. The contribution of 

both PV and ESS to system restoration are quite significant and optimally 

contribute to improving the settling values of the restoration zones. The 

various percentages of ESS contribution to power restoration in the two 

locations is well represented in Table 7.10. The various PV and ESS energy 

availability plots during the peak period of solar irradiation also 

demonstrates that it is possible to quickly energise a section of the network 

by the combination of PV and ESS systems. 
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The major contributions of this chapter are: 

➢ The experimental charging and discharging of the ESS system was 
conceptualised and integrated into the BSR methodology implemented 
using the 48-bus system. 

➢ The experimental validation of the ESS system implemented using the 
48-bus system showed that the charging and discharging at various 
percentages during system restoration was possible. 

➢ Different scenarios were created and used to validate the contribution 
of ESS to load restoration. 

➢ The percentage contributions of ESS and PV to system restoration was 
demonstrated. 

➢ The battery ESS contributed optimally to the system restoration by 
reducing the restoration time step as illustrated in Chapter 6. 

 

  



262 
 

CHAPTER 8  

8.0 CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE 

RESEARCH 

8.1  Conclusions 

The major focus of this research was to model and analysis a smart localised 

energy system for a sustainable future power network. Achieving a 

sustainable future power system requires an application of a whole system 

approach to energy generation, distribution and utilisation. Starting from 

power utilisation, the study investigated the dynamics of residential power 

demand and modelled the residential energy consumption profile.  

 

Moreover, to enhance the estimation of the urban residential energy use of 

different residential types in the absence of smart meters or historical data, 

an excel-based algorithm was developed and applied to the developed 

model. The results, which was based on the appliance energy end use 

methodology, was used to develop a load profile indicative of a typical urban 

residential energy demand and employed to predict the effects of residential 

loads on the power system. Several case studies demonstrating how to 

optimise energy consumption and improve energy efficiency were also 

carried out.  

 

In addition, a techno-economic analysis of the energy cost of public lighting 

was carried out using metrics such as Life Cycle Cost (LCC), Annualized Life 

Cycle Cost (ALCC), Net Present Cost (NPC), Cost of Energy (COE), and 

Return on Investment (ROI). The LCC of the SPV system which is the main 

index adopted in the economic assessment of a project’s viability was the 

lowest. On the contrary, the grid-connected system had both the highest 
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LCC and ALCC. To further simulate the performance of the generator and 

solar PV connected street lighting systems, HOMER Pro 3.13.1 software was 

used. For both the generator and SPV systems, the simulated NPC cost was 

determined along with the LCOE. Lastly, the emissions resulting from the 

generator powered lighting system was also estimated. 

 

Furthermore, an assessment of the response of the power system to the 

integration of DERs and EVs was performed. Data from a real low voltage 

(LV) distribution network in Nigeria was obtained and used in modelling the 

network using PSCAD/EMTDC software package. Using the network, 

different impact studies considering an increase in the load and addition of 

distributed generation sources were performed. The introduction of an LCL 

filter did reduce the THD in the line current from 20% to 4%. Resulting from 

PV systems integration into the network, Volt-VAr optimisation (VVO) was 

performed to enable the inverter-based PV systems participate actively in 

voltage regulation by the provision of flexible reactive power support. For 

the controlled Case studies 2 and 3, a net total of 1.359 MVAr and 1.301 

MVAr respectively are utilised from the inverter to regulate the voltage 

within the acceptable limits, hence reducing the substation reactive power 

by 19.8% and 18.9% respectively. The application of VVO reduced the 

deviation of consumer voltages from the nominal system voltage by 33.4% 

thereby enhancing power quality and reliability by improving the feeder 

volage profile and further reducing the active power losses in the network 

from 0.437 MW to 0.172 MW.  

 

Besides the aforementioned, since the resilience of the power system is 

constantly been threatened as a consequence of the devastating effects of 

climate change impact, oftentimes culminating to blackout, a DER integrated 

black start restoration strategy was implemented. The formulated BSR 
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problem was implemented as a dynamic optimisation problem to enable the 

effective coordination of the dispatching actions of the DERs along with the 

switching actions of RCSs over multiple decisions time steps. The mixed-

integer linear programming (MILP) technique was adopted and modelled to 

suit the nature of the BSR method developed. The black start power 

restoration sequence and the development of a viable restoration strategy 

were actualised. The simulation of the MILP model was achieved in 

MATLAB® using the IBM CPLEXTM solver. 

 

Consequently, to validate the proposed BSR method developed, the Nigerian 

330 kV 48-bus system was modelled in NEPLAN and used as a case study 

to assess its performance. The performance analysis indicated that BSR was 

effectively executed since restoration could be sequentially initiated at 

various times in different sections of the network. Most loads were optimally 

restored before the 30th time step for a black start operation. The switching 

sequence of the various loads on the different transmission substation buses 

by participating generators was developed and used to achieve effective 

restoration. The performance characteristics of voltage and frequency in 

response to the loading during restoration monitored in the different regions 

witnessed appreciable level of improvement especially with PV assistance. 

Also, it was possible to energise the system by implementing the restoration 

sequence step by step, while satisfying various operational constraints 

during the restoration process. 

 

Equally important is the experimental and numerical methodology adopted 

in the validation of energy storage system (ESS) adopted for the proposed 

BSR simulated study. The optimal battery power availability for participating 

in restoration was reached in less than 50 minutes. The contribution of both 

PV and ESS to system restoration were quite significant, with ESS optimally 
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contributing to power restoration achieving 4.3% & 18.1% for Kaduna and 

Jos respectively culminating to a reduce restoration time. During the peak 

period of solar irradiation, it was also possible to energise a section of the 

network by the combination of PV and ESS systems. 

 

Finally, the novelty of this work lies in the development of a unique 

restoration sequence capable of improving the resilience of the power grid 

in the unlikely events of a blackout. The developed structured flowchart 

incorporates DERs in implementing the BSR solution framework. Without 

the applied method, the switching can only be done considering optimisation 

of switching time, but with the applied method, the path with the least 

anticipated voltage and frequency drop is taken into consideration in the 

choice of the restoration route. This is applicable when alternative route for 

restoration is considered. Besides this, the implementation of different 

impact studies considering an increase in the load and addition of distributed 

generation sources using data from a real low voltage distribution network 

in Nigeria also makes this work unique. Prior to this study, to the best of the 

reseacher’s knowledge, there seems to be no existing detailed technical 

work assessing the Nigerian power network for BSR, LV urban distribution 

network for DG, EV and slow and fast charging infrastructures. This is the 

first of such comprehensive study in these areas. Although, the Nigerian 48-

bus system was used as a case study to assess the performance of the black 

start restoration method developed, however, its application is relevant for 

some other countries facing similar challenging issues. 

 

In summary, the main contributions of this thesis are: 

➢ The modelling the Nigerian 330 kV 48-bus system and its use in the 
validation of the BSR methodology. 

➢ The development of an optimal retoration strategy, which takes into 
consideration the path with the least anticipated voltage and frequency 
drop in the choice of its restoration routes. 
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➢ Demonstrating the significant contributions of ESS and PV to system 
restoration.     

➢ The development of a unique BSR restoration sequence incorporating 
DERs and capable of improving the resilience of the power grid in the 
unlikely events of a blackout.  

➢ The formulation and implementation of the BSR problem as a dynamic 
optimisation problem to enable the effective coordination of the 
dispatching actions of the DERs along with the switching actions of 
RCSs over multiple decisions time steps. 

➢ The modelling of a real low voltage (LV) distribution network in Nigeria 
and the implementation of different impact studies. 

➢ The adoption of appliance energy end use methodology in the 
estimation of consumer energy use and development of load profiles.  

 

8.2  Recommendations for Future Research 

This research was carried out using information and tools that were readily 

available as at the time of a global pandemic which culminated in new 

working conditions. Constrained by some of these conditions, reasonable 

adjustments were made which no doubts placed a limit to the extent in 

which some aspects of this research would have been stretched. For 

instance, it would be interesting to use long range energy alternatives 

planning (LEAP), to predict the long term residential load demands. While 

the focus of the early part of this study was on residential loads, further 

insights into the nature of commercial and industrial loads could be explored 

as well. Also, municipal street lighting is only a study case considered in this 

research, other sectors could be investigated as well. This research did focus 

on urban networks, extending similar analysis to rural networks and 

performing a comparative analysis between both networks would be exciting 

to see. 

 

Furthermore, the application of DERs in distribution networks is a fast 

moving field and it would be interesting to further investigate how both the 
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urban and rural networks in Nigeria would be impacted by a full scale 

introduction of DERs into the network. Moreso, with the proposed EVs 

integration into the Nigerian market, carrying out further detailed studies 

and analysing the various connections and charging scenarios would be 

expedient. 

 

Another very exciting area of this study that could be expanded upon is the 

black start applications. It would be great to see a restoration strategy 

developed for applications in urban, rural, residential, commercial, airports 

settings, etc. Although this study had comprehensively modelled and 

simulated the Nigerian 330 kV 48-bus system, getting a chance to 

implement the simulated model in real time on the Nigerian power network 

and examining its performance with assumed blackout events would be 

worth investigating. Lastly, the comprehensive updated network parameters 

with newly added generation and transmission capacities can be obtained 

and used in performing a similar study and comparison done.  
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 Appendices 

Appendix A Various buildings layout schematics 

 

Fig. A1. 4 bedroom apartment floor plan. 
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Fig. A2. 3 bedroom apartment floor plan. 
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Fig. A3. 2 bedroom apartment floor plan. 
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Fig. A4. 1 bedroom apartment floor plan. 
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Appendix B Seasonal daily load profile of various residential 

consumer types 

 

 

Fig. B1. 4 bedroom scenario 3 rainy season load profile. 

 

 

Fig. B2. 4 bedroom scenario 3 dry season load profile. 
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Fig. B3. 4 bedroom scenario 2 rainy season load profile. 

 

 

Fig. B4. 4 bedroom scenario 2 rainy season load profile. 
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Fig. B5. 4 bedroom scenario 1 rainy season load profile. 

 

 

Fig. B6. 4 bedroom scenario 1 dry season load profile. 
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Fig. B7. 3 bedroom scenario 3 rainy season load profile. 

 

 

 

Fig. B8. 3 bedroom scenario 3 dry season load profile. 
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Fig. B9. 3 bedroom scenario 2 rainy season load profile. 

 

 

 

Fig. B10. 3 bedroom scenario 2 dry season load profile. 
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Fig. B11. 3 bedroom scenario 1 rainy season load profile. 

 

 

 

Fig. B12. 3 bedroom scenario 1 dry season load profile. 
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Fig. B13. 2 bedroom scenario 3 rainy season load profile. 

 

 

 

Fig. B14. 2 bedroom scenario 3 dry season load profile. 
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Fig. B15. 2 bedroom scenario 2 rainy season load profile. 

 

 

 

Fig. B16. 2 bedroom scenario 2 dry season load profile. 
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Fig. B17. 2 bedroom scenario 1 rainy season load profile. 

 

 

 

Fig. B18. 2 bedroom scenario 1 dry season load profile. 
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Fig. B19. 1 bedroom scenario 3 rainy season load profile. 

 

 

 

Fig. B20. 1 bedroom scenario 3 dry season load profile. 

 

0

0.5

1

1.5

2

0
0

:0
0

0
1

:0
0

0
2

:0
0

0
3

:0
0

0
4

:0
0

0
5

:0
0

0
6

:0
0

0
7

:0
0

0
8

:0
0

0
9

:0
0

1
0

:0
0

1
1

:0
0

1
2

:0
0

1
3

:0
0

1
4

:0
0

1
5

:0
0

1
6

:0
0

1
7

:0
0

1
8

:0
0

1
9

:0
0

2
0

:0
0

2
1

:0
0

2
2

:0
0

2
3

:0
0

C
O

N
SU

M
P

TI
O

N
 (

K
W

h
)

TIME (HOURS)

1 BR Scenario 3 Rainy Season Load Profile

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

0
0

:0
0

0
1

:0
0

0
2

:0
0

0
3

:0
0

0
4

:0
0

0
5

:0
0

0
6

:0
0

0
7

:0
0

0
8

:0
0

0
9

:0
0

1
0

:0
0

1
1

:0
0

1
2

:0
0

1
3

:0
0

1
4

:0
0

1
5

:0
0

1
6

:0
0

1
7

:0
0

1
8

:0
0

1
9

:0
0

2
0

:0
0

2
1

:0
0

2
2

:0
0

2
3

:0
0

C
O

N
SU

M
P

TI
O

N
 (

K
W

h
)

TIME (HOURS)

1 BR Scenario 3 Dry Season Load Profile



282 
 

 

Fig. B21. 1 bedroom scenario 2 rainy season load profile. 

 

 

Fig. B22. 1 bedroom scenario 2 dry season load profile. 
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Fig. B23. 1 bedroom scenario 1 rainy season load profile. 

 

 

 

Fig. B24. 1 bedroom scenario 1 dry season load profile. 
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Appendix C Energy demand of various residential consumer 

types 

Table C.1. Urban scenario 1 average demand 

Urban scenario 1 
 

LED Incandescent 

Building Rainy season 

load (w) 

Dry season 

load (w) 

Rainy season 

load (w) 

Dry season 

load (w) 

4 bedrooms 2,632.625 3,240.875 3,366.875 3,904.458 

3 bedrooms 2,362.792 2,758.667 3,014.583 3,373.417 

2 bedrooms 1,742.208 1,650.875 2,666.125 2,639.375 

1 bedroom self-

contain 

662.500 656.125 947.375 921.875 

 

Table C.2. Urban scenario 2 average demand 

Urban scenario 2 
 

LED Incandescent 

Building Rainy season 

load (w) 

Dry season 

load (w) 

Rainy season 

load (w) 

Dry season 

load (w) 

4 bedrooms 3,036.000 3,433.708 3,652.292 4,093.208 

3 bedrooms 2,602.500 3,024.958 3,263.125 3,624.458 

2 bedrooms 1,895.208 1,803.875 2,385.792 2,229.042 

1 bedroom self-

contain 

662.042 657.500 946.875 929.375 

Table C.3. Urban scenario 3 average demand 

Urban scenario 3 
 

LED Incandescent 

Building Rainy season 

load (W) 

Dry season 

load (W) 

Rainy season 

load (W) 

Dry season 

load (W) 

4 bedrooms 3,083.542 3,645.542 3,814.167 4,311.167 

3 bedrooms 2,835.417 3,258.333 3,485.833 3,845.708 
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2 bedrooms 2,047.333 1,957.458 2,533.833 2,377.083 

1 bedroom self-

contain 

705.750 719.042 988.542 976.458 

 

Table C.4. Urban scenario 1 demand factor 

Urban scenario 1 
 

LED Incandescent 

Building Rainy season  Dry season   Rainy season   Dry season   

4 bedrooms 0.413 0.470 0.450 0.502 

3 bedrooms 0.377 0.461 0.415 0.411 

2 bedrooms 0.672 0.621 0.825 0.939 

1 bedroom self-contain 0.709 0.709 0.790 0.790 

 

Table C.5. Urban scenario 2 demand factor 

Urban scenario 2 
 

LED Incandescent 

Building Rainy 

season 

Dry season Rainy season Dry season 

4 bedrooms 0.508 0.470 0.508 0.502 

3 bedrooms 0.381 0.385 0.418 0.411 

2 bedrooms 0.672 0.621 0.690 0.651 

1 bedroom self-contain 0.709 0.709 0.790 0.790 

 

Table C.6. Urban scenario 3 demand factor 

Urban scenario 3 
 

LED Incandescent 

Building Rainy 

season 

Dry season Rainy season Dry season 

4 bedrooms 0.363 0.333 0.405 0.378 

3 bedrooms 0.377 0.382 0.415 0.411 
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2 bedrooms 0.672 0.500 0.690 0.545 

1 bedroom self-contain 0.709 0.709 0.790 0.790 

 

Table C.7. Urban scenario 1 load factor 

Urban scenario 1 
 

LED Incandescent 

Building Rainy season 

load 

Dry season 

load 

Rainy season 

load 

Dry season 

load 

4 bedrooms 0.291 0.315 0.310 0.322 

3 bedrooms 0.353 0.337 0.368 0.415 

2 bedrooms 0.285 0.293 0.311 0.270 

1 bedroom self-

contain 

0.532 0.527 0.499 0.485 

 

Table C.8. Urban scenario 2 load factor 

Urban scenario 2 
 

LED Incandescent 

Building Rainy season 

load 

Dry season 

load 

Rainy season 

load 

Dry season load 

4 bedrooms 0.273  0.333  0.298  0.338  

3 bedrooms 0.385  0.442  0.395  0.446  

2 bedrooms 0.310  0.320  0.332  0.329  

1 bedroom self-

contain 

0.531  0.528  0.498  0.489  
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Table C.9. Urban scenario 3 load factor 

Urban scenario 3 
 

LED Incandescent 

Building Rainy season 

load 

Dry season 

load 

Rainy season 

load 

Dry season 

load 

4 bedrooms 0.388  0.500  0.391  0.473  

3 bedrooms 0.423  0.480  0.425  0.474  

2 bedrooms 0.335  0.431  0.353  0.419  

1 bedroom self-

contain 

0.566  0.577  0.520  0.514  

 

Table C.10. Urban scenario 1 unity power density 

Urban scenario 1 
 

LED Incandescent 

Building Rainy season 

(W/Ft2) 

Dry season 

(W/Ft2) 

Rainy season 

(W/Ft2) 

Dry season 

(W/Ft2) 

4 bedrooms 1.960 2.413 2.507 2.907 

3 bedrooms 1.242 1.529 1.588 1.842 

2 bedrooms 1.751 2.156 2.240 2.597 

1 bedroom 

self-contain 

5.162 6.354 6.601 7.655 

 

Table C.11. Urban scenario 2 unity power density 

Urban scenario 2 
 

LED Incandescent 

Building Rainy season 

(W/Ft2) 

Dry season 

(W/Ft2) 

Rainy season 

(W/Ft2) 

Dry season 

(W/Ft2) 

4 bedrooms 2.260  2.557  2.719  3.048  

3 bedrooms 1.432  1.620  1.723  1.931  

2 bedrooms 2.019  2.284  2.429  2.723  
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1 bedroom self-

contain 

5.952  6.732  7.161  8.025  

 

Table C.12. Urban scenario 3 unity power density 

Urban scenario 3 
 

LED Incandescent 

Building Rainy season 

(W/Ft2) 

Dry season 

(W/Ft2) 

Rainy season 

(W/Ft2) 

Dry season 

(W/Ft2) 

4 bedrooms 2.296  2.714  2.840  3.210  

3 bedrooms 1.454  1.719  1.799  2.033  

2 bedrooms 2.051  2.425  2.537  2.868  

1 bedroom self-

contain 

6.046  7.147  7.478  8.452  

 

Appendix D Assumed appliance wattages 

Table D.1. 4 bedroom Urban with incandescent lights 

4 bedrooms urban incandescent 

Appliances Wattage (w) 

Light bulb 60 

Light bulb 11 

Mobile phone charger 15 

Laptop charger 65 

Ceiling fan 60 

DVD/DVR 25 

Television 150 

Home theatre 800 

Cable decoder 35 

Air conditioner (1 hp) 746 

Air conditioner (1.5 hp) 1100 
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Refigerator/freezer 725 

Microwave oven 700 

Blender 300 

Water pump (1.5 hp) 1100 

Pressing iron 1400 

Water heater 3000 

Washing machine 400 

 

Appendix E Street lighting computation Table 

Table E.1. Generator powered HPS street lighting system 

S/

N 

Description of 

materials with 

full 

specifications 

Quantit

y 

Rate N ($) Amount N ($) Remarks 

A.) 

1 

100KVA 

Mikano 

Generator 

20 3,400,000.0

0 

(93,922.65) 

68,000,000.00 

(187,845.30) 

CGEN 

2 250W, 220V 

AC High 

Pressure 

Sodium Fittings 

2,434 41,250.00 

(113.95) 

100,402,500.00 

(277,354.97) 

2 fittings per 

pole(CHPSFGEN) 

3 250W, 220V 

AC High 

Pressure 

Sodium Lamps 

2,434 12,670.00 

(35.00) 

30,838,780.00 

(85,190.00) 

2 lamps per pole 

(CHPSLGEN) 

4 4 - core 35mm2 

copper 

conductor 

armoured cable, 

43,600

m 

6,500.00 

 (17.96)   

283,400,000.00 

(782,672.93) 

To interconnects 

(CACABHPSGEN) 
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600V to earth 

and 100V 

between 

conductors 

5 4mm2, double 

core flexible 

copper 

conductor cable 

24,340

m 

 

500.00 

(1.38) 

12,170,000.00 

(33,618.78) 

20m per pole 

(CCABHPSGEN) 

6 10m, double 

arm galvanized 

steel pole 

1,217 72,400.00 

(200.00) 

88,110,800.00 

(243,400.00) 

CPOLEHPSGEN 

 

7 Complete 

concrete 

reinforcement 

(cement, iron 

rod, sand, 

excavation, 

plank, nails, 

bolts and nuts, 

water) per pole 

1,217 

 

36,200.00 

(100.00) 

44,055,400.00 

(121,700.00) 

CREINFORCEMENTHPSGE

N 

8 Installation cost 1,217 72,400.00 

 (200.00) 

88,110,800.00 

(243,400.00) 

Installation of 1,217 

light poles 

(CINSTALLHPSGEN) 

9 Labour cost 1,217 72,400.00 

 (200.00) 

88,110,800.00 

(243,400.00) 

CLABHPSGEN 

10 Initial 

investment cost 

  803,199,080.00 

(2,218,781.99) 

ICCHPSGEN 

 

B.) 

1 

Replacement of 

complete High 

Pressure 

Sodium vapour 

9,736  89,371,230.66 

(246,881.85) 

CPWHPSLGEN 
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lamp (four 

times) 

throughout the 

life span of the 

system (25 

years). 

2 Present worth 

of workers' 

wages for the 

replacement of 

lamps 

throughout the 

life time of the 

project (25 

years) 

9,736  102,138,549.30 

 (282,150.69) 

N7240/pole 

($20/pole for the cost 

of the installation) 

(CPWHPSGENWW) 

3 Replacement of 

oil and change 

of filter after 

300 hours of 

operation of 

generator for 

twelve hours of 

operation of 

HPS streetlight 

lamps (three 

hundred and 

sixty five times) 

throughout the 

lifespan of the 

system (25 

years) 

7,300  5,754,297,530.00 

(15,859,849.53) 

10% of generator 

cost. (CPWOFC) 
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4 Decarbonizatio

n of generator 

after 1500 hours 

of operation of 

generator for 

twelve hours of 

operation of 

HPS streetlight 

lamps (seventy 

three times) 

throughout the 

lifespan of the 

system (25 

years) 

1,460  575,429,753.00 

(1,589,584.95) 

5% of generator cost. 

(CPWGENDECARBON) 

5 Engine 

overhaul of 

generating set 

after 6000 hours 

of generator 

operation for 

twelve hours of 

operation of 

HPS street light 

lamps 

(seventeen 

times) 

throughout the 

lifespan of the 

system (25 

years). 

340  1,349,760,164.00 

(3,728,619.24) 

50% of generator cost 

(CPWENGOH) 
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6 Cost of 

Operation and 

Maintenance of 

Generator 

Powered 

Generator 

throughout the 

lifespan of the 

project 

  7,870,997,226.96 

(21,743,086.26) 

COMHPSGEN 

C.) Present Worth 

of the Cost of 

running 

generator using 

diesel using the 

minimum 

number of liters 

(3702) 

consumed per 

month by each 

generator as 

bench mark 

throughout the 

lifespan of the 

project 

20  3,359,259,895.00 

(9,279,723.57) 

CPWENERGYCOSTHPSGE

N 

D.) Life Cycle Cost   12,033,456,201.9

6 

(33,241,591.81) 

LCCHPSGEN 

E.) Annualized Life   650,776,489.48 

(1,797,725.11) 

ALCCHPSGEN 

F.) COE   244.17/kWh 

(0.675/kWh) 

COEHPSGEN 
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Table E.2. Grid powered HPS street lighting system 

S/

N 

Description 

of materials 

with full 

specification

s 

Quantit

y 

Rate N ($) Amount N ($) Remarks 

A.) 

1 

200KVA, 

11/.415KV, 

3-Phase 

Transformer 

6 2,000,000.0

0 

(5,524.86) 

12,000,000.00 

(33,149.17) 

CTRANS 

2 250W, 220V 

AC High 

Pressure 

Sodium 

Fittings 

2,434 41,250.00 

(113.95) 

100,402,500.00 

(277,354.97) 

2 fittings per pole 

(CHPSFGRID) 

3 250W, 220V 

AC High 

Pressure 

Sodium 

Lamps 

2,434 12,670.00 

(35.00) 

30,838,780.00 

(85,190.00) 

2 lamps per pole 

(CHPSLGRID) 

4 4-core 

35mm2 

copper 

conductor 

armoured 

cable, 600V 

to earth and 

100V 

between 

conductors 

43,600

m 

6,500.00 

(17.96) 

283,400,000.00 

(782,872.93) 

To interconnects 

(CACABHPSGRID) 

 



295 
 

5 4mm2, 

double core 

flexible 

copper 

conductor 

cable 

24,340

m 

 

500 

(1.38) 

12,170,000.00 

(33,618.78) 

20m per pole 

(CCABHPSGRID) 

6 Materials 

required for 

the 

installation 

of 

transformer 

(including 

rod earthing, 

basement and 

three phase 

energy 

meter) 

6 15,000,00.0

0 

(41,436.46) 

90,000,000.00 

(248,618.78) 

CMATERIALINSTALLTRANS 

7 10m, double 

arm 

galvanized 

steel pole 

1,217 72,400.00 

(200.00) 

88,110,800.00 

(243,400.00) 

CPOLEHPSGRID 

8 Complete 

concrete 

reinforcemen

t (cement, 

iron, rod, 

sand, 

excavation 

plank, nails, 

bolts and 

1,217 36,200.00 

(100.00) 

 

44,055,400.00 

(121,700.00) 

 

CREINFORCEMENTHPSGRID 
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nuts, water) 

per pole 

9 Installation 

cost 

1,217 72,400.00 

(200.00) 

88,110,800.00 

(243,400.00) 

Installation of 1,217 

light poles 

(CINSTALLHPSGRID) 

10 Labour cost 1,217 72,400.00 

(200.00) 

88,110,800.00 

(243,400.00) 

CLABOURHPSGRID 

11 Initial 

Investment 

Cost 

  837,199,080.00 

(2,312,704.64) 

ICCHPSGRID 

B.) 

1 

Replacement 

of complete 

high pressure 

Sodium 

Vapour 

Lamp (four 

times) 

throughout 

the life span 

of the system 

(25 years) 

9,736  89,371,230.66 

(246,881.85) 

CPWHPSLGRID 

 

2 Present 

worth of 

worker's 

wages for the 

replacement 

of lamps 

throughout 

the life time 

of the protect 

(25years). 

9,736  102,138,549.30 

(282,150.69) 

N7,240/pole or $20/pole 

for the cost of 

installation 

(CPWHPSGRIDWW) 
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3 Total cost of 

maintenance 

(replacement 

cost + 

workers’ 

wages) 

  191,509,780.00 

(529,032.54) 

COMHPSGRID 

C.) Energy 

Consumption 

Cost 

  1,267,300,915.00 

(3,500,831.26) 

CPWENERGYCOSTHPSGRID 

D.) Transformer 

Energy 

Losses 

  16,953,328,794.9

3 

(46,939,599.08) 

CPWTRANSLOSSCOSTHPSGRI

D 

E.) Life Cycle 

Cost 

  19,249,338,569.9

3 

(53,282,127.51) 

LCCHPSGRID 

F.) Annualized 

Life Cycle 

Cost 

  1,041,015,712.28 

(2,881,529.24) 

ALCCHPSGRID 

G.) COE   390.59/kWh 

(1.08/kWh) 

COEHPSGRID 

 

 

Table E.3. Solar PV powered street lighting system 

S/N Description of materials 

with full specifications 

Quantity Rate N ($) Amount N ($) Remarks 

A.)        

1  

180Wp, 18VDC 4BB 

PV Solar Module 

4,868 25,340.00 

(70.00) 

123,355,120.00 

(340,760.00)  

4 modules per 

pole (CSPV) 

             

2 

Complete super bright 

solar lamp 120w, 12-

24VDC, LED, 

80.110lm/m2, > 75Ra, 

2,434 78,375.00 

(216.51) 

190,764,750.00 

(526,947.45)  

2 per pole (CLED) 
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Power Factor >95%, life 

span, >50,000hrs 

(Zhongshanttuijian 

Photoelectric 

Technology Co, Ltd.). 

             

3 

200AH, 12VDC, Deep 

cycle sealed AGM 

battery, MIGHTY 

MAX 

3,651 133,940.00 

(370.00) 

489,014,940.00 

(1,350,870.00)  

3 Batteries per 

pole (CBAT) 

             

4 

12/24 VDC, 48A MPPT 

Solar charge controller  

1,217 56,834.00 

(157.00) 

69,166,978.00 

(191,069.00)  

1 charge 

controller per pole 

(CCONTROLLER) 

             

5 

4mm2, double core 

flexible copper 

conductor cable 

6,085m 500 

(1,38) 

3,042,500.00 

(8,404.70)  

5m per pole 

(CCABSPV) 

             

6 

Battery box 2,434 18,100.00 

(50.00) 

44,055,400.00  

(121,700.00) 

2 boxes per pole 

(CBOX) 

             

7 

Solar Rack 1,217 32,580.00 

(90.00) 

39,649,860.00 

(109,530.00)  

1 rack per pole 

(CSRK) 

             

8 

Complete concrete 

reinforcement (cement, 

iron, rod, sand, 

excavation plank, nails, 

bolts and nuts, water) 

1,217 36,200.00 

(100.00) 

44,055,400.00 

(121,700.00) 

(CREINFORCEMENT) 

             

9 

10m, double arm 

galvanized steel pole 

1,217 72,400.00 

(200.00) 

88,110,800.00 

(243,400.00) 

Each arm should 

be of 1.3m 

extension 

(CPOLESPV) 

           

10 

Labour cost 1,217 36,200.00 

(100.00) 

44,055,400.00 

(121,700.00)  

CLABSPV 
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11 

Installation cost (10% of 

PV cost)  

  113,527,114.80 

(313,610.81)  

CINSTALL 

12          Initial investment cost   1,248,798,263.00 

(3,449,718.96) 

ICCSPV 

B.)        

1 

Replacement of 200AH, 

12VDC, Deep cycle 

sealed AGM battery, 

MIGHTY MAX for 

every five years 

throughout the life span 

of the system (25 years) 

14,604  1,417,172,372.00 

(3,914,840.81) 

CBATPW 

             

2 

Replacement of 

complete super Bright 

Solar Lamp 120w, 12-

24VDC, LED, once 

throughout  the life span 

of the system(25 years) 

2,434  134,875,722.60 

(372,584.87)  

CPWLED 

             

3 

Replacement of 12/24 

VDC, 48A MPPT Solar 

charge controller once 

throughout  the life span 

of the system (25 years) 

1,217  50,224,581.95 

(138,741.94) 

CPWCONTROLLER 

             

4 

Present Worth of 

Maintenance Cost 

  408,795,635.70 

(1,129,269.71)  

CPWM 

             

5 

Replacement, Operation 

and Maintenance Cost 

throughout the lifetime 

of the project 

  2,011,068,312.00 

(5,555,437.33)  

COMSPV 

C.) Life Cycle Cost   3,259,866,575.00 

(9,005,156.28) 

LCCSPV 
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D.) Annualized Life Cycle 

Cost 

  176,295,528.90 

(487,004.22)  

ALCCSPV 

E.) COE   137.80/kWh 

(0.38/kWh) 

COESPV 

 

 

 

Appendix F TCN geographical structure, generator, 

transmission and load data 

 

Fig. F1. Geographical structure of TCN. 

 

 



301 
 

 

Table F.1. Existing 330 kV transmission line network circuit parameters 

 

Table F.2. Transmission line data 

Line no. From bus To bus R(p.u.) X(p.u.) B(p.u) 

1 2 3 0.003183 0.023942 0.31 

2 3 4 0.000287 0.002431 0.031373 

3 3 4 0.000287 0.002431 0.031373 

4 3 5 0.008543 0.073297 0.962559 

5 3 6 0.005575 0.047487 0.617196 

6 3 6 0.005575 0.047487 0.617196 

7 3 10 0.002505 0.021255 0.274643 

8 5 11 0.003773 0.028371 0.37 
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9 5 12 0.005121 0.043588 0.565870 

10 5 13 0.004067 0.034560 0.447636 

11 6 7 0.004102 0.034861 0.451573 

12 6 8 0.008813 0.075657 0.972381 

13 6 9 0.007570 0.064764 0.828210 

14 6 10 0.003110 0.026403 0.341432 

15 7 14 0.003430 0.029124 0.376815 

16 8 14 0.003855 0.032749 0.414631 

17 8 16 0.002437 0.018327 0.20 

18 8 17 0.011005 0.082766 1.09 

19 8 18 0.000369 0.003131 0.040387 

20 11 21 0.007743 0.058231 0.77 

21 12 13 0.001075 0.009116 0.117657 

22 13 22 0.004981 0.042387 0.550090 

23 16 18 0.001275 0.010818 0.139606 

24 16 19 0.009865 0.074194 0.98 

25 19 24 0.005384 0.040496 0.63 

26 19 24 0.005384 0.040496 0.63 

27 19 25 0.007664 0.057640 0.76 

28 19 26 0.003817 0.032450 0.420027 

29 19 27 0.001965 0.014780 0.19 

30 19 27 0.001965 0.014780 0.19 

31 21 28 0.010415 0.078332 1.04 

32 21 28 0.010415 0.078332 1.04 

33 22 25 0.001361 0.011547 0.149041 

34 24 30 0.003773 0.028377 0.37 

35 24 31 0.002130 0.018086 0.233596 

36 24 32 0.006053 0.045521 0.60 

37 25 33 0.004330 0.054152 0.019608 

38 26 27 0.002476 0.018622 0.24 
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39 26 34 0.001022 0.007685 0.10 

40 27 34 0.002476 0.018622 0.24 

41 28 35 0.006485 0.055397 0.721889 

42 28 35 0.006485 0.055397 0.721889 

43 30 35 0.000346 0.002935 0.037867 

44 32 38 0.000983 0.007390 0.09 

45 32 39 0.001728 0.014668 0.189379 

46 35 39 0.004921 0.041910 0.543796 

47 38 39 0.002303 0.019550 0.252551 

48 39 40 0.002188 0.018574 0.239914 

49 40 41 0.000577 0.004891 0.063113 

 

Table F.3. Generator characteristics 

Generator Connected bus Power (MW) Bus volt (kV) Volt. mag (p.u.) 

Kainji GS 1 259 16 1.0 

Jebba GS 15 252 330 1.0 

Shiroro 20 302 330 1.0 

Olorunsogo 23 159 330 1.0 

Geregu GS 36 120 330 1.0 

Ihovor GS  37 240 330 1.0 

Omotosho GS 42 188 330 1.0 

Delta GS 43 281 330 1.0 

Afam GS 44 280 330 0.973 

Odukpani GS 45 260 330 1.0 

Okpai GS 46 221 330 1.0 

Alaoji GS 47 240 330 1.0 

Sapele GS 48 170 330 1.0 
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Table F.4. Bus loading characteristics 

 

Table F.5. Generator and bus data 

 

Bus 

no. 

 

Bus name 

Bus 

volt 

(KV) 

Volt. 

Mag. 

(PU) 

 

Load 

 

Generation 

MW MVAR MW MVAR 

1 Kainji GS 16 1.0 - - 259 - 

2 Kainji SS 330 1.0 - - - - 

3 Jebba TS 330 0.988 260 119 - - 

4 Jebba SS 330 1.0 - - - - 

5 Shiroro SS 330 1.0 - - - - 

6 Oshogbo TS 330 1.0 107 56 - - 

7 Ayede TS 330 0.97 114 68 - - 

8 Ikeja West TS 330 1.0 447 195 - - 

9 Ihovbor SS 330 1.0 - - - - 

10 Ganmo TS 330 0.994 100 57 - - 

11 Kaduna TS 330 0.956 102 51 - - 

12 Katampe TS 330 1.0 201 107 - - 

13 Gwagwalada TS 330 0.956 120 65 - - 

14 Olorunsogo SS 330 1.0 - - - - 

15 Jebba GS 330 1.0 - - 252 - 

16 Egbin SS 330 1.0 - - - - 

17 Omotosho SS 330 1.0 - - - - 

18 Okearo TS 330 1.0 220 100 - - 

19 Benin TS 330 0.994 257 108   
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20 Shiroro GS 330 1.0 - - 302 - 

21 Jos TS 330 0.939 232 110 - - 

22 Lokoja TS 330 0.97 100 60 - - 

23 Olorunsogo GS 330 1.0 - - 159 - 

24 Onitsha TS 330 0.982 180 85   

25 Ajaokuta TS 330 0.97 120 70 - - 

26 Delta SS 330 1.0 - - - - 

27 Sapele SS 330 1.0 - - - - 

28 Makurdi TS 330 0.939 160 72 - - 

29 Egbin GS 330 1.0 - - - - 

30 New Heaven TS 330 0.988 136 77   

31 Okpai SS 330 1.0 - - - - 

32 Alaoji SS 330 0.97 - - - - 

33 Geregu SS 330 1.0 - - - - 

34 Aladja TS 330 0.985 182 77 - - 

35 Ugwuaji TS 330 0.994 125 69   

36 Geregu GS 330 1.0 - - 120 - 

37 Ihovbor GS 330 1.0 - - 240 - 

38 Afam SS 330 1.0 - - - - 

39 Ikot Ekpene TS 330 0.948 165 74 - - 

40 Adiabor TS 330 0.97 90 48 - - 

41 Odukpani SS 330 1.0 - - - - 

42 Omotosho GS 330 1.0 - - 188 - 

43 Delta GS 330 1.0 - - 281 - 

44 Afam GS 330 0.973 - - 280 - 

45 Odukpani GS 330 1.0 - - 260 - 

46 Okpai GS 330 1.0 - - 221 - 

47 Alaoji GS 330 1.0 - - 240 - 

48 Sapele GS 330 1.0 - - 170 - 

 



306 
 

Table F.6. Load bus data 

Load bus P (MW) Q (MVar) Voltage mag. (p.u.) Bus name 

3 260 119 0.988 Jebba TS 

6 107 56 1.0 Oshogbo TS 

7 114 68 0.97 Ayeda TS 

8 447 195 1.0 Ikeja West TS 

10 100 57 0.994 Ganmo TS 

11 102 51 0.956 Kaduna TS 

12 201 107 1.0 Katampe TS 

13 120 65 0.956 Gwagwalada TS 

18 220 100 1.0 Okearo TS 

19 257 108 0.994 Benin TS 

21 232 110 0.939 Jos TS 

22 100 60 0.97 Lokoja TS 

24 180 85 0.982 Onitsha TS 

25 120 70 0.97 Ajaokuta TS  

28 160 72 0.939 Makurdi TS  

30 136 77 0.988 New Heaven TS  

34 182 77 0.985 Aladja TS 

35 125 69 0.994 Ugwuaji TS 

39 165 74 0.948 Ikot Ekpene TS 

40 90 48 0.97 Adiabor TS 

     

 

Table F.7. Transformer data 

S/N From 

bus 

To 

bus 

MVA KV Hz R (PU) X (PU) Pry/Sec 

volt (KV) 

1 15 4 100 16 50 0.00 0.0586 16/330 

2 1 2 100 16 50 0.00 0.0625 16/330 

3 20 5 100 15.7 50 0.00 0.0625 15.7/330 
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4 23 14 100 10.5 50 0.00 0.0625 10.5/330 

5 37 9 100 15 50 0.00 0.0625 15/330 

6 36 33 100 15.8 50 0.00 0.0625 15.8/330 

7 47 32 100 15 50 0.00 0.0625 15/330 

8 42 17 100 10.5 50 0.00 0.0625 10.5/330 

9 48 27 100 15.8 50 0.00 0.0625 15.8/330 

10 43 26 100 11.5 50 0.00 0.0625 11.5/330 

11 46 31 100 15.8 50 0.00 0.0625 15.8/330 

12 44 38 100 10.5 50 0.00 0.0625 10.5/330 

13 45 41 100 15 50 0.00 0.0625 15/330 

14 29 16 100 18 50 0.00 0.0586 18/330 

 

Appendix G Possible Load Switching Routes Via Transmission 

Line 

Table G.1. Possible switching of load L3 on Jebba TS bus by participating generators 

S/N Name Lines from Generators  to Load 3 (Jebba TS)  considering the entire network  

1 G1 L34 

2 G2 L23 

3 G3 L714, L67, L36 

4 G4 L35 

5 G5 L69, L36 

6 G6 L2533, L2225, L1322, L513, L35  L2533, L1925, L1619, L1618, L818,L68, L36 

7 G7 L817, L68, L36 

8 G8 L2627, L1927, L1619, L816, L68, L36 L1926, L1925, L2225, L1322, L513, L35 

9 G9 `L3238, L2432, L1924, L1619, L816, L68, L36 L3839, L3539, L2835, L2128,L1121,L511,L35 

10 G10 L3940, L3539, L2835,L2128, L1121, L511,L35 L3839,L3238,L2432,L1924,L1619,L816,L68, L36 

11 G11 L816, L68, L36 

12 G12 L1927,L1619, L1618, L818,L68, L36 L1927, L1925, L2225, L1322, L513, L35 

13 G13 L2432, L1924, L1619, L816,L68, L36 L2432, L2430, L3035, L2835,L2128, L1121, L511,L35 

14 G14 L2431,L1924,L1619,L816,L68,L36 L2431, L2430,L3035, L2835,L2128,L1121, L511,L35 
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Table G.2. Possible switching of load L6 on Oshogbo TS bus by participating generators 

S/N Name Lines from Generators to Load 6 (Oshogbo TS)  considering the entire network  

1 G1 L34, L36 

2 G2 L23, L36, 

3 G3 L714, L67 

4 G4 L35, L36 

5 G5 L69 

6 G6 L2533, L2235, L1322, L513, L35, L36  L2533, L1925, L1619, L816, L68 

7 G7 L817, L68 

8 G8 L2627, L1927, L1619, L816, L68 L1926, L1619, L816, L68 

9 G9 `L3238, L2432, L1924, L1619, L816, L68 

10 G10 L3839, L3539, L2835,L2128, L1121, L511,L35, L36 L3238,L2432,L1924,L1619,L816,L68, L36 

11 G11 L816, L68 L1618,L818,L68 

12 G12 L1927,L1619, L1618, L816,L68 L2734, L2627, L1925, L1619, L816,L68 

13 G13 L2432, L1924, L1619, L816,L68 

14 G14 L2431,L1924,L1619,L816,L68 

 

Table G.3. Possible switching of load L7 on Ayede TS bus by participating generators 

S/N Name Lines from Generators  to Load L7 (Ayede TS) considering the entire network  

1 G1 L34,L36,L67 

2 G2 L23,L36,L67 

3 G3 L714 

4 G4 L35,L36,L67 

5 G5 L69, L67 

6 G6 L2533, L1925, L1619, L816, L68,L67 L2533, L1925, L1619, L816,L814, L714 

7 G7 L817, L68, L67 L817, L814, L714 

8 G8  L1926, L1619, L816, L814, L714 L1926, L1619, L816, L68, L67 

9 G9 `L3238, L2432, L1924, L1619, L816, L814, L714 L3238, L2432, L1924, L1619,L816,L68,L67 

10 G10 L4041, L3940, L3239, L2432,L1924, L1619, 

L816,L814,L714 

L4041,L3940,L3239,L2432,L1924,L1619,L816

,L68, L67 

L4041, L3940, L3539, L2835,L2128, L1121, L511,L35,L36,L67 

11 G11 L816, L68, L67 L816,L814,L714 

12 G12 L1927,L1619, L816, L814,L714 L1927, L1619, L816, L68, L67 

13 G13 L2432, L1924, L1619, L816,L814, L714 L2432, L1924, L1619, L816,L68, L67 

14 G14 L2431,L1924,L1619,L816,L68,L67 L2431, L1924,L1619, L816,L814,L714 
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Table G.4. Possible switching of load L8 on Ikeja West TS bus by participating generators 

S/N Name Lines from Generators  to Load L8 (Ikeja West TS) considering the entire network  

1 G1 L34,L36,L68 

2 G2 L23,L36,L68 

3 G3 L814 

4 G4 L35,L36,L68 

5 G5 L69, L68 

6 G6 L2533, L1925, L1619, L816 

7 G7 L817 

8 G8  L1926, L1619, L816 

9 G9 `L3238, L2432, L1924, L1619, L816 

10 G10 L4041, L3940, L3239, L2432,L1924, L1619, L816 

11 G11 L816 

12 G12 L1927,L1619, L816 

13 G13 L2432, L1924, L1619, L816 

14 G14 L2431,L1924,L1619,L816 

 

Table G.5. Possible switching of load L10 on Ganmo TS bus by participating generators 

S/N Name Lines from Generators  to Load L10 (Ganmo TS) considering the entire network  

1 G1 L34,L310 

2 G2 L23,L310 

3 G3 L714, L67,L610 L814, L68,L610 

4 G4 L35,L310 

5 G5 L69, L610 

6 G6 L2533, L1925, L1619, L816, L68,L610 L2533,L2225,L1322, L513,L35, L310 

7 G7 L817, L68, L610 

8 G8  L1926, L1619, L816, L68,L610 

9 G9 `L3238, L2432, L1924, L1619, L816, L68, L610 L3839,L3539,L2835,L2128,L1121,L511,L35,L310 

10 G10 L4041, L3940, L3239, L2432,L1924, L1619, 

L816,L68,L610 

L4041,L3940,L3239,L2432,L1924,L1619,L816,L6

8, L610 

L4041, L3940, L3539, L2835,L2128, L1121, L511,L35,L36,L610 

11 G11 L816, L68, L610 

12 G12 L1927, L1619, L816, L68, L610 

13 G13 L2432, L1924, L1619, L816,L68, L610 

14 G14 L2431,L1924,L1619,L816,L68,L610 
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Table G.6. Possible switching of load L11 on Kaduna TS bus by participating generators 

S/N Nam

e 

Lines from Generators  to Load L11 (Kaduna TS) considering the entire network  

1 G1 L34,L35,L511 

2 G2 L23,L35,L511 

3 G3 L714, L67,L36,L35,L511 L814, L68,L36, L35,L511 

4 G4 L511 

5 G5 L69, L36,L35,L511 

6 G6 L2533, L1925, L1619, L816, L68, L36,L35,L511 L2533,L2225,L1322, L513,L511 

7 G7 L817, L68, L36,L35,L511 

8 G8  L1926, L1925,L2225,L1322, L513,L511 

9 G9 L3839,L3539,L2835,L2128,L1121 

10 G10 L4041, L3940, L3539, L2835,L2128, L1121 

11 G11 L816, L68, L36, L35,L511 

12 G12 L1927, L1619, L816, L68, L36, L35,L511 L1927, L1925, L2225, L1322, L513, L511 

13 G13 L2432, L1924, L1925, L2225, L1322, L513, L511 L3239,L3539,L2825,L2128, L1121 

L2432,L2430,L3035, L2835,L2128,L1121 

14 G14 L2431,L1924, L1925, L2225, L1322, L513, L511 L2431, L2430,L3035, L2835,L2128,L1121 

 

Table G.7. Possible switching of load L12 on Katampe TS bus by participating generators 

S/N Name Lines from Generators  to Load L12 (Katampe TS) considering the entire network  

1 G1 L34,L35,L512 

2 G2 L23,L35,L512 

3 G3 L714, L67,L36,L35,L512 L814, L68,L36, L35,L512 

4 G4 L512 

5 G5 L69, L36,L35,L512 

6 G6 L2533, L1925, L1619, L816, L68, L36,L35,L512 L2533,L2225,L1322, L513,L512 

7 G7 L817, L68, L36,L35,L512 

8 G8  L1926, L1925,L2225,L1322, L513,L1213 

9 G9 L3839,L3539,L2835,L2128,L1121,L511,L512 L3238,L2432, L1924, L1925, L2225, L1322,L1213 

10 G10 L4041, L3940, L3539, L2835,L2128, L1121,L511,L512 

11 G11 L816, L68, L36, L35,L512 

12 G12 L1927, L1925, L2225, L1322, L1213 

13 G13 L2432, L1924, L1925, L2225, L1322, L1213 L3239,L3539,L2825,L2128, L1121,L511,L512 

14 G14 L2431,L1924, L1925, L2225, L1322, L1213 
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Table G.8. Possible switching of load L13 on Gwagwalada TS bus by participating generators 

S/N Name Lines from Generators  to Load L13 (Gwagwalada TS) considering the entire network  

1 G1 L34,L35,L513 

2 G2 L23,L35,L513 

3 G3 L714, L67,L36,L35,L513 L814, L68,L36, L35,L513 

4 G4 L513 

5 G5 L69, L36,L35,L513 

6 G6 L2533, L1925, L1619, L816, L68, L36,L35,L513 L2533,L2225,L1322 

7 G7 L817, L68, L36,L35,L513 

8 G8  L1926, L1925,L2225,L1322 

9 G9 L3839,L3539,L2835,L2128,L1121,L511,L513 L3238,L2432, L1924, L1925, L2225, L1322 

10 G10 L4041, L3940, L3539, L2835,L2128, L1121,L511,L513 

11 G11 L816, L68, L36, L35,L513 

12 G12 L1927, L1925, L2225, L1322 

13 G13 L2432, L1924, L1925, L2225, L1322 L3239,L3539,L2825,L2128, L1121,L511,L513 

14 G14 L2431,L1924, L1925, L2225, L1322 

 

Table G.9. Possible switching of load L18 on Okearo TS bus by participating generators 

S/N Name Lines from Generators  to Load L18 (Okearo TS) considering the entire network  

1 G1 L34,L36,L68,L818 

2 G2 L23,L36,L68,L818 

3 G3 L814,L818 

4 G4 L35,L36,L68,L818 

5 G5 L69, L68,L818 

6 G6 L2533, L1925, L1618 

7 G7 L817,L818 

8 G8  L1926, L1619, L1618 

9 G9 `L3238, L2432, L1924, L1619, L1618 

10 G10 L4041, L3940, L3239, L2432,L1924, L1619, L1618 

11 G11 L1618 

12 G12 L1927,L1619, L1618 

13 G13 L2432, L1924, L1619, L1618 

14 G14 L2431,L1924,L1619,L1618 
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Table G.10. Possible switching of load L19 on Benin TS bus by participating generators 

S/N Name Lines from Generators  to Load L19 (Benin TS) considering the entire network  

1 G1 L34,L36,L68,L816,L1619 

2 G2 L23,L36,L68, L816,L1619 

3 G3 L814, L816,L1619 

4 G4 L35,L36,L68, L816,L1619 

5 G5 L69, L68, L816,L1619 

6 G6 L2533, L1925 

7 G7 L817, L816,L1619 

8 G8  L1926 

9 G9 `L3238, L2432, L1924 

10 G10 L4041, L3940, L3239, L2432,L1924 

11 G11 L1619 

12 G12 L1927 

13 G13 L2432, L1924 

14 G14 L2431,L1924 

 

Table G.11. Possible switching of load L21 on Jos TS bus by participating generators 

S/N Nam

e 

Lines from Generators  to Load L21 (Jos TS) considering the entire network  

1 G1 L34,L35,L511,L1121 

2 G2 L23,L35,L511, L1121 

3 G3 L714, L67,L36,L35,L511, L1121 L814, L68,L36, L35,L511, L1121 

4 G4 L511, L1121 

5 G5 L69, L36,L35,L511, L1121 

6 G6 L2533, L1925, L1619, L816, L68, L36,L35,L511, L1121 L2533,L2225,L1322, L513,L511, L1121 

7 G7 L817, L68, L36,L35,L511, L1121 

8 G8  L1926, L1925,L2225,L1322, L513,L511, L1121 L1926,L1924,L2430,L3035,L2835,L2128 

9 G9 L3839,L3539,L2835,L2128 

10 G10 L4041, L3940, L3539, L2835,L2128 

11 G11 L816, L68, L36, L35,L511, L1121 

12 G12 L1927, L1619, L816, L68, L36, L35,L511, L1121 L1927, L1925, L2225, L1322, L513, L511, L1121 

13 G13 L2432, L1924, L1925, L2225, L1322, L513, L511, L1121 L3239,L3539,L2825,L2128 

L2432,L2430,L3035, L2835,L2128 

14 G14 L2431,L1924, L1925, L2225, L1322, L513, L511, L1121 L2431, L2430,L3035, L2835,L2128 
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Table G.12. Possible switching of load L22 on Lokoja TS bus by participating generators 

S/N Name Lines from Generators  to Load L22 (Lokoja TS) considering the entire network  

1 G1 L34,L35,L513,L1322 

2 G2 L23,L35,L513,L1322 

3 G3 L714, L67,L36,L35,L513,L1322 L814, L68,L36, L35,L513,L1322 

4 G4 L513,L1322 

5 G5 L69, L36,L35,L513,L1322 

6 G6 L2533, L1925, L1619, L816, L68, 

L36,L35,L513,L1322 

L2533,L2225 

7 G7 L817, L68, L36,L35,L513,L1322 

8 G8  L1926, L1925,L2225 

9 G9 L3839,L3539,L2835,L2128,L1121,L511,L513,L1322 L3238,L2432, L1924, L1925, L2225 

10 G10 L4041, L3940, L3539, L2835,L2128, L1121,L511,L513,L1322 

11 G11 L816, L68, L36, L35,L513,L1322 L1619, L1925, L2225 

12 G12 L1927, L1925, L2225, L1322 L1927, L1925, L2225 

13 G13 L2432, L1924, L1925, L2225 L3239,L3539,L2825,L2128, L1121,L511,L513,L1322 

14 G14 L2431,L1924, L1925, L2225 

 

Table G.13. Possible switching of load L24 on Onitsha TS bus by participating generators 

S/N Name Lines from Generators  to Load L24 (Onitsha TS) considering the entire network  

1 G1 L34,L36,L68,L816,L1619,L1924 

2 G2 L23,L36,L68, L816,L1619,L1924 

3 G3 L814, L816,L1619,L1924 

4 G4 L35,L36,L68, L816,L1619,L1924 

5 G5 L69, L68, L816,L1619, ,L1924 

6 G6 L2533, L1925,L1924 

7 G7 L817, L816,L1619,L1924 

8 G8  L1926,L1924 

9 G9 `L3238, L2432 

10 G10 L4041, L3940, L3239, L2432 

11 G11 L1619,L1924 

12 G12 L1927,L1924 

13 G13 L2432 

14 G14 L2431 
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Table G.14. Possible switching of load L25 on Ajaokuta TS bus by participating generators 

S/N Name Lines from Generators  to Load L25 (Ajaokuta TS) considering the entire network  

1 G1 L34,L35,L513,L1322,L2225 

2 G2 L23,L35,L513,L1322,L2225 

3 G3 L714, L67,L36,L35,L513,L1322,L2225 L814, L68, L816,L1619,L1925 

4 G4 L513,L1322,L2225 

5 G5 L69, L68,L816,L1619,L1925 

6 G6 L2533 

7 G7 L817, L816, L1619,L1925 

8 G8  L1926, L1925 

9 G9 L3238,L2432, L1924, L1925, L2225 

10 G10 L4041, L3940, L3539, L3239,L2432,L1924,L1925 

11 G11 L1619, L1925 

12 G12 L1927, L1925 

13 G13 L2432, L1924, L1925 

14 G14 L2431,L1924, L1925 

 

Table G.15. Possible switching of load L28 on Makurdi TS bus by participating generators 

S/N Name Lines from Generators  to Load L28 (Makurdi TS) considering the entire network  

1 G1 L34,L35,L511,L1121,L2128 

2 G2 L23,L35,L511, L1121, ,L2128 

3 G3 L714, L67,L36,L35,L511, L1121,L2128 L814, L68,L36, L35,L511, L1121,L2128 

4 G4 L511, L1121,L2128 

5 G5 L69, L36,L35,L511, L1121,L2128 

6 G6 L2533, L1925, L1924, L2430, L3035, L2835 L2533,L2225,L1322,L513,L511, L1121,L2128 

7 G7 L817, L816, L1619,L1924,L2430, L3035, L2835 

8 G8 L1926,L1924,L2430,L3035,L2835 

9 G9 L3839,L3539,L2835 

10 G10 L4041, L3940, L3539, L2835 

11 G11 L1619,L1924,L2430, L3035, L2835 

12 G12 L1927, L1924, L2430, L3035, L2835 

13 G13 L2432,L2430,L3035, L2835 L3239,L3539,L2825 

14 G14 L2431, L2430,L3035, L2835 
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Table G.16. Possible switching of load L30 on New Heaven TS bus by participating 

generators 

S/N Name Lines from Generators  to Load L30 (New Heaven TS)  considering the entire network  

1 G1 L34,L36,L68,L816,L1619,L1924,L2430 L34,L35,L511,L1121,L2128,L3035 

2 G2 L23,L36,L68, L816,L1619,L1924,L2430 L23,L35,L511,L1121,L2128,L3035 

3 G3 L814, L816,L1619,L1924,L2430 

4 G4 L35,L36,L68, L816,L1619,L1924,L2430 L511,L1121,L2128,L3035 

5 G5 L69, L68, L816,L1619, ,L1924,L2430 

6 G6 L2533, L1925,L1924,L2430 

7 G7 L817, L816,L1619,L1924,L2430 

8 G8  L1926,L1924,L2430 

9 G9 `L3238, L2432,L2430 

10 G10 L4041, L3940, L3539, L3035 L4041, L3940, L3239, L2432,L2430 

11 G11 L1619,L1924,L2430 

12 G12 L1927,L1924,L2430 

13 G13 L2432, L2430 

14 G14 L2431, L2430 

 

Table G.17. Possible switching of Load L34 on Aladja TS bus by participating generators 

S/N Name Lines from Generators  to Load L34 (Aladja TS)  considering the entire network  

1 G1 L34,L36,L68,L816,L1619,L1926,L2634 L34,L36,L68,L816,L1619,L1927,L2734 

2 G2 L23,L36,L68, L816,L1619 L1926,L2634 L24,L36,L68,L816,L1619,L1927,L2734 

3 G3 L814, L816,L1619, L1926,L2634 L814, L816,L1619, L1927,L2734 

4 G4 L35,L36,L68, L816,L1619, L1926,L2634 L35,L36,L68, L816,L1619, L1927,L2734 

5 G5 L69, L68, L816,L1619, L1926,L2634 L69, L68, L816,L1619, L1927,L2734 

6 G6 L2533, L1925, L1926,L2634 L2533, L1925, L1927,L2734 

7 G7 L817, L816,L1619, L1926,L2634 L817, L816,L1619, L1927,L2734 

8 G8  L2634 

9 G9 `L3238, L2432, L1924, L1926,L2634 `L3238, L2432, L1924, L1927,L2734 

10 G10 L4041,L3940,L3239,L2432,L1924, L1926,L2634 L4041,L3940,L3239,L2432,L1924, L1927,L2734 

11 G11 L1619, L1927,L2734 L1619, L1927,L2734 

12 G12 L2734 

13 G13 L2432, L1924, L1926,L2634 L2432, L1924, L1927,L2734 

14 G14 L2431,L1924, L1926,L2634 L2431,L1924, L1927,L2734 
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Table G.18. Possible switching of load L35 on Ugwuaji TS bus by participating generators 

S/N Name Lines from Generators  to Load L28 (Makurdi TS) considering the entire network  

1 G1 L34,L35,L511,L1121,L2128,L2835 

2 G2 L23,L35,L511, L1121, ,L2128,L2835 

3 G3 L714, L67,L36,L35,L511, L1121,L2128, ,L2835 L814, L816,L1619, L1924, L2430,L3035 

4 G4 L511, L1121,L2128,L2835 

5 G5 L69, L36,L35,L511, L1121,L2128,L2835 L69, L816,L1619,L1924, L2430,L3035 

6 G6 L2533, L1925, L1924, L2430, L3035 

7 G7 L817, L816, L1619,L1924,L2430, L3035 

8 G8 L1926,L1924,L2430,L3035 

9 G9 L3839,L3539 

10 G10 L4041, L3940, L3539 

11 G11 L1619,L1924,L2430, L3035 

12 G12 L1927, L1924, L2430, L3035 

13 G13 L2432,L2430,L3035 L3239,L3539 

14 G14 L2431, L2430,L3035 

 

Table G.19. Possible switching of load L39 on Ikot Ekpene TS bus by participating generators 

S/N Nam

e 

Lines from Generators  to Load L39 (Ikot EkpeneTS) considering the entire network  

1 G1 L34,L35,L511,L1121,L2128,L2835,L3539 L34,L36,L68, L816,L1619,L1924, L2432,L3239 

2 G2 L23,L35,L511, L1121, ,L2128,L2835,L3539 L23,L36,L68, L816,L1619,L1924, L2432,L3239 

3 G3 L814, L816,L1619,L1924, L2432,L3239 

4 G4 L511, L1121,L2128,L2835, ,L3539 

5 G5 L69, L36,L35,L511, L1121,L2128,L2835 L69, L816,L1619, L1619,L1924, L2430,L3035 

6 G6 L2533, L1925, L1924, L2432, L3239 

7 G7 L817, L816, L1619,L1924, L2432, L3239 

8 G8 L1926,L1924, L2432, L3239 

9 G9 L3839 

10 G10 L4041, L3940 

11 G11 L1619,L1924, L2432, L3239 

12 G12 L1927, L1924, L2432, L3239 

13 G13 L3239 

14 G14 L2431, L2432, L3239 
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Table G.20. Possible switching of load L40 on Adiabor TS bus by participating generators 

S/N Nam

e 

Lines from Generators  to Load L40 (AdaborTS) considering the entire network  

1 G1 L34,L35,L511,L1121,L2128,L2835,L3539

,L3940 

L34,L36,L68, L816,L1619,L1924, L2432,L3239, L3940 

2 G2 L23,L35,L511, L1121, ,L2128,L2835,L3539, 

L3940 

L23,L36,L68, L816,L1619,L1924, L2432,L3239, 

L3940 

3 G3 L814, L816,L1619,L1924, L2430,L3035,L3239, L3940 

4 G4 L511, L1121,L2128,L2835, ,L3539 

5 G5 L69, L36,L35,L511, L1121,L2128,L2835, 

L3539, L3940 

L69, L816,L1619, L1619,L1924, L2430,L3035,L3539, 

L3940 

6 G6 L2533, L1925, L1924, L2432, L3239, L3940 

7 G7 L817, L816, L1619,L1924, L2432, L3239, L3539, L3940 L817, L816, L1619,L1924, L2430, L3035, 

L3539, L3940 

8 G8 L1926,L1924, L2432, L3239, L3539, L3940 L1926,L1924, , L2430, L3035, L3539, L3940 

9 G9 L3839, L3940 

10 G10 L4041 

11 G11 L1619,L1924, L2432, L3239, L3940  L1619,L1924, L2430, L3035, L3539, L3940 

12 G12 L1927, L1924, L2432, L3239, L3940 L1927, L1924, L2430, L3035, L3539, L3940 

13 G13 L3239, L3940 

14 G14 L2431, L2432, L3239, L3940 
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