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Abstract: 

One theoretical route towards fault proof quantum computing is the realisation of 

Majorana Zero Modes (MZMs) at the ends of 𝐼𝑛𝑆𝑏 nanowires coupled to conventional 

s-wave superconductors. The high spin-orbit coupling within the 𝐼𝑛𝑆𝑏 is predicted to 

result in a proximity superconducting state that exhibits elements of 𝑝𝑥 + 𝑖𝑝𝑦 

superconducting pairing, which required to support a topological state hosting MZMs.  

Nanowire devices initially showed promise, however material concerns and analytical 

complications have led to several notable retractions. Additionally, direct experimental 

evidence of the necessary 𝑝𝑥 + 𝑖𝑝𝑦 superconduting state remains under debate. 

 

This thesis explores an alternate material approach towards the same end - high 

mobility 𝐼𝑛𝑆𝑏 two-dimensional electron gases (2DEGs). 𝐼𝑛𝑆𝑏 2DEGs with additional 

electrical confinement via gating are relatively underexplored scalable alternative. The 

top-down integration of high-quality superconducting films and characterisation of the 

size, quality, temperature and field dependence of the resulting proximity induced state 

is requisite for this. A series of 300 × 600𝜇𝑚 𝑁𝑏 contacts on an InSb 2DEG with 

increasing spacings were fabricated. Gap sizes spanned the range 1.5 − 8𝜇𝑚, 

comparable to the ballistic length of the 2DEGs. Measurement with both AC and DC 

measurement techniques observed a conductance dip, supressed as a function of 

temperature, with a 𝑇𝑐 ≈ 7.5𝐾, in agreement with our 𝑁𝑏. A dip was seen in all gaps 

up to and including 8𝜇𝑚. These features were found to be consistent with the BTK 

theory for a SN junction with a high degree of interfacial roughness, and a large 

proportion of interfacial scattering. Proximity superconductivity extending across such 

a long junction is indicative of successful induction of superconductivity with the 2DEG 

layer via top-down films, despite poor interfacial quality.  

 

Subsequent magnetic field measurements result in an alteration on the conductance 

spectra, that persisted after the removal of the field. Thermal cycling to 𝑇𝑟𝑜𝑜𝑚 was 

required to change this alteration. This behaviour, and the required temperature range 

is believed to be indicative of field induced alteration of trapped charge states at the 

SN interface.  
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This work presents low energy muon spin relaxation measurements on a 

superconductor/high spin orbit coupling 𝐼𝑛𝑆𝑏 2DEG for the first time. Measurements 

on 50𝑛𝑚 𝑁𝑏 film deposited on an 𝐼𝑛𝑆𝑏 2DEG failed due to defects within the 

𝑁𝑏 precluding measurement of Meissner screening and showed no evidence of 

proximity induction. Measurements of a 50𝑛𝑚 𝑃𝑏/𝐼𝑛𝑆𝑏 with a modified 2DEG structure 

showed Meissner screening extending deep within the sample, well into the 𝐼𝑛𝑆𝑏 

layers. This was indicative of successful proximity induction via a second 

superconducting film. This screening profile was supressed by the application of a 

higher field. Secondary measurements and subsequent analysis indicate this 

suppression was a direct response to the magnitude of the applied field, and distinct 

from the field induced alteration seen in the electrical measurements. Such a 

suppression is possible evidence of 𝑝𝑥 + 𝑖𝑝𝑦 superconducting elements, however this 

work cannot fully resolve that from other possible elements. Despite this, evidence of 

successful induction of proximity superconductivity with two different SC films opens 

many immediate directions for further analysis and material improvements for similar 

devices.  
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Chapter 1: Context and Introduction: 

 

1.1: The Kitaev Chain, topology and material requirements.  

Amongst many different fields there is a strong research focus towards Quantum 

Computing [1] [2]. Although quantum computers exist currently, they are limited in 

scale, and the field is far from creating practical commercial devices [2]. To form the 

basis for practical application, it must be possible to produce Qubit arrays that are both 

large, and thus scalable, as well fault proof, allowing the reliable storage of information 

free of decoherence and interactions with the outside world. The choice of Qubit is 

often the limiting factor [1] [2]. One such proposed Qubit to circumvent the issues is 

the Majorana Zero Mode, or MZM [3].  

 

MZMs are spinless, massless and chargeless quasiparticles locatable at the ends of 

topological superconducting wires. The idea of a Majorana particle originated from the 

works of Ettore Majorana in 1937 [4]. His work, an alternative representative basis of 

the Dirac equation, argued that an additional class of massive fermion should exist – 

A chargeless, spin-half particle that was its own anti-particle, or charge conjugate. 

Although at the time of writing, no detected particle obeys this relation, the idea of a 

particle being its own charge conjugate found a place in theoretical condensed matter 

physics.  

 

Motivated by a desire to search for a suitable foundation for error free quantum 

computing, Alexi Kitaev created a toy model [5]. He theoretically constructed, a spin-

less semiconductor nanowire as a chain of N electron sites. A superconductor is in 

contact with the surface such that superconductivity will be induced in the nanowire 

via the proximity effect.  To describe and manipulate this system, we use fermionic 

creation and annihilation operators, 𝑎† and 𝑎.  
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These obey the following relations: 

 �̂�𝑚
† �̂�𝑛 + �̂�𝑛�̂�𝑚

† = [�̂�𝑚
† , �̂�𝑛]

+
= 𝛿𝑛𝑚  

 �̂�|0⟩ = 0                             �̂�†|1⟩ = 0  

 �̂�|1⟩ = |0⟩                            �̂�†|0⟩ = |1⟩  

A particle can be added to an empty state |0⟩, but not an occupied state, and a particle 

can be removed from an occupied state, but not an empty one. Exchanging the 

positions of any two particles will cause the system to accumulate a phase of −1. 

Additionally, there exists a number operator, N, defined as 𝑁 = 𝑎𝑛
†𝑎𝑛, that serves to 

‘count’ the number of particles in a state. For fermionic system like Kitaev’s, this means 

it will act on the states |0⟩ and |1⟩ to give values of 0 or 1 respectively.  

Kitaev described his chain as follows by 

 
𝐻 = ∑ −𝑡(𝑎𝑛

†𝑎𝑛+1 + 𝑎𝑛+1
† 𝑎𝑛) + 𝜇 (𝑎𝑛

†𝑎𝑛 +
1

2
) + Δ𝑎𝑛𝑎𝑛+1

𝑛

+ Δ∗𝑎𝑛
†𝑎𝑛+1 

†
 

(1.1) 

Where 𝜇 is the chemical potential in the wire, Δ is the superconducting gap, Δ∗ is it’s 

complex conjugate, and 𝑡 is the hopping potential, an energy associated with an 

electron moving an adjacent unoccupied site in the chain. 𝑛 is an integer number in 

the range 𝑗 = 1, 2 … 𝑁, noting the nth site in the chain. Each of the terms carries 

meaning corresponding to physical interactions in the chain. The first term represents 

the energy cost associated with moving a particle from one site in the chain to its 

nearest neighbour site. The second represents the total energy of the wire in the 

absence of other phenomena, taking the form of the Hamiltonian for a chain of 

harmonic oscillators. The final two terms represent the superconductivity, pairing two 

adjacent particles that can be added or removed in said pairs only.  

 

Kitaev’s argument involved replacing the fermionic operators 𝑎 and 𝑎† with a 

superposition of two other operators:  
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 �̂�𝑛
† = 𝛾2𝑛−1 + 𝑖𝛾2𝑛  

 �̂�𝑛 = 𝛾2𝑛−1 − 𝑖𝛾2𝑛  

Each possible fermionic site, whether empty or occupied, could be resolved as a 

superposition of a pair of other sites. These operators can be rearranged to give 𝛾 in 

terms of fermion operators:  

 

 𝛾2𝑛 = −𝑖(𝑎𝑛 − 𝑎𝑛
†) (1.2a) 

 𝛾2𝑛−1 = 𝑎𝑛 + 𝑎𝑛
†
 (1.2b) 

This 𝛾 operators can be easily shown to be invariant under charge conjugation. They 

are, as far as the idea can be transferred across to Condensed Matter Physics, their 

own anti-particle. Additionally, these operators anti-commute. These conditions are 

described by:  

𝛾𝑛
† = 𝛾𝑛 

�̂�𝑚�̂�𝑛 + �̂�𝑛�̂�𝑚 = [�̂�𝑚, �̂�𝑛]+ = 2𝛿𝑛𝑚 

The combination of these two conditions were sufficient for Kitaev to label these as so 

called Majorana Operators. Furthermore, these Majorana operators can be shown to 

obey unusual particle statistics. If we act twice on the ground state |0⟩ with (1.2b) 

Acting twice with a 𝛾2𝑛−1  on a state returned the initial state. This behaviour is also 

true of 𝛾2𝑛, and the complex conjugate of both operators. This is in contrast with the 

behaviour of both Fermion and Boson operators. A fermi operator acting on |0⟩ twice 

would give 0, as the pauli exclusion principle forbids two particles sharing the same 

state. A bose operator would give |2⟩ up to a some constant.  Since operator behaviour 

 

 

 

𝛾2𝑛−1𝛾2𝑛−1|0⟩ 

 

= 𝛾2𝑛−1
† (𝑎𝑛 + 𝑎𝑛

†)|0⟩ 

= (𝑎𝑛 + 𝑎𝑛
†)|1⟩ + 0 

= |0⟩ 
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is in part informed by the particle statistics, this suggested that the particles these 

operators describe obey neither Fermi-Dirac statistics, nor Bose-Einstein statistics. 

They are instead predicted to be a so called anyon, obeying non-Abelian particle 

statistics [6] [7]  

 

Substituting our operators from (1.2a) and (1.2b) into (1.1) gives 

 

 
𝐻 =

𝑖

2
∑ 𝜇(𝛾2𝑛−1𝛾2𝑛)

𝑛

(𝑡 + |Δ|)𝛾2𝑛𝛾2𝑛+1 

+ (−𝑡 + |Δ|)𝛾2𝑛−1𝛾2𝑛+2  

(1.3) 

whereas before there were N electron sites, we now have 2N Majorana sites. The 

summation now occurs between 𝑛 = 1, 2, … . , 𝑁. This can be considered in two limits. 

The first sets 𝑡 = |Δ| = 0, 𝜇 < 0 to give:  

 
𝐻 = −

𝑖

2
∑ 𝜇(𝛾2𝑛−1𝛾2𝑛)

𝑛

= − ∑ 𝜇 (𝑎𝑛
†𝑎𝑛 +

1

2
)

𝑛

 
(1.4a) 

The superconducting gap is closed, particle motion across the chain is supressed, and 

all that is left, unsurprisingly, is the terms describing a normal nanowire. The 

substitution of fermion operators for Majorana operators offers no new physics in this 

limit and is instead an unnecessary mathematical complication. The second limit is the 

case of 𝜇 = 0, |Δ| = 𝑡 > 0. This leads to: 

 

 

𝐻 = 𝑖𝑡 ∑ 𝛾2𝑛𝛾2𝑛+1 

𝑛

= −2𝑡 ∑ (𝑎�̃�
†𝑎�̃� +

1

2
)

𝑁−1

𝑛=1

 

(1.4b) 

 

where 𝑎�̃� = 𝛾2𝑛 + 𝑖𝛾2𝑛+1 . If a fermion can be described as a composite of two coupled 

Majorana’s, this limit serves to adjust which Majorana’s couple to constitute a fermion.  

Note the indices in the summation. Two of the Majorana operators have vanished from 
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the Hamiltonian, 𝛾1 and 𝛾2𝑁. These two configurations (1.4a) and (1.4b) are visualised 

in Figure 1 below:  

 

Figure 1: Visualisation of (1.4a). Blue dots indicate Majorana sites. Black rectangles indicate 

the original fermion site in the chain. Red dotted line indicates the Majorana pairing 

corresponding to a fermion in the chain.  

 

 

Figure 2: Visualisation of (1.4b). Features are as labelled above. Note the pairing, now instead 

of pairing along one state, Majorana’s now pair across sites. This leads to two unpaired sites 

either end of the chain. The unpaired Majorana’s are Majorana Zero Modes.  

The missing Majorana’s in (1.4b) correspond to either end of the chain visualised in 

Figure 2. The total energy of the system in this phase must no longer depend upon 

them. The Majorana’s occupying them are thus required to be zero energy states. 

These zero energy edge states are the MZMs.  Further analysis by Kitaev showed that 

these states should exist up to the limit 2|𝑡| > |𝜇| for Δ ≠ 0. If 2|𝑡| < |𝜇|, then the 

orientation in Figure 1 exists, and no MZMs will be present. 

 

Kitaev also suggested that because the Majorana’s are located at either end of the 

chain, they are protected from interacting by a tunnelling probability that decreases 

exponentially through the wire. He reasoned this would protect them from many sorts 

of quantum computational errors [5]. For instance, increasing the length of the wire 

would decrease the likelihood of the states interacting with the outside environment, 

𝛾1 𝛾2  𝛾3 𝛾4 𝛾2𝑁−1 𝛾2𝑁 

𝑎1 𝑎2 𝑎𝑁 

𝛾1 𝛾2 𝛾3 𝛾4 𝛾2𝑁−1 𝛾2𝑁 

𝑎1 𝑎𝑁−1 𝑎2 
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as it would be required to interact with both ends of the chain. Additionally, the as 

mentioned unusual particle statistics allow MZMs to function as qubit, via successive 

exchanges of MZMs in nanowire networks [3] [8]. This process is known as braiding 

[9]  

 

1.2 Experimental realisation of MZMs:  

The Kitaev Model suggested the existences of MZMs. It gave a simplified platform for 

realising them, and it offered some potential experimental signatures to detect them. 

However, the initial idea of the chain was un-physical to fabricate in a real device. The 

Kitaev model was spinless and as a result exhibited a specific type of superconducting 

pairing 𝑝𝑥 + 𝑖𝑝𝑦 p-wave pairing. P-wave superconductors are not abundant in nature, 

and spinless p-wave superconductivity is absent entirely [10] [11]. This was an issue, 

as the presence of spin allowed for the possibility of degenerate Majorana edge states. 

It was however, found that via the right combination of broken symmetries one could 

replicate this superconducting state [12].  A quick succession of 2010 papers showed 

that a semiconductor nanowire with high spin-orbit coupling, proximity-induced with 

conventional s-wave superconductivity, and undergoing Zeeman splitting could host 

Majorana’s [13] [14] [15] [16]. The s-wave superconductivity in combination with spin 

orbit coupling induced the necessary superconducting energy gap, allowing for the 

formation of a triplet 𝑝𝑥 + 𝑖𝑝𝑦 state. The Zeeman effect broke time-reversal symmetry, 

lifting Kramer’s degeneracy. This combination suggested that detection possibilities 

existed in relatively simple to fabricate experimental set-ups. The final proposal 

required only a thin film of s-wave superconductor deposited on a nanowire [17].  
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Figure 3: Experimental results from Delft [18]. Left) Conduction measurements as a function 

of applied fate voltage of increasing temperatures at constant finite field, B=150mT. (Right) 

Conduction measurements as a function of applied gate voltage of increasing B-field at 

constant finite temperature, T=70mK. In both cases, traces are offset from the lower most 

example for the sake of clarity.  

A version of this device design was then used by a group at TU Delft in 2012, where 

they reported possible signatures of Majorana’s [18]. They fabricated a gated InSb 

nanowire, in contact with two electrodes. One was gold, and the other superconducting 

NbTiN. Measurements of conductance, G, as a function of gate voltage were 

performed for varying temperatures and applied magnetic fields.  Figure 3 shows the 

key result a zero-bias peak appearing at finite fields. The peak remained at zero bias 

as magnetic field increased before vanishing at high field. The peak amplitude rapidly 

decayed away as temperature increased. They deemed such observations 

inconsistent with other possible topologically trivial zero-bias effects, such as Andreev 

Bound States.  
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Figure 4: Quantized MZM Conductance device [19] a) False colour SEM of fabricated InSb 

nanowire with 10nm AL (green) shell side deposited. Tunnel gates (red), super-gates (Blue) 

and electrical contacts (gold) are 10/100nm Cr/Au. b) Measured device conductance spectra  

as a function of externally applied magnetic field at T=20mK. Red dots indicate the line cut 

through V=0. c) Conductance spectra at B=0T and B=0.88T and corresponding theoretical 

calculations of measured device. d) Theoretical calculations of full field dependant 

conductance spectra.  

Advances in material quality in the fabrication of their nanowires lead to a further 

publication suggesting the observation of zero bias peaks with conductance 

quantisation consistent with theoretical predictions [19]. Their device is shown in 

Figure 4a showing the fabricated InSb/Al nanowire. Electrical control of the hopping 

potential, 𝑡 and overall chemical potential 𝜇 of the wire are achieved via the tunnel 

gates, and so called “Super-gates”, which alter the potential of the whole 

superconducting wire, respectively. This device showed the emergence of a zero-bias 

peak at finite field, with a quantised value of 
2𝑒2

ℏ
, which stayed constant over increasing 

field. This showed strong agreement with the theoretical expectations (Figure 4d). 
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Figure 5: a-c) Conductance measurements of Al/InSb nanowire featured in Figure 4, at 

different tunnel gate voltage as a function of external magnetic field. .d) Zero bias line cuts of 

(a-c) at zero applied bias voltage. e) Conductance spectra of a at select external fields f) 

Zoomed view of d) focusing on the supposed conductance plateau. All figures adapted from 

[20] 

However, in the following years the paper was retracted, citing analytical over-reach 

and data misinterpretation [21] [22]. It was found that an improper calibration of the 

device conductance with respect to the gate voltages incorrectly represented both the 

robustness of the conductance plateau, as well as its overall value. For instance, 

Figure 5a-c shows the effect of changing tunnel gate on the conductance spectra. In 

each, a conductance plateau is observable at equivalent field regimes, however each 

showed different conductance values (Figure 5d). A conductance peak corresponding 

to an MZM should, after formation, be robust against such variations, with a consistent 

amplitude and position owing to its quantised nature. Additionally, the change in bias 

peak height varied non systematically with 𝑉𝑇𝐺.The combination of these factors 
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deemed the initial claim of quantised conductance to be unsubstantiated, and thus 

lead to the retraction of the paper [20] [21].   

 

Measurements of the height, width and position of the conductance peak, were later 

deemed to be insufficient as sole measurements to confirm MZM signatures [23]. The 

evolution of trivial Andreev Bound states could be found to mimic the evolution of an 

MZM peak with field and could be present in the system without the necessary 𝑝𝑥 ±

𝑖𝑝𝑦 superconducting state. Three contact conductance measurements that 

independently measure the local conductance at either end of the wire found large 

variations in results between the two ends of a wire, eliminating the possibility of the 

detected modes being MZMs [24]. Further theoretical analysis on the existing 

nanowires suggested large improvements in material quality were needed to realise 

MZM’s in a detectable fashion. Several other retractions of papers in the fabrication of 

nanowire networks have followed [25]. Recent nanowire devices coupled to quantum 

dots have shown progress but remain limited in scope, and significant material 

improvements remain to fully realise MZMs [26] [27] [28] [29]. Additionally, theory 

dictates that the proximity superconductivity in high SOC materials should exhibit 

experimental signatures of both s-wave and 𝑝𝑥 ± 𝑖𝑝𝑦 superconductivity. Experimental 

confirmation of such a state in a readily manipulatable form, required for the system 

to become predominantly 𝑝𝑥 ± 𝑖𝑝𝑦 remains inconclusive.  Most recently in 2023, 

however, experimental signatures consistent with this SC pairing have been observed 

in using 𝐼𝑛𝑆𝑏 quantum dots in combination with 𝐼𝑛𝑆𝑏 nanowires [26] [27] [30] [31]  [32]. 

By precisely tuning Quantum Dot energy levels, and coupling them to a nanowire 

exhibiting superconductivity, the spin composition of an individual Cooper pair can be 

measured [26]. Such measurements showed evidence of a mixed s-wave and 𝑝𝑥 +

𝑖𝑝𝑦 state. A similar experimental set-up has been claimed to have realised a minimal 

two site Kitaev chain [27] . 

 

It is in this state the field lies. Despite recent progress, the scientific and technological 

interest in the field remains great, and significant progress is being made, but much 

work is still required to support the pursuit and realisation of these complex devices. 

This includes conclusive experimental confirmation of the 𝑝𝑥 ± 𝑖𝑝𝑦 superconducting 

state, the capacity to manipulate and control it, as well as realisation of such a state in 
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a scalable material platform. All of these elements are needed to allow for the 

fabrication of a full Kitaev chain and the subsequent design and fabrication of quantum 

computational networks from them.  

 

This work looks at two areas around this area of work. Firstly, we look at the fabrication 

and measurement of a series of InSb 2DEG/Nb superconductor heterostructures as 

the basis of a scalable material substitute for InSb nanowires [33] [34]. Previous work 

looking at proximity superconductivity in high mobility 𝐼𝑛𝑆𝑏 2DEGs primarily utilised a 

side-deposited approach of the superconducting film [35] [36]. This work focuses on 

proximity induction of superconductivity via top-down films, instead. This alternative 

material route opens the possibility for future side-gated devices, expanding the range 

of technological applications, that would other otherwise be impossible with top-down 

films. Successful measurement of top-down induction of proximity superconductivity 

in a high SOC QW is a significant achievement for moving in this direction.  

 

Secondly, we consider investigations into the interface between the high SOC 

semiconductor and the 𝑠-wave superconductor in search of evidence of the induced 

𝑝𝑥 + 𝑖𝑝𝑦 pairing via Muon Spin Relaxation (𝜇𝑆𝑅) measurements. Such measurements 

occurred in both Nb/InSb heterostructure and Pb/InSb heterostructures. To the best 

of this authors knowledge, this is the first time μSR measurements have been 

performed on a superconductor/ high SOC InSb 2DEG heterostructure. As discussed, 

prior works had considered the nature of proximity superconductivity primarily through 

electrical measurements, such as tunnelling conductance, and Quantum Dot spin 

filters. These works utilised side deposition of the SC material, rather than top down, 

and as such they were incapable of having the required measurement geometry for 

𝜇𝑆𝑅. The potential for direct measurement of the nature of the superconducting 

pairing, means this work thus offers a unique experimental perspective as to the nature 

of the induced superconductivity. This perspective is free from many of the issues 

limiting purely electrical measurements and the work supports future use of method in 

the field.  

 

Finally, the work detailed here features several contributions from sources other than 

this author. Specific contributions will be noted later in relevant sections, but an 
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overview is provided here. InSb 2DEGs were grown at the National Epitaxy Centre 

and were designed and initially characterized via Hall Effect Measurements by 

previous members of this group. Metal deposition of superconducting materials was 

performed by collaborators at Bristol University and University of Copenhagen. Atomic 

Force Microscopy measurements used to characterise surface roughness were also 

performed by a prior student. The original work of this author is thus – Characterisation 

measurements of deposited superconducting material. Fabrication and measurement 

of superconducting/semiconductor structures from these deposited films, along with 

subsequent analysis. Measurement of 𝜇𝑆𝑅 on both 𝑁𝑏 and 𝑃𝑏 film devices was 

performed by myself, with assistance from the onsite collaborator Zaheer Salman. All 

all subsequent analysis was performed by the author of this work.  

The work is structured as follows: 

• Chapter 2: A theoretical overview of Semiconductor 2DEG heterostructures, 

superconductivity, and proximity induced superconductivity. This includes 

theoretical description and associated experimental features.  

 

• Chapter 3: A description of the most common experimental and sample 

fabrication techniques. An overview of cleanroom processing for a variety of the 

samples measured within the thesis.  

 

• Chapter 4: Fabrication, characterisation and measurement of an Nb/InSb 

2DEG TLM junction. 

 

• Chapter 5: Low energy Muon Spectroscopy measurements of Nb and Pb/InSb 

heterostructures.  

 

• Chapter 6: Low energy Muon Spectroscopy measurements of Pb/InSb 

heterostructures, and subsequent analysis of internal field. 

 

• Chapter 7: Summary of key findings, future work, and concluding remarks.  
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Theory of Semiconductor 2DEGs, 

Superconductors and the Proximity 

effect. 

This chapter seeks to overview the fundamental theory required to understand the 

experimental work that follows.  We will overview the formation of solids and the band 

structures that dictate their electrical properties. We will look at semiconductor 

heterostructures, and the formation and physics of semiconductor 2DEGs. Then, we 

will introduce and consider the history and formulation of superconductivity. This will 

include observed measurable properties, and a brief discussion of the underlying 

theoretical models. Finally, we will consider the integration of superconductors and 

semiconductors via a discussion of the proximity effect, and a theoretical description 

as to how to model the resulting interface.  

 

2.1: Crystalline Structure of InSb  

The physical properties of materials arise as a result of their underlying atomic 

structure.  The atoms in solids form crystalline repeating fundamental cells, or unit 

cells. This is formed by a combination of the physical arrangement of the atomic sites 

in real space, or the lattice, and the constituent set of atoms that occupy these atomic 

sites, the basis.  
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Figure 6: a) Primitive cell of Zincblende Crystal Structure of InSb. Red and green dots indicate 

the two different elements comprising the intersecting FCC lattices. b) The FBZ of the 

equivalent Zincblende crystal structures. Figures adapted from [37].  

 

The lattice can be described in terms of a set of translation vectors, 𝒂𝟏, 𝒂𝟐 and 𝒂𝟑 

between next nearest lattice points. There are a finite number of combinations of these 

vectors, known as the Bravais lattices. In 3 dimensions there are 14 of them [38]. Of 

these, three are Cubic, with a single magnitude primitive vector, a, along all three axes.  

These three are Simple Cubic, Body-Centred Cubic (BCC), and a Face-Centred Cubic 

(FCC) [39]. 

 

InSb, like many III-V semiconductors forms a Zincblende structures [40]. Two 

interpenetrating FCC lattices, containing In and Sb atoms respectively, intersect with 

an offset of one quarter of the atomic length. Each atom in the lattice will form 

tetrahedrally orientated bonds with the nearest atoms. The offset results in these 

bonds forming between opposing atoms. The primitive cell of a such a structure is 

illustrated in Figure 6a. 

 

Although the lattice is a description of the structure in physical space much information 

can be gained by instead considering it in reciprocal space, or k-space. The periodic 

nature of the crystal lattice means that fourier transformations can be used to define 

an equivalent reciprocal lattice, with its own set of vectors, 𝒃𝟏, 𝒃𝟐, 𝒃𝟑. The equivalent 

to the unit cell in k-space is the First Brillouin Zone (FBZ). The FBZ for a Zincblende 

a) 
b) 
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primitive cell is shown in Figure 6b. It encompasses all parts of reciprocal space closer 

to a given reciprocal lattice point than they are to any other reciprocal lattice point. [41] 

 

2.2: Electronic Band Structure and Electrical conduction 

through semiconductors. 

 

Mapping the FBZ thus allows mapping of much of the overall crystal, and 

correspondingly much of electrical structure and properties of the material. We can 

start with the time independent Schrodinger Equation.  

 
𝐻Ψ(𝒓) = −

ℏ2

2𝑚𝑒

𝜕2

𝜕𝒓2
Ψ(𝒓) + 𝑉(𝒓)Ψ(𝒓) = 𝐸Ψ(𝒓) 

(2.1) 

Where 𝒓 is a 3-dimensional spatial vector and 𝑉(𝒓) is the potential. The simplest non-

trivial solution to this, is that of the free electron model (𝑉(𝒓) = 0 for all 𝒓). This, 

unsurprisingly, gives solutions of the form: 

 
𝐸(𝑘) =

ℏ2

2𝑚
𝑘2 

(2.2) 

𝐸(𝑘) is known as the dispersion relation. Whilst the free electron model has many 

advantages in describing the electrical behaviour of metals, it is insufficient to describe 

semiconductors or insulators. In reality the assumption that electrons are entirely free 

of potential is untrue – Electrons will experience a periodic potential from the lattice 

itself.   

 

We can account for the periodicity of the lattice in two ways: Firstly, Ψ must obey 

periodic boundary conditions – Because the lattice is periodic, and the wavefunction 

must be continuous over all space, it must match itself at either side of the unit cell. 

Secondly, because the atoms within a crystal lattice are periodically spaced, electrons 

within the lattice will experience a periodic potential. The atomic nucleus contributes 

an attractive potential that is periodic on the same length scale as the lattice.  
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Figure 7:a) Free Electron model dispersion relationship, given by eq.2.2. b) Nearly free 

electron model. The addition of the periodic potential opens forbidden regions, or ‘band gaps’. 

[42] 

According to Bloch’s Theorem, the solutions to this will be given by: 𝜓𝑘(𝒓) = 𝑢𝒌(𝒓)𝑒𝑖𝒌.𝒓, 

where 𝑢𝒌(𝒓) is periodic such that 𝑢𝒌(𝒓) = 𝑢𝒌(𝒓 + 𝑻) where 𝑻 is a translation vector of 

the lattice [43] [39] [41]. These Bloch solutions leads to energy gaps in the dispersion 

relation. These are regions of energy in which there are no valid solutions, and thus 

are forbidden for occupancy by electrons. The energies constrained by these 

forbidden regions are known as energy bands, and the forbidden region known as a 

band gap (Figure 7b). 

 

The band structure largely determines the electrical properties of the material. 

Materials contain a large density of electrons. At 𝑇 = 0𝐾, these will, from the lowest 

energy state, fill up the electron bands up to some maximum energy level, the fermi 

energy 𝐸𝑓. The location of 𝐸𝑓 within the band structure distinguishes the ‘ease’ of 

conduction, and thus the classification of the material. If 𝐸𝑓 falls within an electron 

band, then there is a wealth of accessible, unoccupied energy states. Conduction 

occurs easily, and thus the material will be a metal.   

 

If 𝐸𝑓 instead falls within a band gap then all the bands below 𝐸𝑓 (Valance Bands) will 

be occupied, and all the above 𝐸𝑓 bands (Conductance Bands) will be unoccupied. 

The material is said to be ‘gapped’ with a band gap energy, 𝐸𝑔, defined as the energy 

a) b) 
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range between the bottom of the Valance Band and the top of the conduction band. 

The dispersion relation for carriers in the conduction band would now be given by  

𝑚∗ is the effective mass of the charge carriers, which is the mass a charge carrier with 

the material effectively has, accounting for interactions between charge carriers and 

the crystal, inferable by its response to an applied field. Electrons moving from 

occupied to unoccupied states now requires an increase in energy, which leads to a 

suppression in conductance relative to an ungapped metal. The wider the gap, the 

less conductive the material will be. This gap classifies semiconductors and insulators, 

with the distinction between those two then being the size of the energy gap. The exact 

energies serving as a distinction between the two is a matter of some debate.  

 

 

Figure 8:InSb Band Structure. Calculation shows a single electronic band (red), and 3 hole 

bands; two light hole (blue) bands, and a heavy hole band (green). Figure is adapted from 

[44], which includes details of calculation. 

Mapping the periodicity of real structures to a potential function is often complex and 

prohibits an analytical solution. Calculations of the electronic structure require 

 
𝐸𝐶𝑎𝑟𝑟𝑖𝑒𝑟(𝑔) = 𝐸𝑔 +

ℏ2𝒌2

2𝑚∗
 

(2.3) 
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numerical methods. An example of such a numerical calculation for InSb is presented 

in Figure 8. The solid lines corresponding to Γ, X W and 𝐿 different co-ordinate points 

in the Brillouin Zone (Figure 6b), with Γ being the centre. Δ𝑆𝑂 indicates spin band 

splitting induced by spin orbit coupling within the material which we shall elaborate 

upon later.  

 

Figure 9: Reciprocal space spheres of radius 𝑘 and 𝑘 + 𝑑𝑘. States defined as occupying the 

volume 𝐿3 are encompassed by the spheres.  

We can also define the density of states (DOS) for a given material from dispersion 

relation, that being the total number of states available in the system at a given energy, 

𝐸. For a 3D bulk material, the DOS can be found by considering an infinitesimally small 

shell contained between a sphere of radius, 𝑘, and a sphere of radius 𝑘 + 𝑑𝑘 (Figure 

9). A given 3D state occupies and volume of k space of  Ω3𝐷(𝑘) = (
2𝜋

𝐿
)

3

.  The k-space 

volume of the shell is given by: 

 
𝑉𝑠ℎ𝑒𝑙𝑙 =

4

3
𝜋(𝑘 + 𝑑𝑘)3 −

4

3
𝜋𝑘3 = 4𝜋𝑘2𝑑𝑘 
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Given we know both the volume of an infinitesimally small shell of k-space, and the 

volume of an individual state, we can calculate the total number of states by dividing 

one by the other, i.e: 

 
𝑁(𝑘) =

𝑉𝑠ℎ𝑒𝑙𝑙

𝑉𝑠𝑡𝑎𝑡𝑒
=

4𝜋𝑘2𝑑𝑘

(
𝜋
𝐿)

2   

 

 

From 2.3, assuming the material obeys a parabolic band structure, we can define the 

relationships: 

 

𝑘 = √
2𝑚∗𝐸

ℏ2
 

 

𝑑𝑘 =
1

2
√

2𝑚∗

ℏ2
𝐸−1/2𝑑𝐸  

(2.4) 

And then substitute 𝑘 for 𝐸 in (2.7) giving: 

 

𝑁(𝐸) =
4𝜋

(
2𝜋
𝐿 )

3

2𝑚∗𝐸

ℏ2

1

2
√

2𝑚∗

ℏ2𝐸
𝑑𝐸  

 

 

 
𝑁(𝐸) =

𝐿3

2𝜋2
(

2𝑚∗

ℏ2
) √𝐸 

(2.5) 

 

𝑁(𝐸) is the number of states available in a given volume, 𝐿3. Accounting for the spin 

degeneracy of the system, and converting to a density by dividing by the area, gives 

a final expression of the density of states 𝐷(𝐸): 

 

𝐷(𝐸) =
1

2𝜋2
 (

2𝑚∗

ℏ2
)

3
2

√𝐸 

 

(2.6) 

For an unbound 3D system, unsurprisingly the number of available states increases 

with the total energy of the system.   
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In addition to the size of the band gap and carrier density, an additional important 

physical parameter is the electrical mobility. Consider a slab of semiconductor under 

a bias. A voltage difference between two segments of the semiconductor will cause a 

net acceleration of carriers from one lead to the other. The velocity of this motion will 

be dictated by several material scattering factors, such as impurities, phonon 

scattering, and electron-electron interactions. The overall drift current density will be 

given by: 

 

 

where 𝑞 is the carrier charge, 𝑛 is the carrier concentration and 𝜇𝑛 is known as the 

carrier mobility.  

 

The mobility serves as a measure of the velocity of carriers in response to an applied 

field.  It relates the mean free time between scattering events, 𝜏𝑐, to the carrier drift 

velocity, 𝑣𝑑 by [41] [45]: 

 

𝜇𝑛 is thus dependant on both the material quality, which will affect 𝜏𝑐, and the intrinsic 

electrical structure of the material, which dictates 𝑚∗. The higher the mobility, the faster 

the carriers move in response to an applied field, and the longer the 𝜏𝑐. High mobility 

materials, such as InSb, with low temperature mobilities as high as 200,000𝑚2𝑉−𝑠−1, 

are thus desirable for technological applications in high-speed electronics [46] [47].  

Additionally, long 𝜏𝑐 often means a correspondingly long mean free path, 𝑙𝑐 which as 

we will see is a desirable trait for proximity superconductivity systems. Mean free paths 

of up to 2.5𝜇𝑚 have been observed in InSb devices [46].  

 

 𝐽𝑛 = 𝑞𝑛𝜇𝑛𝐸 (2.7) 

 𝑣𝑑 = −𝜇𝐸 = 𝑒
𝜏𝑐

𝑚𝑒
∗

 𝐸 

  

(2.8) 
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2.3: 2DEG Heterostructures: 

Modification of bulk semiconductor band structure via dimensional confinement can 

radically change the physics present within the system. In our case, this is done via 

the growth of a semiconductor heterostructure comprised of alloys of InSb. InSb is an 

III-V compound semiconductor. It has the smallest band gap (𝐸𝑔 = 0.17𝑒𝑉 @ 300𝐾), 

and lowest effective mass (0.014𝑚𝑒) of any III-V semiconductor, as well as the largest 

lattice constant (𝑎𝑜 = 6.48�̇�) [48]. It additionally has the highest room temperature 

mobilities (~78,000𝑐𝑚−2𝑉−1𝑠−1) and ballistic lengths of III-V semiconductors. [46] 

InSb 2DEGs have also been shown to possess high Rashba spin orbit coupling, and 

correspondingly large electronic g-factors [49]. 

 

Through careful growth techniques, typically Molecular Beam Epitaxy, it is possible to 

create a structure consisting of two alloys of 𝐴𝑙𝑥𝐼𝑛1−𝑥𝑆𝑏 (where 0 ≤ 𝑥 ≤ 1) either side 

of a piece of InSb. AlSb has a different lattice constant and a significantly larger band 

gap (1.7𝑒𝑉 vs 0.18𝑒𝑉) compared to InSb. The lattice constant of the 𝐴𝑙𝑥𝐼𝑛1−𝑥𝑆𝑏 alloy 

will sit between the two, in relation to the relative fraction of Al. This is described 

empirically by Vegard’s law:  

 𝑎𝑎𝑙𝑙𝑜𝑦 = 𝑥𝑎𝑎 + (1 − 𝑥)𝑎𝑏 (2.9) 

Where 𝑎𝑎 and 𝑎𝑏 are the lattice constants of two given materials, and 𝑎𝑎𝑙𝑙𝑜𝑦 is the 

lattice constant of the resulting alloy [50] [51]. Although something of an 

approximation, for small fractions (x<0.4%), 𝐴𝑙𝑥𝐼𝑛1−𝑥𝑆𝑏 obeys this relation well.  
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Figure 10: Band-Gap Energy vs Lattice Constant for III-V Semiconductor materials. Dots 

indicate a given III-V material, whereas the lines between dots indicate the resulting properties 

of constituent alloys between two III-V.  Dashed line indicates indirect band gap materials and 

alloys. Figure adapted from [52] 

Additionally, 𝐸𝑔 will also change similarly for a III-V alloy, although not obey Vegard’s 

law. Figure 10 shows the relationship between the lattice constant and 𝐸𝑔 of many III-

V semiconductors. From this, it can be readily seen that 𝐴𝑙𝑥𝐼𝑛1−𝑥𝑆𝑏  will have a larger 

𝐸𝑔 than bulk 𝐼𝑛𝑆𝑏. If ‘slabs’ of 𝐴𝑙𝑥𝐼𝑛1−𝑥𝑆𝑏 are brought adjacent to either side of a slab 

on 𝐼𝑛𝑆𝑏, then alignment of 𝐸𝑓 between these materials will lead to formation of a 

potential well in the 𝐼𝑛𝑆𝑏, with the larger 𝐸𝑔 of 𝐴𝑙𝑥𝐼𝑛1−𝑥𝑆𝑏 serving as a potential barrier 

either side. 
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Figure 11: a) Simplified InSb 2DEG structure, comprising layers of AlInSb surrounding an InSb 

layer of thickness d. b) Resulting band edge structure – Conduction and valence bands are 

separated by the band gap, 𝐸𝑔.   

If the InSb layer is sufficiently narrow, then as mentioned, energetic confinement along 

z-direction will form a rudimentary quantum well (Figure 11b). The quantum well will 

lead to the formation of discretised confined states along the direction of growth, z 

[41]. However, this confinement will not exist along the other two principal directions 

and will behave according to eq. 2.2. Additionally, the confinement within the well will 

be dependent upon the well width [41]. Accordingly, for a suitably confining well, the 

electrons in the system are- essentially 2D, and the electron population within the well 

is known as a Two-Dimensional Electron Gas, or 2DEG [53].  

 

This confinement to 2D alters the density of states. We can take a similar approach as 

to the 3D case, considering a small shell at the surface of this circle, defined as the 

area between a circle of radius 𝑘 and that of radius 𝑘 + 𝑑𝑘. The k-space area of the 

shell is given by: 

 

 𝜋(𝑘 + 𝑑𝑘)2 − 𝜋𝑘2 = 2𝜋𝑘𝑑𝑘  

A given 2D state in this shell occupies an area of k space of  Ω2𝐷(𝑘) = (
𝜋

𝐿
)

2

, allowing 

calculation of the total number of states via: 

 

 
𝑁(𝑘) =

𝐴𝑡𝑜𝑡𝑎𝑙

𝐴𝑠𝑡𝑎𝑡𝑒
=

2𝜋𝑘𝑑𝑘

(
𝜋
𝐿)

2   
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Eq. 2.7. can be substitute into this, giving: 

 

 

𝑁(𝐸) =
2𝜋

(
𝜋
𝐿)

2
√

2𝑚∗𝐸

ℏ2

1

2
√

2𝑚∗

ℏ2𝐸
𝑑𝐸  

 

 
𝑁(𝐸) =

𝑚∗𝐿2

2𝜋ℏ2
 

(2.10) 

Accounting again for the spin degeneracy of the system, and converting to a density 

by dividing by the area, this gives a final expression of the density of states 𝐷(𝐸): 

 𝐷(𝐸) =
𝑚

𝜋ℏ2
 (2.11) 

From (2.10) and (2.11), we can see that for a 2D system  𝐷(𝐸) is constant, although 

this can differ for materials with non-parabollic band structures, which can be the case 

for 𝐼𝑛𝑆𝑏 structures [37]. Dimensional confinement has altered the form of the DOS 

from the 3D case from 𝐷(𝐸) ∝ 𝐸1/2 to 𝐷(𝐸) ∝ 𝐸0. Confinement in other dimensions 

further alters the form of the DOS.  

 

 

Figure 12: Density of State expressions for increasing  degrees of dimensional confinement, 

going from unconfined bulk material to fully confined quantum dots [54]. Dotted line in b), c) 

and d) indicates the comparative bulk density of states shown in a) 

Figure 12 illustrates the density of states for different degrees of energetic 

confinement, from the two-dimensional quantum well, to the so called ‘zero 

dimensional’ quantum dot. Confinement from the 3D bulk increasingly discretises the 

DOS, leading to fully discrete energy levels in quantum dots. Figure 12b, the QW 
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shows the DOS as a series of steps. Physically, this arises from the previously 

discussed confinement. Accessing one of the energy levels within the growth plane of 

the Quantum Well can, in many cases, give access to all the other states in the other 

two planes. The 2DEG thus gives a relatively high degree of available states for 

smaller energy requirements than the equivalent 3D system. This confinement has 

been of use for development of technologies, including the development of quantum 

cascade lasers, and for creating high electron mobility transistors [55] [56] [57] [58].  

 

 

 

Figure 13: Typical InSb/AlInSb QW heterostructure. Delta indicates the approximate location 

of the doping layer [37]. 

The Quantum Wells typically used in this work are 𝐼𝑛𝑆𝑏/𝐴𝑙𝐼𝑛𝑆𝑏 heterostructures with 

a 𝑇𝑒 𝛿-doping layer, grown on GaAs substrate [59] [60]. The GaAs substrate is 

severely lattice mismatched with the InSb, which causes strain. To compensate for 

this, a thick buffer layer of 𝐴𝑙0.1𝐼𝑛0.9𝑆𝑏 is grown. Strain induced defects emerge within 

~100𝑠 of 𝑛𝑚 of the surface. The thick buffer serves to localise these well away from 

the active 2DEG layer by allowing them to self-annihilate [61].  Upon this, a 

heterostructure of 𝐴𝑙0.15𝐼𝑛0.85𝑆𝑏/𝐼𝑛𝑆𝑏/𝐴𝑙0.1𝐼𝑛0.9𝑆𝑏 is formed to create a confined high 

mobility InSb quantum well.  

 

To increase the carrier concentration within the 2DEG, remote modulation doping with 

𝑇𝑒 is performed [62]. Doping semiconductors increases carrier concentrations via the 
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intentional introduction of defects. Undoped semiconductor will have equal 

concentrations of electrons and holes: 

 

 𝑛𝑖 ⋅ 𝑝𝑖 = 𝑛𝑖
2 (2.12) 

By introducing elements within different periodic table groups to the bulk of the 

material, one can alter this. If, for instance one introduced a group VI element, such 

as 𝑇𝑒 to bulk III-V, 𝐼𝑛𝑆𝑏, the 𝑇𝑒 would have an excess of electrons relative to the rest 

of the material, increasing electron carrier density, whilst decreasing the hole density.  

 𝑝 ⋅ 𝑛 = 𝑛𝑖
2 (2.13) 

These dopants are still defects, and thus whilst they improve carrier concentration, 

they can introduce added scattering centres – either directly from added distortions in 

the lattice, or from increased charge screening from the nuclei. Remote doping 

addresses this, by introducing the dopants spatially separate from the conduction 

channel [55]. The 𝑇𝑒 is localised in the middle of the 𝐴𝑙15𝐼𝑛85𝑆𝑏 top cap layer. Charge 

carriers from these 𝑇𝑒 atoms will be delocalised from their atoms, and enter the QW, 

which minimises the role that these 𝑇𝑒 atoms can play. This has allowed the realisation 

of 𝐼𝑛𝑆𝑏 QW with high carrier concentrations, without compromising carrier mobility 

[62].  

 

2.4: Spin Orbit Coupling in Semiconductor 2DEGS:  

The semiconductor material is nominally spin-degenerate – for each state of energy 

𝐸𝑘 there exist two electrons of opposing spin. However, in real materials there exist 

interactions between the electrons, the lattice, and the wider outside environment that 

can remove this degeneracy. The most obvious example would be applying an 

external magnetic field. This field will induce a Lorentz force on moving charges within 

the material, causing phenomena such as the Hall effect, but also Zeeman splitting of 

the spin states with an associated energy 𝐸 = ±
1

2
𝑔𝜇𝑜𝐵, the Zeeman energy. The two 

spin states are split into separate energy bands [41].  
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There exists a similar phenomenon for electrons moving in an electrical field in the 

absence of a B-field. Electrons moving in an electrical field will experience an 

‘effective’ magnetic field, given by:  

 

 𝐵 =  −(𝒗 × 𝑬)/𝑐 (2.14) 

 

Where 𝒗 is the velocity of the electron, and 𝑬 is the electrical field.  

 

Figure 14: a) InGaAs/InAlAs QW structure detailing layer composition and thicknesses. B) 

Schrodinger Poisson simulations of a). Solid line indicates the calculated band edge energy, 

indicating the formation of the QW within the channel layer. Dotted line indicates the resulting 

charge distribution within the well. [63] 

Such an electric field can often arise from inversion symmetry breaking within a 

material causing a non-uniform electrical environment along a given material axis. This 

can be intrinsic to the crystal structure, which is known as Bulk Inversion Asymmetry 

[64]. Or it can also be purposefully introduced owing to the difference in potentials 

between different surfaces in a material. This later case is known as Structural 

Inversion Asymmetry.  

 

Figure 14 shows an example of a InGaAs/InAlAs QW heterostructure, and its 

corresponding band diagram as calculated via Schrodinger Poisson simulations. 

Charge within the QW layer is shown to be distributed asymmetrically along the 

direction of growth, arising from localised doping inducing band bending [63]. The 

charge causes an electrical field that acts on the carriers in the QW. As such, the 

resulting effective ‘B’ field will lead to an associated energy coupling term: 

a) b) 



28 
 

 𝐻𝑠𝑜 =
𝑔𝜇𝐵

2𝑐
(𝒗 × 𝑬)̇  ∙ 𝝈 

 

(2.15) 

Where g is the electronic g factor, 𝜇𝐵 is the Bohr magneton, and 𝝈 are the spin 

matrices. If 𝑬 is entirely aligned along growth direction, and thus perpendicular to 

carrier motion, then 2.15 reduces to:  

 

 𝐻𝑠𝑜 =
𝑔𝜇𝐵

2𝑐
((𝑣𝑥𝐸𝑧)𝜎𝑥 − (𝑣𝑦𝐸𝑧)𝜎𝑦 )   

 

 

 
𝐻𝑠𝑜 =

𝑔𝜇𝐵𝐸𝑧

2𝑚𝑒𝑐
(

𝟎 𝒑𝒙 − 𝒊𝒑𝒚

𝒑𝒙 + 𝒊𝒑𝒚 𝟎
) 

(2.16) 

 

This is known as Rashba Spin Orbit Coupling (Rashba SOC) [65] [66]. 

  

Figure 15: Rashba Spin-Orbit Coupling Diagrams red and blue indicate different spin states. 

Adapted from [66] a) 3D Spin texture of a spin degenerate system b) As a) but with an 

added Rashba term. c) 1D Dispersion relation of Rashba SOC. d) Spin texture of Rashba 

splitting – a slice of b) at fixed energy. 

 

d) c) 

a) b) 
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The addition of the Rashba term adds an additional momentum dependence to the 

system, shifting the two spin bands. This lifts the spin degeneracy of the 𝑝𝑥 and 𝑝𝑦 

bands of the system at all points of k-space except for 𝑘 = 0 (Figure 15b and c). The 

strength of the Rashba coupling can be described by the Rashba coefficient: 

 

 
𝜶𝑘 =

2𝐸𝑅

𝑘𝑅
 

 

(2.17) 

Where 𝐸𝑅 and 𝑘𝑅 are defined as the energy and momentum minima of the shifted 

bands (Figure 15c).  

 

The lifting of the spin degeneracy has applications for spintronic technologies, such as 

spin polarisers and spin filters, and for investigations of the Spin Hall Effect [67] [68] 

[69] [70] [71]. The strength of the Rashba term can be controlled via gating to alter the 

strength of the internal field by altering the electric field within the QW [63] [72] [73]. 

This allows for the manipulation of spins without the application of an external 

magnetic field, opening possibilities for local control of the spin states [68]. Significant 

steps towards spin Field Effect Transistors have been made using Rashba SOC 

materials [74] [75]. Additionally, SOC is seen as a necessary component for the 

practical realisation of 𝑝𝑥 + 𝑖𝑝𝑦 superconducting pairing necessary for MZMs in 1D 

and 2D semiconductor-superconductor hybrids [15].  

 

Our discussion up to now has been focused primarily on semiconductors. This is only 

one half of the materials used and necessary for this work. We must now consider the 

other, superconductors. This will overview the history and underlying physics of 

superconductors, as well as the superconductor-semiconductor interface, and 

proximity superconductivity.  
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2.5: Superconductivity and The London Equations:  

 

 

Figure 16: a) Resistance vs Temperature for mercury [76] b) Illustration of the Meissner 

effect – an example superconductor with an external magnetic field. Below 𝑇𝑐, the field is 

expulsed from within the superconductor [77].  

Superconductivity was first observed in 1911 by Onnes [78] [79]. By cooling liquid 

Mercury with liquid helium, Onnes observed a sharp drop of the resistance of the 

Mercury to zero below a certain critical temperature, 𝑇𝑐 (Figure 16a). The zero-

resistance state was also supressed above a critical current, 𝐼𝑐. Later observations by 

Meissner and Oschenfeld found this zero-resistance state was accompanied by a 

complete expulsion of Magnetic Flux within the bulk of the superconducting material 

below 𝑇𝑐 [80] (Figure 16b). This observation distinguished superconductors from 

perfect conductors – in a perfect conductor, any magnetic field applied above 𝑇𝑐 would 

remain in the bulk of the material regardless of it then being cooled below 𝑇𝑐.  

 

Both observed properties found a phenomenological explanation in the work of Fritz 

and Heinz London [81]. They developed the so-called London equations:  

 

 𝜕𝒋

𝜕𝑡
=

𝑛𝑠𝑒2

𝑚𝑒
𝑬  

(2.18a) 

   

a) 
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∇ × 𝐣 =  −

ns𝑒2

𝑚𝑒
 𝑩 

(2.18b) 

 

where 𝒋 is the supercurrent density, 𝑬 and 𝑩 are the electric and magnetic fields 

respectively within the superconductor and 𝑛𝑆 is the number density of 

superconducting carriers. Eq. 2.18a relates the time dependence of 𝒋  and an applied 

𝑬. As such, it states that a constant current may flow in the absence of an Electric 

field, i.e. perfect conductivity. The physical implication of the second is less 

immediately obvious. However, by taking the second Maxwell Equation:  

 

 

 
∇ × 𝐁 = μo (𝑱 + 휀𝑜

𝜕𝑬

𝜕𝑡
)  

(2.19) 

 

In most instances,  𝑱  will be large relative to 휀𝑜
𝜕𝐸

𝜕𝑡
. As such we can approximate  

𝜕𝑬

𝜕𝑡
=

0. We can then take curl of the eq. 2.19, and substitute ∇ × 𝑱 from eq. 2.18b to obtain:  

 

 
∇ × ∇  × 𝐁 = −

𝜇𝑜ns𝑒2

𝑚𝑒
 𝑩 

(2.20) 

 

Through use of the vector identity: 

  

 ∇ × (∇ ×  �⃗�) = ∇(∇. �⃗�) − ∇2�⃗�  

 

And Gauss’s law (∇. 𝑩 = 0) (2.18b) can be reduced to the following differential 

equation: 

 

 
∇2𝐁 =

𝜇𝑜nse2

m
 𝐁  

(2.21) 
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Eq. 2.21 will have solutions for 𝑩 that decay away exponentially from the surface of 

the superconductor with a length scale of 𝜆𝐿 = √
𝑚

𝜇𝑜𝑛𝑠𝑒2 . Physically, this describes the 

observed Meissner effect. Applied Magnetic flux will only be present within a small 

region of the sample close to the surface. This length scale is the so-called London 

Penetration depth. Additionally, eq. 2.18b also describes that an applied field will lead 

to the inducement of a supercurrent density in opposition to the applied field. If as 

observed, the field decreases as a function of sample depth, then eq. 2.18b states that 

𝑱 must also decrease. As such, the supercurrent is also constricted to the surface of 

the superconductor, along the same length scale, 𝜆𝐿. This supercurrent serves as a 

‘Screening’ current – shielding the bulk of the sample from the magnetic field. 

 

This showed the Meissner effect was the fundamental property of a superconductor. 

The expulsion of flux naturally led to the inducement of a supercurrent, rather than 

vice versa. Whilst instructive, the London equations were still only an estimate, as 𝜆𝐿 

as predicted by the theory was found to a factor of two out of experimentally measured 

values.  

 

2.6: Ginzburg-Landau theory 

The London equations were expanded upon in 1950 by Ginzburg and Landau [82] 

They sought to build an explanation as to why the superconducting state is destroyed 

by the application of a sufficiently high magnetic field or current. Ginzburg-Landau 

theory proposed the existence of 𝜓, an effective wavefunction of superconducting 

electrons, defined such that  𝜓∗𝜓 =  𝑛𝑠. For a full derivation we refer the reader to the 

following resources [82] [83]. They considered the change in Free Energy, 𝐹, of a 1D 

superconductor with a series expansion in powers of |𝜓|2 as: 

 

 
𝐹 = 𝐹𝑛 + 𝛼|𝜓|2 +

𝛽

2
|𝜓|4 +

1

2𝑚
(−𝑖ℏ∇ − 2𝑒𝑨)|𝜓|2 +

|𝑩|2

2𝜇𝑜
 

(2.22) 

 

Where 𝐹𝑛 is the normal state free energy, 𝛼 and 𝛽 are constants, and 𝑨 is the magnetic 

vector potential determined by 𝑩 = ∇ × 𝑨. 𝜓 is only non-zero below 𝑇𝑐, so in the non-
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superconducting region, the free energy is the normal state energy, plus a potential 

magnetic contribution. Minimising 𝐹 with respect to the variables of the system, 𝑨 or 

𝜓, will give the ‘steady-state’ equation of that parameter. For instance, in the case of 

a spatially uniform 𝜓 (∇𝜓 = 0) in the absence of a magnetic field (𝑨 = 0), finding the 

minima
𝜕𝐹

𝜕𝜓∗
= 0 will give:  

 

 𝜕𝐹

𝜕𝜓∗
= (𝛼 + 𝛽|𝜓|2)𝜓 = 0 

(2.23) 

 

Eq. 2.23 has roots of 𝜓 = 0 or |𝜓| = √−
𝛼

𝛽
. The first root is the free energy minimum of 

the normal state, whereas the latter is the minimum for superconductivity. These roots 

have corresponding solutions of 𝐹 = 0 or 𝐹 =  −
𝛼2

2𝛽
 respectively. Because 𝛽 > 0, we 

know that 𝛼 must be negative below 𝑇𝑐  for the second root to give a real number. 

Because as previously mentioned it was experimentally known 𝑛𝑠 (and hence 

𝜓) decreases as 𝑇 increases, 𝛼 was inferred to be a function of the form 𝛼(𝑇) =

𝑎√𝑇 − 𝑇𝑐 where 𝑎 is a constant of proportionality.   

 

Looking at the general case eq. 2.22,  𝐹 can be minimised with respect to either 𝜓 or 

𝑨. Minimising with respect to 𝜓 gives: 

 

 
𝛼𝜓 + 𝛽𝜓|𝜓|2 +

1

4𝑚
(

ℏ

𝑖
∇ +

2e

c
𝑨)

2

𝜓 = 0   
(2.24a) 

   

Whilst minimising with respect to 𝑨 gives:  

 

 
𝒋 = −

𝑒ℏ

2𝑚𝑖
(𝜓∗∇𝜓 − 𝜓∇𝜓∗) −

2𝑒2𝑨

𝑚𝑐
|𝜓|2 

(2.24b) 

 

Eq. 2.24a is analogous to the Schrodinger equation and allows for calculation of 𝜓 

over space for a given potential. It also allows definition of the boundary conditions 

between a superconductor and an insulator, where 𝜓(𝑥) = 0 for all 𝑥 and 𝑇.  It thus 
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allowed for description of spatial variation in 𝑛𝑠. Eq. 2.24b allowed calculation of the 

resulting supercurrent as a function of flux.  

 

In addition to these expressions, Ginzburg-Landau theorem defined two characteristic 

length scales for superconductors, 𝜆 and 𝜉. The first, 𝜆 is the penetration depth. It is 

the same physical concept as 𝜆𝐿, however, it is defined as  

 

 

𝜆 = √
𝑚

4𝜇𝑜𝑒2𝑛𝑠
  

(2.25) 

Which differs from 𝜓𝐿 by a factor of a half. This difference was in agreement with 

experimental observations [84]. The second, 𝜉, is the coherence length, depends upon 

the phase of the material. In the normal phase 

 

 

𝜉𝑁 = √
ℏ

2𝑚|𝛼|
    

(2.26a) 

 

Whereas in the superconducting phase:  

 

 

𝜉𝑆 = √
ℏ

4𝑚|𝛼|
    

(2.26b) 

 

The coherence length is the distance over which 𝜓 can vary gradually without an 

energy requirement and is thus the length scale over which 𝜓 can change without 

destroying the superconducting state. The coherence length was first proposed by 

Pippard as an extension of the London equations [85], following from experimental 

measurements of Sn-In alloys that saw an abnormally large penetration depth [86].  
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2.7: Type I and Type II Superconductors:  

 

Figure 17: Critical Fields of Type-I and Type-II superconductors as a function of temperature.  

Inset images give a depiction of the field penetrations for each state [87] 

Two distinct magnetic responses can be seen in so-called ‘conventional’ 

superconductors, Type I and Type II. Type I superconductors exhibit the field 

behaviour previously described. They have characteristic critical values, 𝑇𝑐 and 𝐻𝑐. 

Below these values, Type I superconductors have zero resistance, and expel all 

applied magnetic flux. Type II was first observed by Shubnikov and Rjabinin [88]. Type 

two again show a single  𝑇𝑐, but now has two distinct critical fields, 𝐻𝑐1 and 𝐻𝑐2, where 

0 < 𝐻𝑐1 < 𝐻𝑐2. Below 𝐻𝑐1, Type II behave as per Type I. However, in the region 𝐻𝑐1 <

𝐻 < 𝐻𝑐2, there is partial leakage of flux into the bulk of the superconductor before the 

Superconducting state collapses completely for 𝐻 > 𝐻𝑐2.   

 

An explanation owing to the formation of magnetic vortexes was given by Abriskosov 

[89]. The difference in behaviour is attributable to the free energy of the interface 

between the superconducting and normal phases. In type I, this is positive, and the 

energy of the system is lowest when the contact area between superconducting and 

normal phases is minimised. In type II, it is negative [90]. It becomes favourable to 

maximise the contact area. The superconducting lattice becomes needled with 

cylinders of the normal phase, which allows partial penetration of flux, and the 

formation of magnetic vortexes around them. As the flux increases, the number of 

these cylinders increases eventually occupying the entirety of the volume of the 
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material and destroying the superconducting state entirely. The ratio of the two 

Ginzburg-Landau length scales eq. 2.25 and eq. 2.26  𝜅 =
𝜆

𝜉
  can be used to distinguish 

between and classify these types of superconductors. For type I, it obeys the ratio will 

take the values 0 < 𝜅 <
1

√2
  and Type II for 𝜅 >

1

√2
 [84].  

 

2.8: BCS Theory: 

The Ginzburg-Landau theory offered a description consistent with some experimental 

observations, but it did not offer a microscopic description to the underlying cause of 

the Meissner state. Following from Pippard, John Bardeen proposed that a gap in the 

electron density of states would describe both the Meissner effect, and Pippard’s 

measurements of a long coherence length [91]. From this, Leon Cooper proposed the 

existence of so called ‘Cooper Pairs’ [92]. An arbitrarily small net attractive force 

between two electrons could allow for the formation of a bound state between them. 

This bound state would obey some bose-like properties, forming a degenerate ground 

state that is separated from unbound single particle states by a small energy gap. [92]  

Additional evidence as to the source of this attraction came from the observation of 

the dependence of critical temperature on isotope mass of a series of Mercury 

samples [93] [94]. The phonon energy within a solid is inversely dependant on the 

mass of its atoms, which will differ between differing isotopes of the same material.  

By measuring a variation of 𝑇𝑐 between two isotopes of 𝐻𝑔 in proportion to the 

difference in mass, there was strong evidence that the attractive force would be an 

electron-phonon interaction [95]   
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Figure 18: Schematic representation of a physical image of the Cooper Pair formation – an 

electron moving through a crystal lattice.  

For a simple physical image of these cooper pairs, consider the case of an electron 

moving through a lattice (Figure 18). The atoms in the lattice are positively charged. 

There will exist an attractive force between the electron and the lattice. This causes a 

slight lattice distortion, as atoms are slightly pulled towards the electrons. The distorted 

lattice will, until it relaxes, create a region that is electrically positive relative to the 

lattice around it. If the relaxation time is long relative to the electron velocity, then a 

second electron can be attracted towards it. In effect, one electron will follow in the 

others wake, bound by the induced phonon. The length over which these two electrons 

are ‘correlated’ is equivalent to 𝜉𝑠, the coherence length discussed previously.  

  

These elements were finally combined in 1957 by Bardeen, Cooper and Schrieffer, 

producing the BCS theory [96]. This proposed that a virtual phonon interaction 

between electrons lead to the formation of Cooper Pairs between electrons of opposite 

spin and momentum, e.g. (𝑘 ↑, −𝑘 ↓). The process will be briefly overviewed here, 

before focusing on the results and findings. The original BCS derivation used a 

variational argument, whereas this shall focus on an alternative method proposed first 

by Bogoluibov [97]. For a detailed derivation, the reader is referred to the following 

book by Michael Tinkham [84]. 
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The superconducting Hamiltonian can be written as:  

 

 
𝐻 = ∑ 𝜉𝑘𝑐𝒌𝜎

† 𝑐𝒌𝜎 +
1

𝑁
∑ 𝑉𝒌𝒌′𝑐𝒌↑

†𝑐−𝒌↓
†𝑐−𝒌′↓𝑐𝒌′↑

′

𝒌𝒌𝒌𝝈

 
(2.27) 

 

where 𝑉𝒌𝒌′  is the interaction potential between an electron with momentum 𝒌 and 𝒌’, 

and 𝜉𝑘 =
ℏ2𝑘2

2𝑚
. 𝑐𝒌𝜎

†
is the creation operator describing the formation of a particle with 

momentum 𝒌 and spin 𝜎, and 𝑐𝒌𝜎is the corresponding annihilation operator. The first 

term describes the normal state energy of the system whereas the second describes 

the energy resulting from the destruction and creation of a cooper pairs via creation 

and destruction of the composite quasiparticles. The cooper pair in this instance is 

created by particle of momentum and spin 𝑘 ↑ and −𝑘 ↓. This pairing of particles with 

opposing spin and momentum is known as s-wave pairing and is the most commonly 

occurring pairing in nature. This second term can be expanded giving a first 

approximation for the gap function:  

 
Δk =  −

1

N
∑ 𝑽𝒌𝒌′〈𝑐−𝒌′↓𝑐𝒌′↑〉

𝒌′

 
 

 

Where the notation 〈… 〉 indicates the average value of the bracketed term. The initial 

Hamiltonian (2.27) can be expressed using this new gap function  

 

 𝐻 = ∑ 𝜉𝑘𝑐𝒌𝜎
+ 𝑐𝒌𝜎

𝒌𝝈

− ∑(Δ𝒌𝑐𝒌↑
+𝑐−𝒌↓

+ + 𝚫𝑘
∗

𝒌

𝑐−𝒌′↓𝑐𝒌′↑)

+ ∑ Δ𝒌

𝒌

〈𝑐𝒌↑
+𝑐−𝒌↓

+〉 

(2.28) 

 

This is solved by diagonalization via the use of a Bogoliubov transformation: 

 

 𝑐𝑘↑
= 𝑢𝑘

∗ 𝛾𝑘↑
+ 𝑣𝑘𝛾−𝑘

+
↓
   

 𝑐−𝑘
+

↓
= 𝑢𝑘𝛾−𝑘

+
↓

− 𝑣𝑘
∗𝛾𝑘↑
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 |𝑢𝑘|2 + |𝑣𝑘|2 = 1  

 

The Bogoliubov transformation describes a mixing of electronic and hole states, with 

the relative weighting of each being given by the coefficients 𝑣𝑘 and 𝑢𝑘. Substitution 

into eq. 2.28 lets us diagonalize the equation 

 

 2𝜉𝑘𝑢𝑘𝑣𝑘 − Δ𝑘𝑢𝑘
2 + Δ𝑘

∗ 𝑣𝑘
2 = 0 (2.29) 

 

which in turn allows us to solve for the two coefficients 𝑢𝑘  and 𝑣𝑘 in terms of energy 

 

 
|𝑢𝑘|2 = 1 − |𝑣𝑘|2 = 1 − (

𝜉𝑘

𝐸𝑘
) 

(2.30) 

where 𝐸𝑘 = (𝜉𝑘
2 + Δ𝑘

2 )
1

2 . This leads to the diagonalized Hamiltonian:  

 

 𝐻 = ∑(𝜉𝑘 − 𝐸𝑘 + Δk〈𝑐𝒌↑
+𝑐−𝒌↓

+〉) + ∑ 𝐸𝑘𝛾𝑘𝜎
+

𝑘𝜎

𝛾𝑘𝜎

𝑘

 (2.31) 

 

The first term is a constant. The second describes the energy associated with adding 

excited quasiparticles, 𝛾𝑘𝜎, to the system. These excitations will have an energy of: 

 
𝐸𝑘 = ± √𝜉𝑘

2 − Δ2 
(2.32) 

 

From which, Δ𝑘 can be seen as an energy gap in the quasiparticle density of states.  

 

BCS theory was shown be consistent with experimental observations, such as the 

Isotope Effect, and various thermo-dynamical properties such as changes in the 

specific heat capacity. [96]. It was further shown that the Ginzburg-Landau equations 

were derivable from BCS theory [98]. BCS theory was thus inherently consistent with 

the Meissner Effect, and by extension the electrical properties of a superconductor. 

The zero-temperature energy gap, Δ(0) is predicated to be proportional to 𝑇𝑐, given by 
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2Δ = 3.5𝑘𝑏𝑇𝑐 at 𝑇 = 0, rapidly decaying to Δ = 0 as 𝑇 approaches 𝑇𝑐. [99]. Near the 

limit 𝑇 ≈ 𝑇𝑐 the temperature dependence of the gap is approximated by:  

 
Δ(𝑇) ≈ Δ(0)(1 − 𝑇 𝑇𝑐⁄ )

1
2 

(2.33) 

 

The exponent of this equation can be used as an indication as to the quality of a 

superconductor. 1/2 is the expected exponent for a well-behaved BCS 

superconductor. The presence of defects can alter this relation, to higher order powers 

of 𝑒. 𝑔. 3/2  5/2. A similar relationship exists for describing 𝐼𝑐(𝑇): 

 
𝐼𝑐(𝑇) = 𝐼𝑐(0) (1 −

𝑇

𝑇𝑐
)

0.5

 
(2.34) 

and similar inferences as to SC quality can be made from this.   

 

It is also possible to calculate the density of single particles states in the 

superconductor, 𝑁𝑠(𝐸). Because a superconductor is in many ways a metal with a gap 

around 𝐸𝑓, we can equate the DOS of the superconductor to that of the normal state, 

𝑁𝑠(𝐸)𝑑𝐸 = 𝑁𝑛(𝜉)𝑑𝜉. From this, the superconducting DOS can be described by:  

 

 
𝑁𝑠(𝐸)

𝑁(0)
= {

𝐸

(𝐸2 − Δ2)
1
2

 

0

 

𝐸 > Δ 

𝐸 < Δ 

 

(2.35) 

 

where 𝑁(0) is the density of states in the normal phase around 𝐸 = 0. Around 𝐸 ≈ Δ, 

the DOS is enhanced relative to the normal state, owing to the sudden formation and 

dissipation of Cooper pairs.  
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Figure 19: a) Superconducting density of states forming within a conventional metal. Finite 

temperature causes some excitation of single carriers above the energy gap. b) Measured 

Conductance through tunnelling spectroscopy for a variety of superconductors, offset from Al 

for visual clarity. c) Extracted 𝛥 modelled to an ‘ideal’ BCS function for measured SCs in b) 

[100]   

Figure 19a shows the single particle density of states for a superconductor for 

0 < 𝑇 < 𝑇𝑐. An energy gap of 2Δ is opened around 𝐸𝑓, as per eq. 2.32.  Measurement 

of the density of states, such as through measurements of the tunnelling conductance 

in the SC (Figure 19b) can be used to directly measure the size of the energy gap. 

The temperature dependence of the energy gap can then be used to characterise the 

resulting superconductor state. Ideal BCS superconductors can be modelled via eq. 

2.33, such as is the case for Nb and Ta in Figure 19c.  

  

2.9: Andreev Reflection and the Proximity Effect:  

Although a superconductor is gapped, it is possible for unpaired electrons to conduct 

through a superconductor, via a process called Andreev reflection. Consider a 

heterojunction comprised of a normal and superconducting material, or NS junction.  

An electron incident from N to the S, with an energy 𝐸 < Δ. From a strictly single 

particle picture, transmission from N to S within this energy range is forbidden. There 

are no unoccupied states on the S side of the interface, forbidding the 𝑒− from entering. 

Additionally, for a perfect interface, there is nothing allowing the electron to scatter and 

change momentum away from the surface. However, Andreev showed that in the case 
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of a superconductor, an unusual form of reflection occurs at the interface. [101]. Rather 

than simply reversing the component of the velocity normal to the interface, Andreev 

noted that all components reversed.  

 

 

 

Figure 20: a) Andreev Reflection at an NS interface – an incident electron in a given spin state 

incident upon the interface is reflected as a hole. b) Amplitude of Superconducting 

wavefunction decaying exponentially away from the interface [102].  

The incident particle (hole) is reflected as a hole (particle) along the path of approach 

Figure 20a. This process is equivalent to two electrons passing from the N to S as a 

Cooper Pair, carrying a total charge of 2𝑒 per reflection event [103].  

 

Furthermore, when N and S regions are in close contact, it has been observed that 

superconductivity will extend some length into the normal material. This is known as 

the proximity effect. It has been observed in a multitude of materials, of widely varying 

structures. Cooper Pairs from the superconductor can be seen to ‘leak’ into the normal 

region [104], remaining coherent some finite length into N. This leakage is in fact 

attributable to the ‘rigidity’ of the superconducting wavefunction characterised by the 

Ginzburg-Landau equations (2.24a and 2.24b). Because the wavefunction cannot 

immediately change due to energy constraints, it will have a finite value some length 

into the normal phase. From (2.24b), a finite value of the wavefunction will lead to a 

finite supercurrent density within that region as well. It can be shown to hold even in 

the absence of an attractive potential between pairs that would allow the formation of 

new Cooper pairs. [104] There will exist an effective superconducting gap, Δ𝑝𝑟𝑜𝑥. As 

with the bulk superconductor, Δ𝑝𝑟𝑜𝑥 will be proportionate to the local cooper pair 

density, that reduces away from the NS interface of a length scale 𝜆𝑝𝑟𝑜𝑥. [103] 

a) b) 
a) 
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The proximity effect is closely related to Andreev Reflection [103]. The incident 

electron, and it’s retro-reflected hole form a phase correlated pair. The length scale 

over which this pair remains correlated will determine 𝜆𝑝𝑟𝑜𝑥 [104]. The energy scale of 

this coherence is typically related to the Thouless Energy of the N material:  

 

 
Eth =

ℏ𝑣𝑓𝑙𝑐

2𝐿2
 

 

(2.36) 

Where 𝐿2 is the length of the normal region of the device [35] [105]. Owing to the 

dependence on 𝑙𝑐, the carrier mean free path, the coherence and thus the proximity 

length will directly depend upon the scattering properties of N material. The further 

from the interface, the greater the likelihood of a given pair having experienced a 

scattering event, the lower the pair density and thus Δ𝑝𝑟𝑜𝑥(∞) → 0. Materials with high 

mobilities, 𝜇 are expected to exhibit long 𝜆𝑝𝑟𝑜𝑥 . This can reach the order of microns in 

such materials, including recently in InSb 2DEGs [35] [106] [107].  
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Figure 21: a) SC/InSb 2DEG heterostructure devices consisting of an InSb 2DEG with side 

deposition of NbTiN superconductor. Device is top gated, allowing depletion of the 2DEG 

carriers Measured device has dimensions 𝐿 = 1.1𝜇𝑚, 𝑊 = 9.7𝜇𝑚 b) Conductance 

measurements of device as a function of gate voltage. All figures reproduced from [35] 

Figure 21 shows a measurement of such a long-range proximity induction. A top gated 

InSb 2DEG structure, the exact structure detailed here [108], was side deposited with 

NbTiN superconductor. The measured conductance (Figure 21b) showed successful 

induction of a superconducting gap within an 𝐼𝑛𝑆𝑏 2DEG [35].  Such an induction was 

seen a across a variety of junction sizes ranging from 0.7 to 4.7𝜇𝑚.  Side deposition 

of the 𝑁𝑏𝑇𝑖𝑁 with the 2DEG ensures direct electrical contact to, and likely a relatively 

clean interface between the SC and the 2DEG. However, side deposition prevents the 

usage of side gates, such as those seen in Figure 4, to electrically confine the 2DEG. 

Electrical confinement to 1D is a requirement to realise devices hosting MZMs from 

2DEGs and utilising them for computation. The confinement is required to ensure 

spatial localisation of the MZMs, and minimise unwanted interactions between MZMs. 

For top-down deposition, as is necessary to produce such side-gated devices, 

interfacial quality can have a significant impact on the conductance spectra.  

 

2.10: BTK Theory: 

The interface between two real materials is often non-ideal. It is highly likely that the 

interface between the N and S states will have some degree of impurity arising from 
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the fabrication process, such as interfacial roughness or the presence of defects 

between layers. The ability to characterise the interface, and assess its impact on the 

resulting device properties thus becomes an important consideration for experimental 

work considering the SN or NS interface. This problem was approached for small-

scale tunnel junction devices by Blonder, Tinkham, and Klapwjik [109]. We refer reader 

to the following sources for a full derivation [109] [110] and will instead summarise the 

approach here: 

 

 

Figure 22: Illustration of the BTK theorem. An NS interface with some interfacial barrier, Z, 

localised entirely at the interface. An electron incident upon the interface from the N material,  

𝜓𝑖(𝑥, 𝜖), has 4 possible outcomes: Andreev Reflection (A), conventional reflection (B), 

transmission as an electron-like (C) or hole-like quasiparticle (D). 

Infinitely long 1D slices of N and S state material are brought together to form an NS 

interface (Figure 22). As outlined above there exists a gap of magnitude 2Δ centred 

around the fermi energy in S. Quasiparticles are said to be incident at the interface 

moving from N → S. The outcomes will depend upon the energy of the quasiparticles. 

If |𝐸| < Δ, single particle transmission is forbidden, and the particle will Andreev reflect. 

If |𝐸| > Δ the particle will instead transmit across the barrier, although some finite 

probability of Andreev reflection remains. For a perfect interface, with no scattering 

sources, only these possibilities exist.  

 

If the interface is non-ideal, there will be added scattering sources, such as interfacial 

roughness, or defects. These allow for conventional reflection in addition to Andreev 

reflection. To model this, a dimenionless potential barrier is added in the form of a 𝛿 
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function, of height 𝑍, localised at the interface (𝑥 = 0). The wavefunctions for the 

various processes at the interface are: 

 

 𝜓𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 = (
1
0

) 𝑒𝑖𝑘𝑒𝑥 (2.37a) 

 𝜓𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑 = 𝑎 (
0
1

) 𝑒𝑖𝑘ℎ𝑥 + 𝑏 (
1
0

) 𝑒−𝑖𝑘𝑒𝑥  (2.37b) 

 𝜓𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 = 𝑐 (
𝑢
𝑣

) 𝑒𝑖𝑘′𝑒𝑥 +  𝑑 (
𝑢
𝑣

) 𝑒−𝑖𝑘′ℎ𝑥 (2.37c) 

 

Where 𝑎, 𝑏, 𝑐 and 𝑑 are the probability amplitude coefficients of Andreev reflection, 

normal reflection, and a pair of transmission processes, respectively. Solving for these 

four coefficients in turn give us the probabilities of each of these processes (e.g. 𝐴 =

|𝑎|2, )  for a given incident quasiparticle. Solving the problem also requires that two 

boundary conditions be satisfied:  

 

 𝜓𝑁(0) = 𝜓𝑆(0) ≡ 𝜓(0) (2.38a) 

   

 ℏ

2𝑚
(𝜓𝑆

′ − 𝜓𝑁
′ ) = 𝐻ψ(0) 

(2.38b) 

 

Eq. 2.38a states the wavefunction must be continuous across the interface. Eq. 2.38b 

is the differential boundary condition across a delta potential. Additionally, the total 

probability of the four outcomes must sum to 1. The problem can then be solved by 

substituting in the requisite wavefunctions from eq. 2.37 into eq. 2.38a and eq. 2.28b 

and performing a series of substitutions to eliminate all the transmission coefficients 

one at a time and solve for the remaining one. This gives expressions for the various 

amplitudes as a function of both energy and barrier height. These are listed in Table 

1:  
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Table 1: BTK Coefficient expressions for energies above and below the gap 

 

.  

Where 𝛾2 = [𝑢𝑜
2 + 𝑍2(𝑢𝑜

2 − 𝑣𝑜
2)]2 . Equations 𝐴(𝐸) and 𝐵(𝐸) are visualised in Figure 

23 for example barrier heights of  𝑍 = 0.0 and 𝑍 = 0.5  

 

As the barrier height increases, the probability of Andreev Reflection decreases whilst 

the probability of normal reflection increases. This holds for all sub gap energies, save 

for  𝐸 = Δ. Here Andreev Reflection, even when taken to extremes limits of Z, will still 

occur with a significant probability.  

 

 𝑬 < 𝚫  𝑬 > 𝚫 

𝑨(𝑬) Δ2

𝐸2 + (Δ2 − 𝐸2)(1 + 2𝑍2)2
 

𝑢𝑜
2𝑣𝑜

2

𝛾2
 

𝑩(𝑬) 1 − 𝐴 (𝑢𝑜
2 − 𝑣𝑜

2)𝑍2(1 + 𝑍2)

𝛾2
 

𝑪(𝑬) 0 𝑢𝑜
2(𝑢𝑜

2 − 𝑣𝑜
2)(1 + 𝑍2)

𝛾2
 

𝑫(𝑬) 0 𝑣0
2(𝑢𝑜

2 − 𝑣𝑜
2)𝑍2

𝛾2
 

Figure 23: BTK Coefficients A and B as a function of energy. a) BTK Coefficients A and B 

calculated for a barrier height of Z=0. Energy scale is normalised to units of 𝛥=2.532meV b) 

Z=0. All other factors held constant.   

a) b) 
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Although not the first to treat this as a tunnelling problem, BTK theory expanded upon 

prior works by calculating I-V curves from these coefficients [111] [112]. They 

considered the relative difference in carrier populations caused by the application of a 

finite voltage. This is then filtered using the BTK coefficients to describe the proportion 

of electrons at a given energy contributing to net current flow by passing through the 

barrier. This gave the expression:  

 

 
𝐼 =

𝐺𝑜

𝑒
∫ [𝑓(𝐸) − 𝑓(𝐸 + 𝑒𝑉)][1 + 𝐴(𝐸) − 𝐵(𝐸)] 𝑑𝐸

∞

 
(2.39) 

 

Where 𝐺𝑜 is the normal state conductance, 𝑓(𝐸) =
1

𝑒

𝐸−𝑚𝑢
𝑘𝑏𝑇 +1

, V is the applied voltage.  

Calculation of this at different voltages allows for the calculation of IV characteristics, 

and in turn differential conductance curves.  

 

 

Figure 24: IV curves as a function of Z. Current values at each step are calculated using (16) 

and are normalised for the sake of comparison. The dotted line is an extrapolation of the 

conductance at high energies to the intercept [109].   

Figure 24 shows calculated IV curves for various barrier heights. The increasing 

barrier height serves to increase the resistance, and hence decrease the conductance, 

of the superconducting region. A large barrier, such as the 𝑧 = 50, practically 

supresses current flow through the junction during the superconducting region. 

Additionally, the conductance can be seen to be asymptotic as show by the dotted line 
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in Figure 22. The conductance will deviate highly from the normal state, until 

approaching high carrier energies. The difference in currents between the normal state 

and the superconducting state is known as the excess current, or 𝐼𝑒𝑥𝑐𝑒𝑠𝑠 = (𝐼𝑁𝑆 −

𝐼𝑁𝑁)𝑒𝑉≪Δ. In terms of the co-efficients, this is described by: 

 

 
𝐼𝑒𝑥𝑐𝑒𝑠𝑠 =

1

𝑒𝑅𝑁[1 − 𝐵(∞)]
∫ [𝐴(𝐸) − 𝐵(𝐸) + 𝐵(∞)]𝑑𝐸

∞

0

 
(2.40) 

 

Measurement of the excess current through the junction in theory allows for 

quantification of the quality of the junction as a function of temperature. In practice, it 

is a difficult value to measure. Measurement of 𝐼𝑒𝑥𝑐𝑒𝑠𝑠 requires precise measurement 

of the normal state resistance. This often requires the application of voltages many 

times larger than the energy gap to ensure the sample is in the purely normal resistive 

state, which will contribute to sample heating [109].  

 

 

Figure 25: Normalised conductance calculated for an arbitrary N-S junction via the BTK 

theorem for a series of barrier heights, Z.  

Eq 2.40 can also be used for measurements of conductance, illustrated in Figure 25. 

Injection of the electrons into a superconductor through a perfect interface should lead 

𝑉/Δ 

𝐺
/𝐺

𝑜
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to a conductance of twice the normal state conductance, i.e. the carriers are injected 

as a Cooper pair of two electrons via Andreev reflection. As established, the presence 

of a barrier supresses the probability of Andreev Reflection lowering the conductance. 

Sufficiently high barriers can supress the conductance within the energy gap below 

the conductance of the normal state for an equivalent barrier.  

 

Differential Conductance is an easily measured experimental quantity via AC 

modulation techniques. With the appropriate measurement set-up, this theory allows 

for non-intrusive qualitative measurement of interface quality and superconductor gap 

simultaneously. This analysis has been used extensively in point contact 

measurements of superconductors, and variations of the theory have been applied to 

wide varieties of S-N-S junctions [113] [114] [115] [116] [117]. Additional amendments 

to the theory have extended it to alternate superconducting gap functions with different 

symmetries. [118] [119]. It is particularly useful in combination with fabrication, as it 

allows for efficient and qualitative assessment of device quality.  

 

2.11: Superconducting Pairing in Proximity 

Superconducting Materials:  

Finally, we want to combine all this together to consider how the proximity 

superconductor state can exhibit exotic superconducting pairing required for 

topological technologies. In section 2.7, we described BCS theory and the formation 

of a superconducting state for a cooper pair of two electrons of opposing spin and 

momentum owing to it being energetically favourable. The pairing of opposite spin 

states means that the pairing function describing this is a spin-singlet state.  

 

It is not the only possible spin momentum combination possible for a superconductor. 

It is also possible to generate spin-triplet pairing states, pairing electrons in spin 

combinations of ↑↑, ↓↓ and ↑↓. The wave functions describing these states will exhibit 

different parity – spin singlet states will be even parity, and the spin triplet states odd 

parity. Other than s-wave, the pairing most relevant to this work is the 𝑝𝑥 + 𝑖𝑝𝑦 triplet 

pairing state, owing to its necessary role in realising MZMs. Innate 𝑝𝑥 + 𝑖𝑝𝑦 is 

exceedingly rare in nature [10]. However as mentioned, the proximity superconducting 
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state induced in a high SOC material by a conventional s-wave superconductor has 

been shown theoretically to exhibit this pairing [120].  

 

 

 

Figure 26: Interface between a superconductor S, and a high Rashba SOC material.  

Pictured above is the dispersion relation for each material. Blue and red in the Rashba 

material indicate the two spin states. [121] 

The triplet state arises in these materials from the lifting of spin degeneracy, which 

SOC does at all points other than 𝑘 = 0. We can, as we did with eq. 2.37 in describing 

the BTK equation, consider an electron incident at the interface between a high 

Rashba SOC material and a superconductor (Figure 26). A full derivation of such a 

system can be found in [121]. To briefly summarise the approach undertaken, consider 

an incident wave 𝜓𝑖, we can write the waves on each side of the interface as:  

 

𝜓𝑁(𝑥,𝐸) = 𝜓𝑖 + 𝑎↑(𝐸) (

0
0
1
0

) 𝑒𝑖𝑘↑ ℎ
𝐿 𝑥 + 𝑎↓ (𝐸) (

0
0
0
1

) 𝑒𝑖𝑘↓ ℎ
𝐿 𝑥 + 𝑟↑(𝐸) (

1
0
0
0

) 𝑒𝑖𝑘↑ ℎ
𝐿 𝑥

+ 𝑟↓(𝐸) (

0
1
0
0

) 𝑒𝑖𝑘↓ ℎ
𝐿 𝑥 
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𝜓𝑆(𝑥,𝐸) = 𝑡1(𝐸) (

𝑢𝑜

0
0
𝑣𝑜

) 𝑒𝑖𝑞+𝑥 + 𝑡2(𝐸) (

0
𝑢𝑜

−𝑣𝑜

0

) 𝑒𝑖𝑞+𝑥 + 𝑡3(𝐸) (

𝑣𝑜

0
0

𝑢𝑜

) 𝑒−𝑖𝑞−𝑥

+ 𝑡4(𝐸) (

0
−𝑣𝑜
𝑢𝑜

0

) 𝑒−𝑖𝑞−𝑥 

Where 𝜓𝑁 describes the total wavefunction incident from the Rashba material, 𝜓𝑆 is 

total wave wavefunction incident from the superconductor, 𝑎↑/↓ is the probability 

coefficient of Andreev reflection for electrons in the two spin states, 𝑟↑/↓ the probability 

coefficient of regular reflection, and 𝑡𝑛 are the probability coefficients for transmission 

of carriers from the S into the Rashba material. In all cases 𝜓 is a four-component 

wave function, describing the ↑/↓ spin states of particle like and hole like states. We 

can apply the same boundary conditions to the problem as 2.29, for an incident spin 

up electron:7 

𝜓𝑖 = (

1
0
0
0

) 𝑒𝑖𝑘↑𝑒
𝑅 𝑥 

(2.41a) 

 

And an incident spin down electron:  

𝜓𝑖 = (

0
1
0
0

) 𝑒𝑖𝑘↓𝑒
𝑅 𝑥 

(2.41a) 

 

Solving these boundary conditions gives expressions for the amplitudes of Andreev 

and normal reflection as:  

𝑎↓(𝐸) = −
𝑣𝐹↑

𝑣𝐹↓
𝑎↑(𝐸) (2.42a) 

  

𝑟↑(𝐸) =
(𝑢𝑜

2 − 𝑣𝑜
2)(𝑣𝐹↑

𝑣𝐹↓
− 𝑣𝐹𝑆

2 ) + 𝑣𝐹𝑆(𝑣𝐹↑
− 𝑣𝐹↓

)

(𝑢𝑜
2 − 𝑣𝑜

2)(𝑣𝐹↑
𝑣𝐹↓

− 𝑣𝐹𝑆
2 ) − 𝑣𝐹𝑆(𝑣𝐹↑

− 𝑣𝐹↓
)

𝑟↓(𝐸)   
(2.42b) 

 

Where 𝑎↑/↓ and 𝑟↑/↓ are Andreev and normal reflection amplitudes for an incident 

electron in one of the two spin states, 𝑣𝐹↑/↓
is the fermi velocity in the normal material 
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for carriers with the two spin states, and 𝑣𝐹𝑆 is the fermi velocity in the superconductor. 

Eq. 2.42a states Fermi velocity mismatch between electrons in the two spin states, 

which arises from the lifted degeneracy, can make Andreev reflection for one state 

more favourable than other. Eq. 2.42b states similarly for regular reflection,  

 

Additionally, this opens the possibility for the formation of a triplet pairing wave 

function, defined as:  

 

Δ(𝑥, 𝑥′, 𝐸) =
1

2
[Δ↑↓(𝑥, 𝑥′, 𝐸) + Δ↓↑(𝑥, 𝑥′, 𝐸)] ~𝑣↑(𝑥, 𝐸)𝑢↓

∗(𝑥′, 𝑥, 𝐸)

+ 𝑣↓(𝑥, 𝐸)𝑢↑
∗(𝑥′, 𝐸)  

(2.43) 

Which is the average of the pairing function of the two opposing spin states. The 

wavefunctions defined in 2.41 can be substituted into this pairing term: 

 

Δ𝑡(𝑥, 𝑥′, 𝐸) ≈ 𝑎↑ [𝑒−𝑖𝑘↓
𝑅

𝑒
𝑥′

+ 𝑟↓
∗𝑒−𝑖𝑘↓

𝐿
𝑒

𝑥′
] 𝑒𝑖𝑘↑ℎ

𝐿 𝑥

+  𝑎↓ [𝑒−𝑖𝑘↑
𝑅

𝑒
𝑥′

+ 𝑟↓
∗𝑒−𝑖𝑘↑

𝐿
𝑒

𝑥′
] 𝑒𝑖𝑘↓ℎ

𝐿 𝑥   

(2.44) 

 

And finally, the relations found in 2.43 can be substituted into 2.44 to give a final triplet 

pairing function: 

Δ𝑡(𝑥, 𝑥′, 𝐸) ≈ 𝑎↑ [𝑒−𝑖𝑘↑
𝑅

𝑒
 𝑥𝑒−𝑖𝑘↓

𝐿
𝑒

 𝑥′
−

𝑣𝐹↑

𝑣𝐹↓

𝑒−𝑖𝑘↓
𝐿

𝑒
𝑥𝑒𝑖𝑘↑ℎ

𝑅 𝑥′
] + 𝑎↑𝑟↓(𝑒𝑖𝑘↑ ℎ

𝐿 𝑥 𝑒−𝑖𝑘↓𝑒
𝐿 𝑥 

′
)  

−𝑎↑𝑟↓((
𝑣𝐹↑

𝑣𝐹↓

 
𝑠𝑔𝑛(𝐸 − Δ)(𝑢𝑜

2 − 𝑣𝑜
2)(𝑣𝐹↑

𝑣𝐹↓
− 𝑣𝐹𝑆

2 ) + 𝑣𝐹𝑆(𝑣𝐹↑
− 𝑣𝐹↓

)

𝑠𝑔𝑛(𝐸 − Δ)(𝑢𝑜
2 − 𝑣𝑜

2)(𝑣𝐹↑
𝑣𝐹↓

− 𝑣𝐹𝑆
2 ) − 𝑣𝐹𝑆(𝑣𝐹↑

− 𝑣𝐹↓
)

 𝑒𝑖𝑘↓ℎ
𝐿 𝑥 𝑒−𝑖𝑘↑𝑒

𝐿 𝑥 
′
)  

(2.45) 

 

This pairing is only non-zero when 𝑣𝐹 ↑ ≠  𝑣𝐹↓, i.e. when spin degeneracy is lifted. 

Triplet SC thus arises directly from lifted spin degeneracy. SC-Ferromagnetic systems, 

with completely lifted spin degeneracy, have shown experimental signatures of triplet 

SC [122] [123]. 

   

As discussed, in section 2.9 when considering the proximity effect, the properties of 

the proximity SC state will be determined by the electrical properties of the N material. 

As such, the electron population comprising a SC state induced in a QW with high 
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SOC will itself experience high SOC. In Rashba materials, the SOC only lifts spin 

degeneracy for finite momentum. Proximity SC in Rashba materials should thus be 

comprised of a mixed state between conventional singlet and triplet SC pairing 

elements, even if the superconductor itself is purely a singlet state [124] [125].This 

mixed state forms the basis for high SOC devices to form the basis to host MZMs 

providing  the system can be tuned such that it is predominantly a triplet state [126]. 

 

The two components exhibit different responses to an externally applied magnetic field 

[122]. The singlet component should be supressed. In physical terms, the applied field 

causes spin alignment with the field, making formation of ↑↓ pairs energetically less 

favourable. Associated with this suppression will be the formation of a screening 

current, opposing the field within the proximity SC as described by eq. 2.21 .  

 

The triplet component will be resistant to this field and may even exhibit a slight 

enhancement. Again, the alignment of the spins with the field will make it energetically 

favourable to form Cooper pairs with the same spins. Instead of a screening 

component, an anti-screening current will form, increasing the local magnetic field [10] 

[127]. The larger the triplet component within the material, the greater this 

enhancement, and the larger the anti-screening current. As such a predominantly 

triplet SC may see a net increase in Magnetic field within the proximity material 

comparative to the size of the external field [128]. Magnetic field is thus a vital 

component in the realisation of MZMs, as by lifting the remaining spin degeneracy, the 

system can be shifted to predominantly host triplet SC [126]. 

 

As such, measurement of the magnetic field within a high SOC proximity 

superconductor, as well as the variation of the magnetic field response can allow for 

some inference as to the mixed state nature of the induced SC state. Characterisation 

of the exact field behaviour, and the 𝐻𝑐 of the induced state is of vital experimental 

importance.   
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Chapter 3: Fabrication methods and 

measurement techniques 

 

3.0: Overview: 

Many of the samples measured within this work required device fabrication within the 

ICS cleanroom facilities at Cardiff. This chapter seeks to overview the top-down 

fabrication techniques used to provide full context for the work that will follow. 

Additionally, this chapter will cover the commonly used measurement apparatus and 

techniques used in later chapters.  

 

3.1: Photolithography: 

Fabrication of micro-electronics and optical devices can be done in primarily two 

routes – top down or bottom-up [129] [130]. Bottom-up fabrication techniques involve 

gradually building up a complex structure layer by layer, or directly growing such 

structures, such as growth of nanowires via Vapor-Liquid-Solid techniques. [131]. This 

work instead used top-down fabrication methods. Top-down fabrication involves taking 

a complex substrate, and selectively removing elements, typically via etching, to leave 

a final device. In our case, we use 𝐼𝑛𝑆𝑏 heterostructures grown by molecular beam 

epitaxy, or MBE [132]. MBE utilizes a series of evaporators containing different 

elemental or compound sources. The sources are heated, to produce a flux of a given 

element, and the resulting flux at a substrate is controlled via a series of shutters. This 

allows for selective and controlled growth of a sample. MBE has extensive usage for 

the growth of 𝐼𝑛𝑆𝑏 wafers. [59] [133] [134] [135]. From these grown wafers, to make 

our devices, it is necessary to define an active area, or structure. This is done via 

lithography, and in our case, photolithography. 
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Figure 27: Schematic overview of Photolithography 

Photolithography uses light exposure, typically through a mask, to define a structure 

in a thin layer of polymer (Figure 27). The polymer, known as a photoresist, is applied 

to the surface of the sample. High energy light, typically in the UV range, is shone 

perpendicularly to sample surface through a mask. The mask functions as a stencil, 

allowing light through some areas of the sample, whilst shielding others from 

exposure.  

 

Figure 28: Post exposure and development of the lithography undertaken in Figure 26. 

This exposure defines the desired device within the photoresist. The light is sufficiently 

energetic to alter the polymer chains within the photoresist. By soaking the sample 

post exposure in solvent, the undesired polymer can be removed, leaving only select 

segments of photoresist as defined by the mask (Figure 28). This process is known as 

‘developing’.  
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3.1.1: Sample Preparation 

Sample cleanliness and surface preparation are important for high quality 

photolithography. The presence of defects, dirt or excess photoresist from previous 

fabrication stage on the sample surface can greatly impact the resulting lithography. 

Mask alignment often requires close contact with the wafer surface for high resolution 

lithography, as diffraction through the mask grating can smear out features if there is 

uneven separation between the mask and sample.  

 

Figure 29: An example of mask misalignment owing to the presence of surface defects (Blue 

circle). Bottom) Resulting lithographic features – feature size is now non-uniform owing to 

diffraction.  

If for example, there exists some dirt underneath the resist, when contact between 

with the mask may leave it non-parallel to the sample surface (Figure 29).  As different 
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elements of the mask have different separations from the surface, diffraction will result. 

This will lead to non-uniform feature sizes across a sample and will lower the overall 

possible resolution. Additionally, for small features, large defects may damage the 

ultimate device structure – by being present where a feature is desired. As such, 

extensive sample cleaning is required prior to any fabrication to ensure a high-quality 

device. 

 

The standard cleaning procedure used is a solvent clean: submersion of the sample 

in Acetone followed by Isopropanol alcohol (IPA). Acetone dissolves many possible 

organic dirt molecules present on the sample. An IPA rinse/soak removes the acetone 

and prevents the formation of any acetone residue on the surface. If necessary, this 

step can be augmented with the use of an ultrasonic bath to add a more abrasive 

element.  

 

Additionally – water can interfere with photoresist. Many photoresists are hydrophobic, 

and as such water can reduce adhesion [136]. To prevent this, samples are baked on 

a hot plate over 100𝑜𝐶 for several minutes, to evaporate any moisture. In the case of 

𝐼𝑛𝑆𝑏 structures, some care must be taken with the temperature of this bake. High 

temperatures can cause elements of the structure to diffuse, undermining the integrity 

of the 2DEG [137]. For all sample processing undertaken throughout this work, care 

is taken to keep the 𝐼𝑛𝑆𝑏 temperature at or below 100𝑜𝐶. 
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3.1.2 Positive and Negative Resist:  

 

Figure 30: Exposure and Development with positive and negative resist.  

With a suitably clean sample surface, photoresist can be applied. Photoresists typically 

consist of a polymer suspended in solvent [138]. Two main types of photoresist exist, 

positive tone and negative tone. Functionally, they differ in their response to UV 

exposure (Figure 30). Positive (negative) tone-resist, when exposed to light becomes 

more soluble (insoluble) to the resist developer [139] [140] [141]. As such, exposure 

will create holes(mask). This difference arises from the chain lengths of the polymers 

present in each – positive resist consists of long chains that are broken down by UV 

exposure, whilst negative resist consistent of short chains linked in response to light 

exposure [142] [139]. Choice of resist depends upon the feature being designed – 

negative resist can allow for higher resolution of smaller features. This work uses the 

negative tone resists, AZ2020 and AZ2070.  

Resists are applied via spin coating [143] – Samples are coated in the resist, and then 

spun at high speeds. In our case, typical spins of ~5000RPM for upwards of 30-45s 

were undertaken. The process leads to a generally uniform film of resist across the 

sample, with a tendency of increased thickness occurring at sample edges, known as 

edge beading [144]. Resist thickness – which has a significant impact on feature 

resolution and can be a limiting factor for processes such as metal deposition – is 

largely determined by this spinning process. Thinner resists, such as AZ2020 can lead 

to higher resolution optical features but limit the thickness of deposited metals [138] 
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[145] [141]. Once spun, the resist coated sample is often baked once again to 

evaporate any remaining solvents within the resist. Additionally, resist adhesion can 

be improved via the application of an adhesion promoter prior to the resist, applied in 

much the same manner as the resist itself [146]. Where relevant, this work used TI 

Prime as an adhesion promoter.  

 

3.1.3: Exposure and Development:  

The photoresist is patterned via exposure to light the wavelengths of which is dictated 

by the resist of choice [147] [148] [149]. Typical photolithography, as discussed, uses 

UV light shone through photomasks - glass plated with 𝐶𝑟 to block light in select 

segments [150]. The masks are defined with specific patterns to work with specific 

resist tones.  Mask Aligners are used to bring mask and sample into alignment, such 

SUSS MicroTec MJB3 and MJB4 Mask Aligners. These operate largely as outlined in 

3.1.1, generating light via a 350W Mercury lamp and allow for precise control of mask 

separation and exposure time as necessary [137].  

 

Rather than use these more traditional techniques, this work instead uses a Durham 

Magneto Optics direct writer (DMO). The DMO allows maskless photolithography [151] 

[152]. Instead of using a mask and exposing the sample surface uniformly through it, 

the DMO uses a laser on a moveable stage. The stage can be moved, allowing specific 

areas of the sample to be exposed at different times, known as image projection [153]. 

This DMO can take a predefined pattern and map it onto a wafer surface – exposing 

each element of the wafer surface according to the pattern. Although the total 

exposure time is longer than that of mask lithography, the design can be modified 

without requiring the fabrication of a new mask. This makes it ideal for fast prototyping 

of new designs and structures. This made it the preferred process for the fabrication 

of our novel superconducting devices, as it allowed adjustment of the design in 

response to various difficulties and successes in the fabrication process. 

 

Post exposure samples are again baked, to set the altered polymer chains, and thus 

set the pattern. Following that, the resist is soaked in a developer, which serves to 



61 
 

remove the unexposed negative tone resist. This work used AZ726 as the developer 

of choice with typical total development times of 90𝑠.   

 

3.2: Etching: 

The patterns are defined in photo resist to protect certain elements of a wafer from 

further processing steps. Chemical etching is one such step – often a requirement to 

electrically isolate devices from the surrounding substrate. The etching utilizes 

chemical reactions to gradually strip away elements of the substrate. The resist 

functions as a mask for this process. Resists are such that it etches more slowly than 

the surrounding substrate – a property known as etch selectivity. By doing so, one can 

etch exposed areas of a sample without damaging the material underneath the 

substrate. There are two branches of chemical etching utilized in micro-electronic 

fabrication, wet and dry, and both will be considered here [154] [155].  
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3.2.1: Wet chemical etching: 

 

 

Figure 31: Wet etch example. a) Structure defined by photolithography. b) Etching begins in 

the unmasked areas of the susbtrate. c) final etch profile, indicating the undercut of the resist, 

and the slight etching of the resist layer.    

Wet etching typically involves submersion in solutions of acid. They are often isotropic, 

etching in all directions without bias [156]. The isotopy of a wet etch often depends on 

the given crystallographic orientation [157]. For this work, we can consider purely 

isotropic etches, an example of this is included within Figure 31. The isotropic etch 

leads to undercutting of the resist. The undercutting can be used purposefully, to 

create air-bridge gates and contacts of structures [158]. However, for deeper etches, 

this can lead to issues with undercutting undermining the device, leading to collapse, 
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or ‘float off’ of the intended structure, and critical failure of the process. Wet etching is 

a commonly used etching technique for III-V semiconductors such as 𝐼𝑛𝑆𝑏. [159] [160] 

[161] [134] In this work, wet chemical etching is performed using a citric acid etch 

designed for surface treatment of 𝐼𝑛𝑆𝑏 samples [162] [163]. 

 

3.2.2: Dry Etching – RIE and ICP: 

 

 

Figure 32: Dry etch example a) a) Structure defined by photolithography. b) Etching begins in 

the unmasked areas of the substrate. c) final etch profile, indicating the sharp side walls and 

the slight etching of the resist layer 

Dry etching, rather using a liquid solution of acids, uses mixtures of gases [164] [165]. 

The dry etch process undertaken in this work primarily uses Reactive Ion Etching (RIE) 

with an Inductively Coupled Plasma (ICP) [166] [167]. A gas of a given chemistry is 

pumped into a sample chamber. Within the chamber, exist two electrodes – with the 
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sample placed to lie upon the negative electrode. An rf voltage is applied between 

these electrodes which ionizes the gas to form a plasma. The ions within the plasma, 

which are positively charged, are then accelerated towards the negative electrode. 

This acceleration gives the ions high kinetic energy. This added kinetic energy gives 

the ion sufficient energy to overcome the activation energy of the etch process. The rf 

voltage causes this acceleration to happen repeatedly, etching the sample as it does. 

In an ICP system, versus others such as an Capacitively Coupled Plasma, the gas is 

ionized away from the sample – allowing for the sample electrode to be biased 

independently of the requirements to ionize the plasma, allowing higher plasma 

densities at lower biases [168] [169]. A more detailed overview of RIE, including 

practical concerns with the usage of RIE systems can be found in the following source 

[170] 

 

One advantage of dry etching relative to wet etching is that the etch profile is typically 

anisotropic, with minimal undercutting [171]. This leads, ideally, to sharp side walls in 

the etch. Again, whilst advantageous for preservation of fine features, it prevents 

potential applications from the undercutting, and well as having typically lower etch 

rates than equivalent wet chemical processes [155].  

 

3.3: Superconducting Thin film deposition: 
 

In order to have superconductor/semiconductor heterostructures, SC films must be 

deposited upon the 2DEG structures, ideally of high quality. Metal deposition for this 

work primarily occurred via two different apparatus in two different sites.  

 

Deposition of these films was performed by sputtering [172] [173]. Sputtering utilises 

bombardment of a target source via a high energy gas or plasma. In a similar fashion 

as to the ICP discussed in section 3.2.2, the target is to be the negative electrode, and 

the sample set to the positive electrode. The gas is ionized by collisions and directed 

at the target by the electrical charge. The ion bombardment causes energy transfer 

from the gas to the atoms in the target, which is sufficient to eject them from the surface 

of the target. The released atoms can be directed towards a given sample substrate, 

where they condense, coating it in the targeted material. The ion bombardment also 
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causes the release of so called ‘secondary electrons’ from the target [174].  Sputtering 

is a commonly used technique for the deposition of thin films atop semiconductors 

[175] [176]. Many varieties of sputtering techniques exist, which use a variety of power 

sources and orientation [174]. For this work, an important type is Magnetron 

Sputtering.  

 

Magnetron Sputtering aligns a magnetic field parallel to the target surface. The 

magnetic field constrains the secondary electrons to the vicinity of the target surface 

[177]. The secondary electrons, through further collisions increase the local density in 

the region around the targets surface. This in turn increases the ion bombardment 

rate, which improves the overall efficiency of the deposition process [177].  Magnetron 

sputtering thus allows for higher deposition rates, at lower operating pressures and 

voltages [177].  

 

For the deposition of the Nb, a custom ultra-high vacuum sputtering kit utilising DC 

Magnetrons was used at Bristol University, details of which can be found here [178]. 

This equipment offered a wide range of metals, including but not limited to Al, Co, Fe, 

Hf, Tb, Nb, Ti and Zr.  The system exhibited deposition rates typically greater than 

1�̇�𝑠−1 allowing for growth of 25mm diameter uniform films with a variety of thicknesses 

extending up to ~𝜇𝑚. InSb 2DEG samples were mounted on Molybdenum plates, 

loaded, and pumped to system pressures of less than < 10−9𝑚𝑏𝑎𝑟. In order to prevent 

the previously mentioned diffusion of 𝐼𝑛𝑆𝑏/𝐴𝑙𝐼𝑛𝑆𝑏 layers above 100𝑜𝐶, sputtering 

occurred with the sample held at room temperature. Some warming is likely to have 

occurred during sputtering but is unlikely to have significantly increased the sample 

temperature. 99.999% Pure inert Ar gas, with a sputtering pressure of 8 × 10−3𝑚𝑏𝑎𝑟 

and sputtering power between 20-50W was used to deposit the Nb. Film thickness 

was measured externally post deposition via x-ray reflectivity measurements. 

Additionally, a sample used for characterisation of 𝑁𝑏 etch process was deposited at 

UC Santa Barbara.    

 

The Pb was deposited at the Neils Bohr Institute in a dedicated metal deposition 

chamber connected to a solid-source Varian GEN-II MBE system, used for similar 

deposition in [179]. The 𝐼𝑛𝑆𝑏 sample is mounted on a GaAs substrate using a Ga 
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droplet for loading purposes. The Pb deposition was performed using in-situ electron 

beam evaporation of a Pb target via a Thermionics HCL e-Gun kit. For deposition, 

samples were cooled to nominal substrate temperatures of −153𝑜𝐶, though due to the 

sample mounting method, the actual surface temperature of the sample was found to 

be ~20𝑜𝐶. 𝑃𝑏 deposition rates were measured in-situ with a INFICON quartz crystal 

to be 1.4𝑛𝑚/𝑠.  The same equipment was used to deposit an additional 𝐴𝑙 layer atop 

the 𝑃𝑏, to both protect the sample surface, and prevent dewetting of the 𝑃𝑏 during 

sample removal [180]. During this deloading, the 𝐴𝑙 layer was purposefully allowed to 

oxidise to 𝐴𝑙2𝑂3 to function as an additional protective layer for the Pb surface.  

 

3.4: Sample Packing and wire bonding.  

Once fabricated, samples are mounted into 1𝑐𝑚2 20 pin gold ceramic chip carriers, 

adhered to the base with GE Varnish. GE varnish ensures good thermal contact to 

ceramic base, which is ideal for cryogenic measurements. Inner cavity size limited 

maximum sample size to ≈ 0.5𝑐𝑚2.  

 

Figure 33:West Bond wire bonder used for gold-to-gold contacts.  
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Bonds from sample to the contact pads used a West Bond wedge bonder (Figure 33). 

The bonder was modified to be purely manual, with minimal abrasive force. This is 

primary used for gold-to-gold bonds and is particularly useful in cases where the 

sample contact pad consists of thin gold layers. More abrasive bonders, with added 

mechanical force, could often tear off deposited gold contacts if the layers were thin. 

Additionally, this was used to bond the connections to the gold pin contacts on the 

chip carriers.  The sample stage is heated, and the wire is adhered to a heated crystal 

tip. The crystal tip is then pressed against the sample contact pad. The combination 

of heat and pressure melts the gold wire into the contact pad, forming strong electrical 

contacts whilst minimizing abrasion. Silver conductive epoxy was used to bond to the 

sample surface  

3.4: Optistat Cryostat: 

 

Figure 34: Optistat cyrostat system in sealed state. Featured are the cold head, attached to 

the cold finger, which is orientated between the poles of two magnets. Sample sits at the end 
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of the cold finger, such that it lies in the centre of the two poles. Breakout box allows 

connections to the sample configured as per the 20pin carrier chips. Additional tri-axial and 

BNC connections for voltage and current supply are also present.  

The bonded samples chips are mounted into a Oxford Instruments Optistat AC-V12 

cryogenic system (Figure 34). The sample environment is held under vacuum by a 

Aerlikon Leybold vacuum turbolab 80 basic turbomolecular pump with an oilless 

compressing backing pump to achieve a base pressure below 5 × 10−5𝑚𝑏𝑎𝑟. A 

combination of Cryomech, Inc PT403 cold head and a water cooled Cryomech Inc 

CP830 helium gas compressor provides the cooling power. It is a liquid cryogen free 

system, capable of reaching base temperatures of 2.8𝐾 within a few hours.  

 

The pulse tube cryostat cools via the expansion of the flow of He gas through the 

system. The compressor compresses the gas, sending it to the cryogenic 

environment. Expansion of the gas extracts heat from thermally coupled cold plates, 

then cycling it out, where a heat exchange cools the incoming gas, and warms and 

compresses the outgoing gas. The system contains two cold plates. The first is 

connected directly to the cold head, which i combination with the pulse tube cools from 

75K to 40K.  

 

 

Figure 35: Second cold plate – Heater and thermometer are mounted in the copper blocks for 

thermal contact with the plate and cold finger.   
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The second cold plate then reaches base temperature. A copper cold finger with the 

sample mounting is attached to the second cold plate for good thermal contact. Also 

attached are a resistive heater and a Rhodium-Iron thermometer. The thermometer is 

calibrated to control the sample temperature, and the heater is controlled remotely 

with a Mercury iTC Temperature Controller. The Mercury is programmable via USB, 

accepting fully autonomous control via Python.  

 

Figure 36:  a) Sample holder puck, mounted at the end of the cold finger. Wires from the 

sample are wound round the cold finger leading to the breakout box for electrical connection. 

b) back of the sample holder. Screws fix holder in place, flush against a cooper block for 

thermal contact. Electrical contact between the wound wires and sample holder occurs here.  

The sample holder is mounted in a puck, with wires thermally anchored to the cold 

finger to minimise excess heat conduction along the wires (Figure 36). Wires then exit 

the cryostat via 10 pin Fischer connectors. The cold finger can be rotated up to 45𝑜 

out of the pole of the magnets to allow for easier sample loading and un-loading.  

 

When unrotated, the cold finger sits between the poles of two large magnets (Figure 

34). The sample holder is aligned such that the field is produced such that it goes 

through the cross section of any loaded sample. Current for the field is controlled via 

a combination of Magnetic Relay Unit, and an Agilent technologies N5751A DC power 

supply. Field values are calibrated via a polynomial generated via measurements with 

a Hall Probe between the coils. It is capable of generating fields of up to 0.8T can be 

a) b) 
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generated with suitable poles. As with the temperature controller, the magnet is 

controlled remotely via python.  

 

3.5: DC and AC measurement techniques 

 

Figure 37: Van der Pauw measurement geometry. Four  equivalent electrical contacts 

(yellow)  are placed in each corner of a square sample (blue). Current is supplied from 𝐼1 →

𝐼2 and voltage measured from 𝑉3 → 𝑉4. 

Where possible, measurements of superconducting samples utilised a four-contact 

measurement technique with a Van der Pauw measurement geometry [181] [182] 

(Figure 37). Current is supplied along one edge of the sample, e.g. (𝐼1 → 𝐼2). The 

contact at 𝑉3 will be an equipotential with the contact at 𝐼1. Similarly, 𝑉4 will be an 

equipotential with 𝐼2. As a result, measurement of voltage 𝑉34 will give a measurement 

of the sample voltage without sourcing a current from either contact. From this, sample 

resistance can be found via: 

 
𝑅12,34 =

𝑉34

𝐼12
 

 

(3.1) 

This method allows direct measurement of the sample resistance, rather than the 

combination of sample, wire and contact resistances.  

 

DC electric measurements utilized two different sets of equipment. A combination of 

a Keithley 6221 AC and DC current source and a Keithley 2182A nanovoltmeter. The 
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other was an Agilent Technologies E5270B 8 slot precision measurement mainframe. 

In such a case, the Agilent was used to both source the current and record the voltage.  

 

Additionally, AC measurements were undertaken as part of this work. For this, a 

Stanford Research Systems Model SR830 lock-in amplifier was used as an AC voltage 

source, typically at 13.7𝐻𝑧. A bias resistance was placed between the voltage source 

and the sample, allowing control of the size of the supplied AC current. The AC voltage 

response is then also measured via the Lock-In amplifier. Measurement of the AC 

voltage response then allows calculation of the resistance across the sample. With the 

application of an additional DC current source and an additional bias resistance, an 

offset current could be supplied as necessary. This allows direct measurement of 

sample resistance as a function of applied bias, and resultingly measurement of the 

sample conductance. This allows, for instance, for measurement of the energy gap in 

a superconductor. For such measurements, the offset is provided via an DC output on 

the lock-in amplifier, providing DC voltages in the range ±10𝑉. 

 

In both AC and DC measurements, automation of the measurements were performed 

using python code, via GPIB connection, often in combination with control of the 

system temperature and magnet.  
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Chapter 4: Fabrication and 

measurement of Gapped Nb/InSb 

Heterostructures. 

 

4.0: Motivation and context 

As discussed at length in Chapters 1 and 2, there is a great deal of technological and 

scientific interest in the construction of devices supporting proximity SC in high SOC 

materials [23] [33]. Many existing approaches to this problem involve the fabrication 

and usage of hybrid SC-semiconductor nanowires [15] [33]. However, nanowires are 

often difficult to fabricate, and fabrication of defect free nanowire networks remain 

challenging [183] [184]. 2DEGs with additional electrical confinement via gating are a 

scalable, and potentially controllable alternative approach to realise 1D conducting 

states [185] [186][101]. 2DEG fabrication is well suited for industry, and the ability to 

selectively restrict and confine segments of material gives full control of the resulting 

device [27]. Successful inductions of SC into active layers of 2DEGs have been 

measured, and it is a growing field of work [186][101] [27] [35] 

 

As part of this, development of top-down fabrication of proximity superconducting 

devices is an important material step for future work, as well as allowing for detailed 

characterisation of the induced state. This work focuses specifically on the attempted 

fabrication and measurement of Transition Line Measurement, or TLM, devices using 

an 𝐼𝑛𝑆𝑏 2DEG and a 𝑁𝑏 superconducting film.  

 

4.1: Transmission Line Measurements as a probe of 

superconductivity:  

A Transmission Line Measurement is a measurement technique typically utilised to 

measure the contact resistance between an electrical contact and a semiconductor 
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[187] [188] [189]. It serves as a quantitative assessment for the quality of a contact, 

which is useful for fabrication of quality Ohmic contacts [190].  

 

 

 

Figure 38: Schematic diagram of a TLM measurement. A series of identical metallic contacts, 

with contact resistances 𝑅𝑐, deposited on a semiconductor substrate, with sheet resistance 

𝑅𝑠, separated by spacings 𝑑1, 𝑑2 … . 𝑑𝑛, where 𝑑𝑛 < 𝑑𝑛+1.  

TLM measurement use a series of identical conductive contacts, often metals, with 

increasing spacings (Figure 38). The total resistance, 𝑅𝑇𝑜𝑡 measured between any pair 

of contacts will be given by [187]:  

 

 
𝑅𝑇𝑜𝑡 =

𝑅𝑠

𝑍
𝑑 + 2𝑅𝑐 

(4.1) 

   

Where 𝑅𝑠 is the sheet resistance of the material, 𝑅𝑐 is the contact resistance, 𝑍 is the 

width of the contact pads, and 𝑑 is the separation between pads, or resistive length. 

𝑅𝑐 will typically include both the resistance between the metal and the semiconductor, 

as well as any resistance between the pad and the electrical contact used for 

measurement, e.g. a bonded gold wire. Thus, measurement across pad separations 

will allow extraction of both 𝑅𝑠 and 𝑅𝑐 separately [191].  
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Figure 39: Superconducting TLM structure a) Top down view b) Cross sectional view [192]. 

c) Zero bias resistance vs gap length of a) at 𝑇 = 4.2𝐾, below 𝑇𝑐.  

Such a device can be made with superconducting contact pads. Figure 39 has an 

example of such a device using 𝑁𝑏 contact pads sunken into an 𝐴𝑙𝑆𝑏/𝐼𝑛𝐴𝑠 

heterostructure to allow for adjacency between the SC and the 𝐼𝑛𝐴𝑠 QW. If the contact 

pads are made of superconducting material, below 𝑇𝑐, the pads will go to 

superconducting, reducing 𝑅𝑐. Additionally, if there is proximity superconductivity 

extending some length, 𝜆𝑝𝑟𝑜𝑥, into the semiconductor, the effective resistive length 

between the contact pads, 𝑑, will be reduced. This will in turn lower 𝑅𝑠. In the limiting 

case where the proximity SC covers the entire pad separation,𝑑 ≈ 2𝜆𝑝𝑟𝑜𝑥, we should 

in fact expect there to be no measured 𝑅𝑠. A plot of 𝑅 vs 𝑑 for various gap sizes will 

thus be shifted relative to the normal state, and the x-intercept should correspond to 

𝜆𝑝𝑟𝑜𝑥. Figure 39c is data from such a measurement, across SC gaps in the range of 

20 − 200𝜇𝑚 giving  𝜆𝑝𝑟𝑜𝑥 = 3.0 ± 0.5𝜇𝑚 [192].  

 

The aim of this chapter of work, was thus to fabricate a set of TLMs with 

superconducting pads. With such a set of devices, we seek to characterise the induced 

superconducting state across a series of different gap widths, and estimate 𝜆𝑝𝑟𝑜𝑥. 

 

c) 
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4.2: Quantum Well Characterisation 

 

 

Figure 40: a) Cross section of 2DEG Structure used. 𝛿 indicates approximate location of the 

Te doping layer. b) Schrodinger-Poisson simulations of such a typical QW structure. Red 

(Green) line indicates first (second) bound state within the QW. Both figures adapted from 

[37], which includes full details of the modelling.  

Typical 2DEGs used throughout this work consist of an 𝐼𝑛𝑆𝑏 quantum well (QW) 

electrically confined by layers of 𝐴𝑙𝑥𝐼𝑛1−𝑥𝑆𝑏 either side of it. A 𝑇𝑒 delta doping layer 

(Figure 40a) is localised within a few nm in the middle of the top cap to remote dope 

the well and enhance the conductivity. Schrodinger-Poisson modelling of the band 

structure of such structures are shown in Figure 40b, suggested good electrical 

confinement within the QW [37]. For sufficiently high levels of doping, confinement can 

be sufficient to allow a second sub-band of states. In this example, the sub band exists 

within the QW, however for highly doped samples it can instead be localized to the 𝛿 

doping layer instead. This modelling is reproduced from [37], and further discussions 

of such calculations can be found in [137]. Characterisation of 2DEG properties was 

performed via Hall measurements.  

  

a) b) 
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A constant current, 𝐼𝑥 is sent along a Hall bar via contacts A and B (Figure 41). 

Because they are moving in a 𝐵 field, the carriers experience a Lorentz Force, 𝐹, given 

by: 

 𝐹 = 𝑞𝑬 + 𝑞(𝒗 × 𝑩) (4.2) 

 

Where 𝑞 is the carrier charge and 𝒗 is the electron drift velocity. 𝑩 can be aligned 

entirely along 𝑧 without any loss of generality, express eq. 4.2 as: 

 𝐹 = 𝑞𝑬𝒚 + 𝑞(𝒗𝒙𝑩𝒛)  

The electrons experience a net force in the 𝑦 direction owing to the 𝐵 field, causing a 

charge imbalance between the two sides of the 2DEG. This charge imbalance leads 

to an electrical field 𝐸𝐻 in opposition to 𝐹, and measurable voltage, 𝑉𝑥𝑦 Eventually, the 

system will reach an equilibrium state, where the induced Electrical Field and Lorentz 

Force are equal and opposite, i.e. 

𝑉𝑥𝑥 
𝐿 

𝑊 

𝑉𝑥𝑦 

𝑥 

𝑦 

𝐵 

𝐴 

Figure 41: Schematic of Hall Effect measurements undertaken on a typical Hall Bar sample. 
A magnetic field is applied into the page aligned along the 𝑍 axis, and voltages across (𝑉𝑥𝑦) 

and along the bar are recorded (𝑉𝑥𝑥). Contact pads are indicated by the yellow squares.  
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 𝑒𝑽𝒙𝒚

𝑊
= 𝑒(𝒗𝒙𝑩𝒛) 

 

We can express 𝑣𝑥 in terms of the electrical current flowing through the 2DEG using: 

 𝐼𝑥 = 𝑛𝑒𝑣𝑥𝑤  

Where 𝑛 is the carrier density of electrons. Thus: 

 

 
𝑉𝑥𝑦 = (

𝐼𝑥𝑩𝒛

𝑛𝑡𝑒
) 

(4.3) 

 

Where t is the thickness of the conducting bar. For 2DEGs, due to the dimensional 

confinement along the growth axis, this thickness can be disregarded, and the 

extracted carrier density will be the sheet carrier density, 𝑛𝑠ℎ𝑒𝑒𝑡. Assuming constant 

current, a measurement of 𝑉𝑥𝑦 as a function of applied magnetic field will allow 

extraction of 𝑛. Furthermore, by measuring the resistance along the Hall Bar, 𝑅𝑥𝑥 and 

finding the resistivity 𝜌𝑥𝑥 we can use, 𝜎 = 𝑛𝑒𝜇 to calculate the mobility of our samples. 

This analysis thus gives large amounts of information from a relatively simple 

measurement technique and has long been used to characterise 𝐼𝑛𝑆𝑏 and other 

semiconductor materials [193].  

 

Fabricated samples contained Hall bars with dimensions 𝐿 = 200𝜇𝑚, 𝑊 = 40𝜇𝑚, and 

𝐿 = 100𝜇𝑚, 𝑊 = 20𝜇𝑚. Hall bars used in this work were fabricated, and temperature 

characterisation were undertaken by prior members of our research group, the full 

details of which can be found here [37] [137]. Sample chips containing 20 total Hall 

Bars were mounted in 20 pin gold pin chip carriers, with electrical connections created 

by manually bonded gold wires to 10/300nn Zn/Au contacts deposited by evaporation. 

Measurements occurred in the Optistat 12A cryostat environment. A current of 𝐼𝑥 =

2𝜇𝐴 was supplied via a Keithley 2100. 𝑉𝑥𝑥 and 𝑉𝑥𝑦 were recorded via a Keithley 6212B 

multimeter. Magnetic fields up to 0.85T were supplied perpendicularly to the sample 

cross section. Measurements utilized 𝛿-mode averaging, recording 32 points for DC 
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currents of ±𝐼𝑥, alternating between positive and negative, to average out thermal 

variations during measurements.  

 

Figure 42: a) Hall Voltage, and longitudinal voltage as a function of field. A straight line is 

deemed a satisfactory fit to the measured Hall Voltage. b) Extracted mobility (red) and carrier 

concentration (blue) of measured Hall Bar. Temperature characterisation was performed part 

of work prior to this thesis [137] [37].   

Figure 42a shows a Hall measurement at 293K, with a linear fit to 𝑉𝑥𝑥,  From these 

measurements we obtain 𝑛 at 𝑇 = 293𝐾 𝑜𝑓 5.28 ×15  𝑚−2, and 𝜇 in the range 

50,000
𝑐𝑚2

𝑉𝑠
. Measurements across the full temperature range Figure 42b gave 

mobilities and carrier concentrations of 𝑛𝑠ℎ𝑒𝑒𝑡 = 4.71 × 1015 𝑚−2 and 𝜇 = 187,000
𝑐𝑚2

𝑉𝑠
 

respectively at 3K. These are consistent with high quality InSb 2DEGs present within 

the literature [194] [195]. With characterised 2DEGs available, we can now consider 

the deposition and characterisation of our other material component, the 

superconductor.  

 

4.3: Superconducting Thin Film Deposition and 

Characterisation 

A wide variety of superconductors have been trialled in the literature with 𝐼𝑛𝑆𝑏 

structures. Common choices include 𝐴𝑙, 𝑁𝑏 and 𝑁𝑏𝑇𝑖𝑁 [196] [35] [197] [33]. Other 

less common choices include 𝑃𝑏 and 𝑆𝑛 [198] [199]. For our purposes, 𝑁𝑏 and 𝐴𝑙 

were the main options owing to ease of availability. 𝐴𝑙 is a constituent component with 

our 2DEGs. As such, there was the possibility of having a fresh 2DEG grown with an 
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epitaxially deposited layer of Al on the surface grown in situ [196]. This would have 

ensured a clean interface between the 𝐴𝑙 and the 𝐼𝑛𝑆𝑏. However, 𝐴𝑙 has 𝑇𝑐 ≈ 1.2𝐾, 

which is outside the available range of the Optistat Cyrostat, adding significant 

experimental complications [200]. Additionally, there were some concerns about the 

potential degradation of such 𝐴𝑙 thin films. Previous works had shown that 𝐴𝑙 thin films 

directly onto 𝐼𝑛𝑆𝑏 heterostructures often exhibit degradation [201] [202]. In the 

extreme case, even samples stored under vacuum can fully hybridise the 𝐴𝑙 thin film 

within a few months although some success had been found in minimising this via the 

addition of a buffer layer on the order of a few monolayers [202]. As the facilities and 

time needed to redesign and optimise our 2DEGs to incorporate such a monolayer 

were not available, we decided on using 𝑁𝑏 as our superconductor of choice.   

 

Additionally, the choice was made to have the superconducting film deposited on top 

of the 2DEG structure. Many of the other works in the field, such as the 𝐼𝑛𝑆𝑏 nanowires 

discussed in Chapter 1 (Figure 4), and the 𝐼𝑛𝑆𝑏 2DEGs discussed in Chapter 2 (Figure 

21) utilised side deposition of superconductor [18] [35]. However, as discussed there, 

top deposition will be a necessity to utilise the side gates required to realise a 

controllable 1D conductance state in an InSb 2DEG.  

 

Nb was deposited at Bristol university as described in Chapter 3. An initial film 

thickness of 100𝑛𝑚 was chosen after examination of the literature. The film thickness 

was measured in situ and verified via surface profilometry. For this, a spot of PMMA 

photoresist was placed on the surface of 𝐼𝑛𝑆𝑏 2DEG heterostructure prior to 

deposition. This was removed post deposition, and the resulting step height between 

the 𝑁𝑏 and the 𝐼𝑛𝑆𝑏 surface measured. Additionally, to consider any initial substrate 

effects on the films, a control sample was deposited in the same process. This 

consisted of an 𝑁𝑏 film grown on a glass substrate. The samples were mounted in the 

Optistat cryostat and cooled to base of 3.0K.4-terminal IVs were taken as a function 

of temperature using a Keithley 2100A power supply, and a Keithley 6221B 

multimeter.  
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Figure 43: Measured voltage vs supplied current as a function of temperature.  for 100nm Nb 

film on a) InSb substrate b) Glass Substrate. In both cases, curves are offset from 𝑇 = 3.0𝐾 for 

visual clarity.  
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Figure 43 presents the IVs for films on each substrate. In each case a clear sharp 

transition from nominally zero resistance to a regular resistive state can be seen. This 

transition is suppressed entirely above 7K for Glass, and 8.0K from glass. This 

suggests a slight enhancement for the 𝐼𝑛𝑆𝑏 2𝐷𝐸𝐺, possibly due to the higher 

conductance of the substrate. In either case, this is less than the stated value for pure 

bulk 𝑁𝑏 (𝑇𝑐 = 9.26𝐾). 𝐼𝑐 values are extracted for each temperature and plotted as a 

function of temperature. 

 

Figure 44: Extracted 𝐼𝑐 vs T for 100nm Nb film on Glass and InSb substrates.  

These data are fitted to eq. 2.34 (Figure 44). In both cases, the data near 𝑇𝑐 are well 

modelled by this equation. Fit parameters are displayed in Table 2. 

 

Table 2: Fit parameters for 100nm Nb deposited on 𝐼𝑛𝑆𝑏 and 𝑔𝑙𝑎𝑠𝑠 substrates.   

Substrate 𝑰𝒄(𝟎)/𝒎𝑨 𝑻𝒄/𝑲 𝒏 

𝐺𝑙𝑎𝑠𝑠 3.10 ± 0.03 7.50 ± 0.23 0.49 ± 0.07 

𝐼𝑛𝑆𝑏 3.70 ± 0.10 8.00 ± 0.31 0.46 ± 0.05 

 

The film deposited upon 𝐼𝑛𝑆𝑏 2𝐷𝐸𝐺 is found to have a higher 𝑇𝑐 than that on the glass. 

Additionally, 𝐼𝑐 is also greater for 𝐼𝑛𝑆𝑏 vs glass. This suggests a slight enhancement 

of the superconductor quality on the 𝐼𝑛𝑆𝑏 2𝐷𝐸𝐺, possibly due to the significantly higher 

conductance of it as a substrate. In consideration of the power in the fit, which should 
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be nominally ~0.5 for well-behaved Nb, a slight deviation is seen for the glass. 

However, both broadly agree, and thus the 𝑁𝑏 appears to be a well-behaved s-wave 

SC.  

 

4.4: Fabrication of gapped Nb/InSb QW structures: 

Having characterised the bulk Nb film, we can now move to fabrication of the desired 

structure.   

 

 

Figure 45: 𝑁𝑏/𝐼𝑛𝑆𝑏 TLM schematic 600 × 300𝜇𝑚 contact pads defined and etched from a 

100𝑛𝑚 𝑁𝑏 (blue) film deposited on an 𝐼𝑛𝑆𝑏 2DEG (green) with increasing spaced gap between 

them.  

 

Figure 45 is schematic of the planned device. It is comprised of a series of 300𝑥600𝜇𝑚 

𝑁𝑏 contact pads, separated by gaps of increasing width. Pad sizes were chosen to 

allow bonding of two electrical contacts per pad for the purposes of four terminal 

measurements. Gap widths spanned the range of 0.5 − 8𝜇𝑚. Our chosen gaps were 

significantly smaller than those of [192], which covered the range 2 − 200𝜇𝑚. Shorter 

lengths were chosen for ours, such as to be around the ballistic length of our 2DEG to 

consider the limiting case 𝑑 ≤ 2𝜆𝑝𝑟𝑜𝑥 in greater detail. 
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Figure 46: Examples of lithographically defined structure examined under microscope. a) 

Overview of three patterned structures. b) Examination of the nominally 2𝜇𝑚 gap. Visual 

inspection indicates actual gap size of  2.182𝜇𝑚.   

Devices were defined via optical lithography. TI prime followed by AZ nLOF 2020 resist 

was spun onto solvent cleaned sample surfaces at 5000 rpm. A Durham Magneto 

Optics MicroWriter was used for exposure of the resist to pattern our design with 

maskless lithography. Finally, following a post exposure bake, it was developed in AZ-

726 developer. Examples of the lithographic pattern are presented in Figure 46. Visual 

inspection via microscope shows the sharp edges with clear definition of the gaps 

(Figure 46b).  

 

In order to fabricate the gaps, an etch process for etching 𝑁𝑏 had to be established. 

Existing processes known to us for etching 𝑁𝑏 had the potential to be unsuitable for 

𝐼𝑛𝑆𝑏 as a substrate, as they had been designed for etching 𝑁𝑏 on 𝑆𝑖 substrates. As 

such, one of the first priorities was establishing a 𝑁𝑏 etch recipe that would be 

functional for all intended devices going forwards.  

 

4.4.1: Cl Etching: 

In the first instance, a 𝐶𝑙 based dry etch chemistry was trialled. Dry etch chemistry was 

chosen due to the desire for sharp walls in the trenches. The omni-directional nature 

of wet chemistry methods could lead to undercutting, and non-sharp features in our 

films. The etch was undertaken using an ICP RIE system. A nominal etch rate 50𝑛𝑚 

per minute was monitored in situ via end pointing – monitoring the change in reflectivity 

of a piece of the bulk 𝑁𝑏 via a laser spot. The 𝐼𝑛𝑆𝑏 substrate was less reflective than 

a) b) 
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the 𝑁𝑏 layer, and as such a sharp decrease in reflectivity would correspond to a total 

etch of the 𝑁𝑏 film.   

 

 

Figure 47: SEM images of Cl chemistry ICP etched Nb films. a) Angled SEM image of film 

sidewall. A large piece of debris is visible within the etched trench.  b) SEM image of a different 

side wall of the same device.   

 

Figure 47 shows SEM images of the resulting etch structure. This combined with visual 

inspection indicated that the 𝑁𝑏 has been successfully etched.  However, the Cl 

chemistry also etched the underlying 𝐼𝑛𝑆𝑏 layers. This can be seen most clearly in 

Figure 47a. The topmost darker layer indicated the 𝑁𝑏 film, and the underlying brighter 

layers are that of the 𝐼𝑛𝑆𝑏 layers. The etch can be seen to have eaten well into the 

𝐼𝑛𝑆𝑏. A total etch depth was estimated to be ~500𝑛𝑚, which is well past the active 

QW layer. This was well beyond the active QW layer, and as such the device non-

viable.  

 

From this, the etch rate was re-evaluated, and another set of devices was fabricated. 

However, SEM images showed the 𝑁𝑏 had been negligibly etched within the gaps, 

despite fully etching around them. This issue arose from varying width of the gaps. 

The etch rate of RIE has a known dependence upon the surface area of the feature 

being etched [203] [204]. This phenomena is known as RIE lag. [205] [206] It is most 

pronounced for sub-micron feature sizes, and for low aspect ratio features – those with 

low depths and long width, much like our device. Any estimation of the etch rate from 

the bulk 𝑁𝑏 surrounding the device would not correspond to the etch rate of the gaps. 

Additionally, this would mean the different sized gaps would etch at different rates. 

This would result in it being extremely difficult, if not impossible, to fabricate the wide 

a) b) 

InSb 

Nb 

InSb 

Nb 
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array of gaps sizes desired here with a Cl etch. To suitably etch the 100𝑛𝑚 within the 

smallest gaps would result in an over-etching of the large gaps. The combination of 

these two factors ultimately led the abandonment of the Cl dry etch, in favour of an 

alternate etch chemistry.  

 

4.4.2: 𝑪𝟒𝑭𝟖 Etching: 

The alternative chemistry chosen was a F based one, which had been shown to work 

for 𝑁𝑏 films in the literature [207] [208]. Ideally, the chosen gas, 𝐶4𝐹8 wouldn’t etch the 

𝐼𝑛𝑆𝑏 structures, allowing for sufficiently long etch time to remove the 𝑁𝑏 from all the 

gaps without compromising the conductivity of the underlying 2DEG. For this, a 

fabrication trial was proposed. This trial needed to demonstrate two things: that the 

chosen chemistry would etch the 𝑁𝑏 and would not etch the 𝐼𝑛𝑆𝑏. Two samples were 

prepared for this. One consisted of a 100nm 𝑁𝑏 film deposited on a Si film at UC Santa 

Barbara. This film had been deposited as a control sample, equivalent to the 

previously discussed glass sample.  

 

  

 

Figure 48: TLM device patterned via negative resist optical lithography on an 100𝑛𝑚 𝑁𝑏/𝑆𝑖 

sample  a) Post exposure, but pre 𝐶4𝐹8 etch b) post 𝐶4𝐹8 etch, prior to resist removal. .  

Optical microscope images were taken pre and post etch and presented in Figure 48. 

This visual inspection showed increased contrast between the TLM structure and the 

substrate, indicative of a change in height between the pattern and the substrate. The 

defined gaps in Figure 48a are smeared out post etch. This is attributable to resist 

reflow caused by high RIE power during the etch. Subsequent etches with a lowered 

a) b) 
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power rectified this issue. The resist was then removed via NMP solvent, and the 

sample inspected. 

 

Figure 49: SEM images of TLM device patterned Nb on Si etched via 𝐶4𝐹8 

The SEM images confirm the initial visual inspection. Clear contrast between the 

substrate and Nb is visible in both images. Surface profilometry further supports this, 

giving a measured height difference of 111.6nm. As such, it was reasonable to 

conclude the Fl chemistry had and would etch the Nb.  

 

Figure 50: TLM device patterned via negative resist optical lithography on a piece of 𝐼𝑛𝑆𝑏 

wafer a) Post exposure, but pre 𝐶4𝐹8 etch b) post 𝐶4𝐹8 etch, prior to resist removal. 

The second sample used in the trial was a piece of bare 𝐼𝑛𝑆𝑏 wafer. The same TLM 

design was patterned onto it as the 𝑁𝑏/𝑆𝑖 sample (Figure 50a). This sample was 

loaded at the same time as the 𝑁𝑏/𝑆𝑖 sample and was thus subject to the same etch 

conditions. As before, this results in resist reflow because of the etch power (Figure 

50b). The resist was then removed, and the sample subsequently examined under 

SEM  
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Figure 51: SEM Images of post Fl etched InSb surface. a) ‘planar view’ of InSb surface. b) 

tilted view.  

The SEM images post resist removal (Figure 51) show no indication of etching. The 

planar view (Figure 51a) shows no  indication of the lithographic structure defined, in 

contrast to Figure 51b supports this, taking instead a tilted view of the sample surface. 

Although there is some surface roughness, visible as the darker regions towards the 

edge of the sample, there is no trace of a raised structure comparable to the 

𝑁𝑏/𝑆𝑖 (Figure 49). Surface profilometry also supported no etching of the 𝐼𝑛𝑆𝑏. As such 

it was concluded the 𝐶4𝐹8 does not etch the 𝐼𝑛𝑆𝑏, as was thus a viable etch chemistry 

for our devices.  

 

4.4.3: Final device fabrication:  

With the etch process established, fabrication of samples for measurements was 

undertaken. 3 TLMs were patterned on a 1𝑐𝑚2 square piece of the 100nm Nb/InSb 

QW material previously characterized. The TLMs were patterned using the Durham 

Magneto-Optics Direct Writer on negative resist TI prime/AZ2020 as discussed 

previously. Samples were then etched via the 𝐶4𝐹8 RIE process established within 

5.5.2. Etch process was monitored in situ via end-pointing – a sharp transition in 

reflectivity was seen after 150𝑠. Total etch time of 7 minutes was undertaken to 

adequately allow the smallest gaps to etch.  

a) b) 
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Figure 52: SEM images of fabricated TLMs of the 100𝑛𝑚 𝑁𝑏/𝐼𝑛𝑆𝑏 samples a) Full view of 

sample. b) Zoomed view of sample to show gaps.  

Initial inspection of sample via SEM shows three sets of fabricated TLMs (Figure 52a). 

Gaps between contact pads are clearly visible (Figure 52b). Surface profilometry from 

the substrate to the pads gave an etch height of ~100𝑛𝑚, meaning full etch of the 𝑁𝑏 

and minimal etch of the 𝐼𝑛𝑆𝑏. To further ensure the 𝑁𝑏 within the gaps is fully etched, 

we also used the SEM for a visual inspection. 

 

Figure 53: SEM images of gaps etched in the 100𝑛𝑚 𝑁𝑏/𝐼𝑛𝑆𝑏 sample via 𝐶4𝐹8  a) Examination 

of 2𝜇𝑚 gap b) As a) but at high magnification.  

Figure 53 shows inspection of the gaps via SEM. Clear contrast can be seen between 

the trench walls and the trench. The trench additionally appears to be continuous with 

the surrounding substrate, with no step or lip distinguishing it. The combination of 

these observations with the surface profilometry and endpoint reflectivity was sufficient 

evidence for the gaps being fully etched out, and thus the sample was usable for 

measurements. Final Gap sizes were found via SEM inspection as follows: 

1.5, 1.75, 2.0, 4.0, 6.0, 8.0𝜇𝑚. 
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4.5: Electrical measurement of gapped structures – Initial 

Characterisation: 

 

An individual TLM structure was scribed out from the fabricated trio and mounted in a 

20-pin chip package carrier. Samples were bonded via 2 Al wires to each pad, to allow 

four-contact measurements between any gap. The sample was then mounted within 

the Optistat Cryostat – However upon loading it was found several bonds failed, 

precluding 4 terminal measurements. Two terminal measurements were possible 

across each gap, and as such low temperature measurements were undertaken. 

 

 

Figure 54: a) IV measurement across 1.5um Junction performed using Agilent for increasing 

temperatures. b) as a) but measured using a Keithley 2100 and 6221 in conjunction. Both a) 

and b) curves are offset from T=3.0K line via a linear scaling factor for visual clarity. 

Initial measurements consisting of 2 terminal IVs, Figure 54a with an with an Agilent 

E52070B and Figure 54b measured with a combination of Keithley 2100 multimeter, 

and 6221 current source. Neither showed a zero-resistance region as per the bulk 𝑁𝑏 

film (Figure 43). However, in both cases, a distinct non-linear region was observable 

centred around 𝐼 = 0𝜇𝐴. This non-linear region and was higher resistance than ‘linear’ 

regions and was suppressed as a function of temperature..  

 

Given the small current values covered by the feature, and the overall small shift of 

the feature, the differential resistance of the sample was also measured, using an 
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SR830 lock-in amplifier. A 0.01𝜇𝐴 13.7𝐻𝑧 excitation signal was supplied via the lock-

in. DC offset currents were then also supplied by the lock-in in the range ±10𝜇𝐴.  

 

 

Figure 55: a) Differential resistance measurements of 1.75𝜇𝑚 gapped Nb/InSb 

heterostructure. b) Measured Conductance normalised with respect to 𝑇 = 10.0𝐾 data. 
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Figure 55a shows the differential resistance measurement taken via the lock-in as a 

function of temperature. A sharp peak in resistance, accompanied by a pair of onset 

troughs is observable. Both sets of features are suppressed via increasing 

temperature, being fully supressed by 𝑇 ≈ 7.0𝐾. Conversion of resistance to 

conductance, and then normalizing with respect to 𝑇 = 10𝐾 data (Figure 55b) shows, 

unsurprisingly, a slight suppression in conductance centred around 𝐼 = 0𝜇𝐴. This 

feature shape is generally consistent with the the BTK model previously discussed in 

Section 2.10 for high interfacial barriers – the conductance peaks should correspond 

approximately with the limits of the superconducting gap. This serves as initial 

indicative evidence for potential induction of superconductivity across the gap.  

 

4.5.1: R vs T:  

 

Figure 56: Differential resistance vs Temperature measured via a lockin amplifier supplying a 

0.01𝜇𝐴 13.7𝐻𝑧 ac current at a fixed DC bias. a) Measurement at 𝐼𝑏𝑖𝑎𝑠 = 0.0𝜇𝐴 b) Measurement 

at 𝐼𝑏𝑖𝑎𝑠 = 5𝜇𝐴 offset.  

The temperature dependence of these features was examined in greater depth via 

R(T) measurements at select DC bias. Fixed bias currents 𝐼𝑏𝑖𝑎𝑠 were applied to 

examine either the central peak (Figure 56a), or one of the onset trough (Figure 56b). 

At these biases, T was gradually raised in 0.1𝐾 intervals every 1s. As the temperature 

could not be stably controlled to these small temperature steps, measurements of 

𝑅 and 𝑇 were recorded in 0.1s intervals, in effect recording 𝑅 as the sample gradually 

heated. Temperature was recorded using the mercury ITC, whilst Resistance was 

recorded via the lock-in. From these, 𝑅(𝑇) supported the electrical measurements 

(Figure 55) indicating a 𝑇𝑐of around 𝑇 ≈ 7.0𝐾 for both features.  

a) b) 
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4.5.2: Niobium contact characterisation:  

As the signal measured in this experiment required injection into the InSb via the Nb 

contact pad, eliminating the possibility that measured signal was simply a 

manifestation of the pad superconductivity was required. For this, a two terminal 

differential resistance measurement of one of the contacts was performed.  

 

Figure 57: a) 2 terminal differential resistance of a 𝑁𝑏 pad as a function of 𝐼𝑏𝑖𝑎𝑠 with a lockin 

amplifier supplying an 0.01𝑚𝐴 13.7𝐻𝑧 ac current b) Extracted 𝐼𝑐 as a function of temperature.   

The measured differential resistance of the Nb pad is presented in Figure 57a. A clear 

𝑆𝐶 → 𝑁 transition is visible. This gave 𝑇𝑐 between 𝑇 = 7.5𝐾 and 𝑇 = 8.0𝐾. which 

agrees with the bulk film measurement in Figure 43. The finite resistance in the SC 

state is expected to arise from the combination of contact and wire resistances still 

present within the two-terminal measurement. 𝐼𝑐 was extracted from these data and fit 

to eq. 2.34 as per Figure 43. The pad still exhibited well-behaved S-wave SC 

(exponent of 0.47 vs ‘pure’ exponent of 0.5). A slight suppression of 𝑇𝑐 was observed 

(𝑇𝑐𝑝𝑎𝑑
= 7.589𝐾 vs 𝑇𝑐𝑏𝑢𝑙𝑘

= 8.00), but it was deemed reasonable the fabrication 

process undertaken had not substantially damaged or reduced the quality of the 𝑁𝑏. 

The transitions seen in the pads occur at significantly larger applied DC currents to 

that of the feature measured across the gap (𝑚𝐴 𝑣𝑠 𝜇𝐴).    

The combination of all these measured factors leads to the following hypothesis: The 

measured feature across the 1.5𝜇𝑚 gap is evidence of proximity induced 

superconductivity extending some length into the 𝐼𝑛𝑆𝑏 layers. As no surface 

preparation was undertaken before SC deposition, it is likely there is a high degree of 

a) 
b) 

𝑅
/Ω

  

𝐼/
𝜇

𝐴
   



93 
 

interfacial roughness and surface defects between the 𝑁𝑏 and 𝐼𝑛𝑆𝑏. This would 

suggest, in the language of the BTK model, that there will be a large barrier between 

the SC and the N regions. As discussed in Section 2.10, large barriers can suppress 

the conduction within the SC state to be below that of the normal state. Thus, poor 

interfacial quality can create the reduction in conductivity observed in our device. With 

that in mind, two things follow: Qualitative analysis of this induced state to allow 

characterization, and then evaluation of the temperature dependence.  

 

5.4.3: Modelling of induced SC state and full temperature 

sweeps.  

 

In the first instance, an attempt to model the SC state was performed with the basic 

BTK model, outlined in eq. 2.39. This sought to obtain an approximate value for Δ and 

for 𝑍, the dimensionless barrier height. However, fitting with this basic model failed to 

find satisfactory values. As such, a numerical test was performed, taking a fixed value 
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of Δ = 0.05mA and taking a wide range of 𝑍’s to achieve an estimate for an appropriate 

guess value. 

 

 

Figure 58: Numerical BTK calculations for various barrier heights Z. Blue dots indicate the 

experimental data for 1.5𝜇𝑚 gap. 

No values of 𝑍 were seen to be suitable (Figure 58). The conventional BTK model was 

thus a non-satisfactory choice for modelling our junctions. Consulting with the 

literature, suggested that a modification to the theory may be more appropriate. For 

the case of superconductors exhibiting high degrees of in-elastic scattering, arising 

from roughness at the surface, can lead to added breaking of cooper pairs incident at 

the interface. This can be modelled by an additional added to the energy within the 

BTK model [116].  

 𝐸 → 𝐸 + 𝑖Γ (4.4) 

   

Where Γ corresponds to the pair breaking processes of this added scattering [209]. 

The scattering serves to smear out the BTK Conductance curves. For systems with 

this high degree of scattering, an approximation of the conductance can be made: 

 

𝐺
/𝐺

𝑜
 

𝐼/𝑚𝐴 
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𝐺(𝐸) = 𝛼

𝐸 − 𝑖𝛤

((𝐸 − 𝑖𝛤)2 − 𝛥2)0.5 
 

(4.5) 

   

This is known as the Dynes model and is a phenomenological fit that has been used 

for many SC system, quantifying both the size of the induced SC and the additional 

scattering [210] [211] [212] [213] [214] [215]. The minimal surface preparation used in 

the fabrication of our TLMs makes a high degree of interfacial roughness between the 

InSb and Nb likely, and as such, the Dynes model is an appropriate choice of model. 

Differential Resistance measurements of all the gaps on our devices were performed 

as a function of temperature, and the Dynes model applied to model them.   

 

Figure 59: Normalised conductance as a function of applied voltage of a 1.5𝜇𝑚 gap 
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Figure 60: Normalised conductance as a function applied voltage of a 1.75𝜇𝑚 gap. 

 

Figure 61: Normalised conductance as a function applied voltage of a 2.0𝜇𝑚 gap. 
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Figure 62: Normalised conductance as a function applied voltage of a 4.0𝜇𝑚 gap. 

 

Figure 63: Normalised conductance as a function applied voltage of a 6.0μm gap. 
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Figure 64: Normalised conductance as afunction applied voltage of an 8.0μm gap 

For all gaps measured (Figure 59-Figure 64) the Dynes model provided a satisfactory 

fit. We can broadly separate the gaps measured into two groups from this. The first, 

(Figure 59, Figure 60, Figure 61 and Figure 64) consist of ‘large’ central conductance 

dip, and associated onset peaks. The other two, the 4𝜇𝑚 and 8𝜇𝑚 gaps, (Figure 62 

and Figure 64) possess wide but shallower dips, and no onset peaks. However, 

despite the lack of onset features, they are still adequately fit by the Dynes model. 

Evidence of superconductivity in all these gaps is notable – 8𝜇𝑚 is extremely large 

length scale for proximity superconductivity. Typical length scales for proximity 

superconductivity in metals are on the order of ≈ 10 − 100 of nm [216] [217] [218]. To 

exist on a 𝜇𝑚 length scale, the SC must have extended into the QW layer, where we 

expect 𝜇𝑚 scale ballistic lengths [195][58]. The proximity effect arises from the leakage 

of Cooper Pairs from the superconductor to the normal material – the length scale at 

which it extends will relate to the length scale at which a cooper pair can remain 

coherent within the N material [219] [220]. High mobility, and long ballistic length N 

materials, such as our QWs, should thus have long coherence lengths. 

 

𝐺
/𝐺

𝑜
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Figure 65: a) Layer details of 𝑁𝑏/𝐼𝑛𝐺𝑎𝐴𝑠/𝐼𝑛𝑃 heterostructure. The QW in this structure is 

formed in the 𝐼𝑛𝑃 layer  b) Measured differential conductance as a function of temperature 

[221].  

A recent paper showed similar results in an 𝐼𝑛𝐺𝑎𝐴𝑠/𝐼𝑛𝑃 2DEG [221]. The layer 

structure of their device is indicated in Figure 65a. Differential conductance 

measurements of there device showed a similar conductance dip, also modelled by a 

modified BTK equation. Specifically, rather than treat the interfacial barrier as a single 

𝛿 function as per the Dyne’s function, the barrier is treated as a series a successive 

step functions [222]. The paper deemed successful induction in the well with a thicker 

𝑁𝑏 film, through a thicker 𝐼𝑛𝐺𝑎𝐴𝑠 layer than the equivalent 𝐴𝑙𝐼𝑛𝑆𝑏 layer in ours. As 

such, this supports the hypothesis that our devices indicate successful proximity 

induction of superconductivity within an 𝐼𝑛𝑆𝑏 QW via top-down fabrication methods. 

This is a significant technological success for moving towards side gated devices. This 

opens a range of potential future options to improve the SC state, including thinning 

of the 𝐴𝑙𝐼𝑛𝑆𝑏 top cap.  

a) 
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Figure 66: Layer details of resonant  𝑁𝑏/𝐼𝑛𝐺𝑎𝐴𝑠/𝐼𝑛𝑃 heterostructure. The QW in this structure 

is formed in the 𝐼𝑛𝑃 layer  b) Measured differential conductance as a function of temperature 

[221]. 

The same PRL shows an example of this enhancement, presenting a modified 

𝐼𝑛𝐺𝑎𝐴𝑠/𝐼𝑛𝑃 heterostructure, designed with a significantly thinned 𝐼𝑛𝐺𝑎𝐴𝑠 top cap 

layer (Figure 66a). The thinner top cap was designed such that the first energy level 

within the QW would align with the superconducting gap. This would allow for resonant 

tunnelling of carriers from the SC into the N material, increasing the probability of 

carriers entering the QW. This would result in the sample feeling an effectively smaller 

interfacial barrier, as seen in Figure 66b. The lower barrier manifests itself in a radically 

different feature shape relative to Figure 65b, including a shift from a conductance dip 

to an increased conductance plateau. As observable in Figure 58, such a feature is 

associated with lower barrier heights. An equivalent thinning of the top cap in our 𝐼𝑛𝑆𝑏 

devices would be a promising future direction for these devices.  

 

b) 
a) 
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Figure 67: Extracted Dynes fit values 𝛥 (Blue crosses) and 𝛤 (Red crosses) as a function of 

temperature for each gap length. Solid lines (𝛥 𝑔𝑟𝑒𝑒𝑛 and 𝛤 teal) represent fits to each 

parameter. 

Figure 67 presents the extracted Δ and Γ for all gaps as a function of temperature. The 

induced gaps are significantly smaller than the nominal gap for 𝑁𝑏 (2.32𝑚𝑒𝑉), and the 

reduction is similar in scale to that observed in the 𝐼𝑛𝐺𝑎𝐴𝑠/𝐼𝑛𝑃 devices [221]. 

Extracted Δ were fit to eq. 2.33. 𝑇𝑐 was allowed to vary between 𝑇 = 7.0𝐾 and 𝑇 =

8.0𝐾 in line with our measured values. We note that limitations in the number of 

datapoints around 𝑇𝑐 may impact the quality of our fits, particularly given that the points 

above 𝑇𝑐 at 8K and 9K cannot be included in these fits due to lying outside the SC 

state. Also presented are the Γ, which increased as a function of temperature. Γ were 

fit to a more general power law of the form:  

a) b) 

c) d) 

e) f) 
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 Γ = Γ𝑜 + Γ1𝑇𝑝 (4.6) 

   

Where Γ𝑜 is the temperature independent contribution to the broadening term, Γ1 is the 

temperature dependant element, and 𝑝 is an integer indicating the dependence. 

Similar treatment has been used to consider prior 2D superconducting systems [213]. 

The resulting fit parameters are presented in Table 3: 

 

Table 3: Extracted parameters from fits of 𝛥 and 𝛤 presented in Figure 26.  

Gap 

Size/𝝁𝒎 

𝚫(𝟎)/𝒎𝒆𝑽 𝑻𝒄/𝑲 𝒏 𝚪𝒐/𝒎𝒆𝑽 𝚪𝟏/𝒎𝒆𝑽𝑲−𝒑 𝒑 𝚫(𝟎)

𝒌𝒃𝑻𝒄
 

𝟏. 𝟓 0.91

± 0.04 

7.43

± 0.23 

0.40

± 0.07 

0.71

± 0.36 

7.64 ± 0.54𝐸

− 09 
10 ± 3.5 1.42 

𝟏. 𝟕𝟓 1.03

± 0.06 

7.95

± 0.61 

0.41

± 0.12 

1.06

± 0.29 

8.48 ± 0.44𝐸

− 09 
10 ± 2.6 1.51 

𝟐. 𝟎  0.82

± 0.04 

7.97

± 0.62 

0.39

± 0.11 

1.09

± 0.04 

3.90 ± 0.57𝐸

− 08 

8.84

± 0.72 
1.19 

𝟒. 𝟎 1.17

± 0.07 

7.22

± 0.20 

0.26

± 0.06 

3.21

± 0.18 

4.41 ± 0.28𝐸

− 09 
10 ± 3.1 1.87 

𝟔. 𝟎 0.83

± 0.03 

7.36

± 0.15 

0.35

± 0.04 

0.92

± 0.20 

5.08 ± 0.30𝐸

− 09 
10 ± 3.0 1.31 

𝟖. 𝟎 1.17

± 0.04 

7.49

± 0.23 

0.26

± 0.03 

2.79

± 0.17 

1.31 ± 0.78𝐸

− 08 

9.57

± 0.94 
1.82 

 

In addition to the fit parameters, we can also consider the ratio 
Δ(0)

𝑘𝑏𝑇𝑐
 as a further 

assessment of superconduting quality. Ideal BCS superconductors have a ratio of 

~1.76. [223] [84]. In all cases, we see disagreement from this ideal. Additionally, 

although the fits to Γ were visually satisfying, it is likely this is a non-physical 

description of the system. The prior usage of it within the literature found 𝑝 ≈ 2.2, a 
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more reasonable dependence than ours. Many instances of the Dynes model literature 

within the literature do not model Γ, but do note an increase in Γ with temperature as 

per our data. [210] [211] [212] [213] [214] [215].  

 

Figure 68: Extracted 𝛤 as a function of temperature for all gaps.  

 

As an aside, Γ also offers a possible qualitative explanation for the different responses 

we see in the 4.0 and 8.0𝜇𝑚 gaps. Considering Γ as a function of temperature Figure 

68 shows a large difference in Γ between these two gaps, which lack the onset 

features, and the other four. Higher Γ is indicative of increased broadening, or inelastic 

scattering between these gaps, and likely a worst interface local to those gaps.  

 

Γ
/𝑚

𝑒𝑉
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Figure 69: 𝛥 as a function of gap length for different temperatures.  

We can also consider the dependence of Δ as a function of gap length – In an ideal 

case, Δ should decrease as the gap length increases beyond 𝜆𝑝𝑟𝑜𝑥, and the junction 

becomes dominated by normal state material.  Figure 69 shows Δ as a function of gap 

length for various temperature below 𝑇𝑐. There is no systematic dependence on with 

gap length visible, regardless of temperature. This precludes our ability to perform the 

TLM analysis as described in 4.1 with this set of devices.  

 

4.6: Field sweeps of Nb/InSb structures:  

Having considered the temperature variation of these Nb/InSb devices, to fully 

investigate the devices available, we also moved to consider the application of an 

external magnetic field. As discussed in Chapters 1 and 2, magnetic field is a critical 

component in the realisation of MZM devices. As such, to be able to use 𝐼𝑛𝑆𝑏 2DEGs, 

we must characterise the field behaviour in our 𝑁𝑏/𝐼𝑛𝑆𝑏 devices. The initial field 

measurement applied a 0.55T external B field perpendicularly to the sample cross 

section at 𝑇 = 3.0𝐾. The field was then decreased in 0.05T steps. At each field step, 

a full differential resistance curve is measured as per the electrical measurements in 

Section 4.5.  

 

Δ
/𝑚

𝑒𝑉
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Figure 70: 3𝐾 Differential Resistance measurements of 1.5𝜇𝑚 gapped junction for applied 

magnetic field. Raw data is presented within this curve – no offsets are applied .    

A broad central peak was present in the resistance for all field values, suggesting no 

suppression of the SC state (Figure 70). The overall resistance also increased as a 

function of field, which is likely attributable to magneto resistance.  

 

 

Figure 71: Measured resistance vs applied magnetic field for an InSb 2DEG Hall bar, 

fabricated from the same wafer as was used for the fabricated of the Nb TLM structure. Red 

line indicates a simple polynomial fit.  

𝑅
𝑥

𝑥
/Ω
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Magnetoresistance was seen in the 𝐼𝑛𝑆𝑏 2𝐷𝐸𝐺 Hall measurements used for 

characterisation of the 2DEG (Figure 42). The 𝑇 = 3𝐾 magnetic field versus 𝑅𝑥𝑥 data 

is presented in Figure 71. A nearly four times increase in the measured resistance is 

seen in the Hall bar data at 𝐵 = 0.5𝑇 vs an approximate doubling in the TLM data 

(Figure 70).  

 

 

Figure 72: Comparison of measured differential resistance measured before and after 

application of an external B-field for the 1.5𝜇𝑚 gap. Both measurements occurred at 𝑇 = 3.0𝐾. 

Sample temperature was nor raised above 10𝐾 between these two measurements.  

Additionally, comparing 𝐵 = 0.0𝑇 curve to the initial measurements of the junction, the 

onset peak features visible in the initial measurement are now absent (Figure 72). The 

measured resistance is heavily supressed compared to the initial measurement 

(𝑅(0) = 400 Ω 𝑣𝑠 65 Ω). The application of the 𝐵 field has caused some change within 

the sample, that has altered the physical properties measurable across the gap. To 

verify, all the gaps were remeasured with no applied external B field.   

 

𝑅
/Ω

 

−  𝑇 = 3.0𝐾 𝑃𝑟𝑒 𝑓𝑖𝑒𝑙𝑑 1.5𝜇𝑚 

− 𝑇 = 3.0𝐾 𝑃𝑜𝑠𝑡 𝑓𝑖𝑒𝑙𝑑 1.5𝜇𝑚 
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Figure 73: Comparison of measured differential resistance measured before (blue) and after 

(green) application of an external B-field. All measurements occurred at 3.0K as per electrical 

measurements. a-f): 1.5, 1.75, 2.0, 4.0, 6.0, 8.0𝜇𝑚 respectively.  

In all cases, (Figure 73) the measured features were altered relative to the initial 

measurements. The initial onset features are supressed, although large central 

features remain. Additionally, in all cases the measured resistance is supressed 

relative to the initial measurements.  
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𝑎) 𝑏) 

𝑐) 𝑑) 

𝑒) 𝑓) 

−   𝑃𝑟𝑒 𝑓𝑖𝑒𝑙𝑑 1.75𝜇𝑚 
−  𝑃𝑜𝑠𝑡 𝑓𝑖𝑒𝑙𝑑 1.75𝜇𝑚 

−  𝑃𝑟𝑒 𝑓𝑖𝑒𝑙𝑑 2.0𝜇𝑚 
− 𝑃𝑜𝑠𝑡 𝑓𝑖𝑒𝑙𝑑 2.0𝜇𝑚 

−  𝑃𝑟𝑒 𝑓𝑖𝑒𝑙𝑑 6.0𝜇𝑚 
− 𝑃𝑜𝑠𝑡 𝑓𝑖𝑒𝑙𝑑 6.0𝜇𝑚 

−  𝑃𝑟𝑒 𝑓𝑖𝑒𝑙𝑑 1.5𝜇𝑚 
−  𝑃𝑜𝑠𝑡 𝑓𝑖𝑒𝑙𝑑 1.5𝜇𝑚 

−  𝑃𝑟𝑒 𝑓𝑖𝑒𝑙𝑑 4.0𝜇𝑚 
− 𝑃𝑜𝑠𝑡 𝑓𝑖𝑒𝑙𝑑 4.0𝜇𝑚 

−  𝑃𝑟𝑒 𝑓𝑖𝑒𝑙𝑑 8.0𝜇𝑚 
− 𝑃𝑜𝑠𝑡 𝑓𝑖𝑒𝑙𝑑 8.0𝜇𝑚 
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Figure 74: a) Four super imposed repeated differential resistance measurements of 1.5𝜇𝑚 

gap. b) Differential resistance measurement with the sample aligned in and out of magnetic 

poles in the absence of applied field.  

To further investigate that this was a real observed phenomenon, the multiple 

differential resistance measurements of the 1.5𝜇𝑚 junction were taken successively 

(Figure 74a). These measurements were repeatable, and indistinguishable, Finally, 

we considered the possibility of lingering magnetism within the poles. The magnet had 

undergone a degaussing procedure post measurement, cycling the field with 

decreasing amplitudes of current between positive and negative currents, however 

there was the possibility that this hadn’t fully demagnetised the poles. As such the 

sample could still be within a magnetic field in the absence of a current flow through 

the poles. The differential resistance was remeasured with the sample out of the poles 

via rotation of the cold finger by 45𝑂. Although a difference is observable, it is still 

broadly in-line with the post field measurement.  We thus believe the application of a 

field has resulted in some physical alteration to the sample, most likely the interface, 

altering the proximity induced state.   

 

The most likely possibility for this was deemed to be flux trapping within the 

superconductor. However, heating the sample to 15𝐾, well out of the SC state, and 

remeasuring, the system was still altered.  This discounted flux trapping. It was then 

speculated that the change could result from within the semiconducting layers.  

 

𝑎) 𝑏) 
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Material studies into surface oxides and the deposition of dielectric films onto 𝐼𝑛𝑆𝑏 and 

𝐴𝑙𝐼𝑛𝑆𝑏 material layers have shown the possibility of interfacial charge trapping 

between the semiconductor and the dielectric [224] [225] [226] [227]. The intentional 

introduction of surface defects in a similar III-V heterostructure, 𝐼𝑛𝐴𝑠/𝐺𝑎𝑆𝑏, has shown 

the spatial make-up of such states can influence the resulting conduction 

characteristics [228]. As such, the barrier resulting in the initial features (Figure 59-

Figure 64) likely resulted from this interfacial charge trapping, which is likely to differ 

between the different gaps. The application of a Magnetic field could have then 

supplied sufficient energy to the system to alter the distribution of those charges, 

changing the interface characteristics. Similar behaviour can be seen with hysteresis 

effects in response to gate voltage in gated 2DEG structures [229] [230]. As 

temperature supresses carrier concentration within the 𝐼𝑛𝑆𝑏 (Figure 42b), interfacial 

states either occupied or depleted by the application of the field may not be reoccupied 

at such low temperature as a result. As the exact temperature scale was unknown, to 

restore the charge environment, the sample was heated to room temperature, and 

then re-cooled and remeasured.  

 

Figure 75: Post temperature cycling differential resistance measurements for the a) 2𝜇𝑚 and 

b) 4𝜇𝑚 gaps. Included are 𝑇 = 3.0𝐾 measurements prior to B-field exposure, the initial 

measurement after field exposure, and the measurement after cycling to room temperature.  

Figure 75a shows that the temperature cycling through room temperature did not 

restore the initially observed traces in 2𝜇𝑚 gap, nor the trace observed post field 

cycling. The onset features were not restored by this field cycling. This also true of all 

a) b) 
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the other gaps, except the 4𝜇𝑚 gap. In the case of the 4𝜇𝑚 junction (Figure 75b), 

whilst not restoring the initial trace, the cooling had established a signal trace with 

onset features. This occurred despite the initial 4𝜇𝑚 trace not exhibiting such features 

in the first place. The emergence of this with temperature cycling in our view supports 

the argument for charge trapping. The distribution of these trapped charges would 

depend on the charge make-up within the sample at cooling, and as such would vary 

between different cooling processes.  
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Figure 76: Field Measurement of 4𝜇𝑚 junction. a) 2 terminal differential resistance as a 

function of 𝐼𝑏𝑖𝑎𝑠 with a lockin amplifier supplying an 0.01𝑚𝐴 13.7𝐻𝑧 ac current for increasing 

magnetic fields b) Extracted Dynes fit values 𝛥 and 𝛤.  

Field dependence measurements of this re-established feature were taken by 

gradually increasing the field in steps of 0.02T, and then performing a full differential 

resistance sweep, up to a maximum field of 0.5T. Once swept, the sample was heated 

to 10K, and another field sweep performed. This allowed normalisation of the 

conductance at each field step to account for the magnetoresistance and isolate the 

𝑎) 

𝑏) 
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evolution of the superconducting features. A selection of these curves are presented 

in Figure 76a. The features are seen to broaden out with the application of field - with 

onset features and central peak becoming broader and shorter. Even at the highest 

applied field, the feature is still present. The normalised conductance is fitted to the 

Dynes function eq. 4.5, and Δ and Γ are extracted (Figure 76b). Both are shown to 

increase with field, which is consistent with the broadening observed in the raw data. 

This is more significant for Γ than Δ, indicating that the scattering is enhanced by the 

application of a B field. As Δ also increases, this scattering is not likely to be directly 

supressing Cooper Pair formation. In either case, this supports the prior observation 

that the application of a B field can significantly alter the electrical environment of the 

sample. Further measurements and characterisation are required to fully understand 

the nature of the 𝐼𝑛𝑆𝑏/𝑁𝑏 interface, and in particular the influence of an applied B 

field. This would include detailed temperature cycling to discover the ‘reset’ 

temperature required to cause the formation of these peaks post field exposure. 

Additionally, detailed gradual field cycling - applying a single field value, measuring, 

setting the field to zero, performing a differential conductance measurement at zero 

applied field, before increasing the field. Both of these measurements would allow 

characterisation of the energy scales involved in this alteration, as well as the required 

physical conditions to trigger it. Additionally, fabrication of alternative devices with a 

thinned top cap, similar to those in Figure 66, and performing comparative 

measurements could allow for optimisation of the interfacial quality to minimise both 

the interfacial scattering, and interfacial barrier.   

 

4.7: Summary:  

In order to begin the proximity induced SC state within 𝐼𝑛𝑆𝑏 2DEGs, set of 6 TLM 

junctions with spacings varying from 1.5𝜇𝑚 to 8𝜇𝑚 was fabricated using a 𝐶4𝐹8 dry 

etch. Low temperature electrical measurements exhibited the appearance of a peak 

in the measured differential resistance. The overall feature shape was consistent with 

other observations in the literature for superconducting features in the presence of an 

interfacial electrical barrier with a high degree of inelastic scattering, not unexpected 

given the minimal surface preparation used prior to 𝐼𝑛𝑆𝑏 deposition. The presence of 

such features over an 8𝜇𝑚 length scale suggests successful proximity induction of 

superconductivity within the QW layer of the 2DEGs. Successful induction of proximity 
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SC in an InSb 2DEG via top-down deposition techniques, despite the poor quality of 

the SN interface, represents a major technology success.  

 

The initial application of a magnetic field resulted in a permanent alteration to the 

sample behaviour. This alteration was robust against heating the sample above 2𝑇𝑐, 

and was unlikely to be trapped flux within the SC. Heating of the sample to room 

temperature and subsequent cooling did not rectify this, however it did lead to the 

emergence of the peak with onset features in a junction that previously did not exhibit 

it. Subsequent field measurements on this sample showed enhancement of inelastic 

scattering with the application of magnetic field. The combination of these behaviours 

is suggestive that the inelastic scattering at the interface arises in part from trapped 

states between the 𝐼𝑛𝑆𝑏 and 𝑁𝑏. Further work is required to further investigate and 

characterise these states.  
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Chapter 5: 𝝁𝑺𝑹 of an Nb/InSb 

heterostructure: 
 

5.0: Overview 

Chapter 4 showed some experimental evidence for proximity induced SC within 

Nb/InSb 2DEG structures. The SC extended across large (~𝜇𝑚) junctions suggesting 

proximity induction of SC within the high mobility 2DEG layer. Of interest now is 

characterisation of this induction – the high SOC within the 2DEG should in theory 

lead to an induced state that exhibits elements of both s-wave and p-wave 

superconductivity, owing to the lifted spin degeneracy at finite k. In this section, we will 

discuss measurements directly probing the potentially proximity induced SC (PISC) 

state with Low Energy Muon Spin Relaxation spectroscopy (LE-𝜇𝑆𝑅). The aim of these 

measurements is to investigate the local field across the interface of a conventional s-

wave superconductor in proximity to a high SOC InSb 2DEG heterostructure.  

 

 

5.1: Muons, and Muon Spin Relaxation: 

𝜇𝑆𝑅, or muon spin relaxation, resonance or rotation is a measurement technique that 

utilizes the decay of implanted spin polarised muons as a local material probe [231] 

[232] [233]. Experimental detection of muons was first recorded in detection of Cosmic 

Rays in 1936. [234]. Spin spectroscopy of muons as an experimental tool began later, 

with the measurement of the muon lifetime by Garwin [235]. In nature, both positively 

and negatively charged muons exist, possessing spin 
1

2
  and a large mass compared 

to the electron, 𝑚𝜇 = 206.7𝑚𝑒, and charge magnitude |𝑒|. Negative muons are often 

more difficult to use as material probes, as their negative charge often leads to 

interaction and capture by atomic nuclei, which results in a loss of spin polarisation 

although many techniques and experiments successfully using negative muons [236] 

[237] [238] [239] [240]. However, moving forwards, we will focus on positive muons.  

 

Positive muons (𝜇+) can be generated via the decay of a pion, 𝜋+ into a muon and a 

neutrino [235].  (𝑣𝜇): 
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 𝜋+ = 𝜇+ + 𝑣𝜇  

 
The 𝜋+ is a spin-0 particle. The spin and momentum of a 𝑣𝜇 intrinsically align opposite 

to each other owing to parity violations [241]. To conserve spin, the spin of 𝜇+ 

generated by this decay must then also align opposite to its momentum. A 𝜇+ 

population generated in this fashion will thus be spin polarised.  

  

  

Figure 77: a) Directional distribution of Positron Emission from muon decay. b) Spin 

precession of a muon in the presence of a magnetic field,𝐵 aligned at an arbitrary angle 𝜃 to 

the muon spin orientation.  Both figures are adapted from [242]. 

This spin polarised population can then be implanted within a sample. There, 𝜇+ will 

rapidly (~10−9𝑠) lose energy through electrostatic interactions and collisions [243]. 

The energy loss will be sufficient to localise the muon within a sample, at a depth 

dependent upon the initial muon momentum. 𝜇+ will then be subject to any local 

conditions before decaying [244]. 𝜇+decays into a positron and a neutrino-anti neutrino 

pair: 

 
𝜇+ = 𝑒+ + 𝑣𝑒 + 𝑣𝜇̅̅ ̅ 

 

 
The positrons emit preferentially along the direction of 𝜇+ spin (Figure 77a).  
 

 

The ability to generate 𝜇+ in a spin polarised fashion is one of several properties of 

the 𝜇+ that make them desirable as material probes.  𝜇+ possess a large magnetic 

moment relative to the proton (3.18𝜇𝑝), and a larger Gyromagnetic ratio (𝛾𝜇 =

a) b) 
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135𝑀𝐻𝑧/𝑇) [231]. The combination of these, allow 𝜇+ to be more sensitive to small 

magnetic fields within materials than other techniques, such as X-ray scattering. In 

particular, it allows measurement of weak magnetisation, or systems with short-range 

magnetic orders, in the absence of an applied field. For instance, one can track the 

evolution and emergence of internal fields in a sample as a function of temperature 

[245] [246] [247]. Measurements of the spin dynamics within a material over the 𝜇+ 

lifetime, associated with time varying magnetic fields, as well as the diffusion of 𝜇+ 

within a sample are also extensively explored [248] [249]. This work is focused on 

samples within a static external magnetic field and will largely focus on that example, 

but for more information of zero field measurements, the interested reader is referred 

to the following review articles, and several experimental publications of zero field 

measurements [232] [250] [242] [251] [252].  

 

If the localised muons within the sample experience a magnetic field, either internally 

in the sample due to local magnetic domains or from an externally applied field, 

depending on the alignment of the field to the spin (Figure 77b) the muon will undergo 

Larmor precession. The precession occurs with a frequency 𝜔 = −𝛾𝜇𝐵 where 𝛾𝜇 is the 

muon gyromagnetic ratio (135.6 MHz/T), and B is applied field. As the spin precesses, 

the net direction of positron emission will also precess with the same frequency.  

 

 
Figure 78: Example experimental set-up. A spin polarised beam of muons is directed towards 

a sample. An external transverse magnetic field is applied 𝐵𝑒𝑥𝑡. Two positron detectors are 

arranged upstream (Forward) and downstream (Backward) of the sample. Positrons emitted 

from the muon decay are detected and logged as a function of time.   
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If the spin polarisation direction of the muon is known, then the field can be aligned 

perpendicularly to it. With a suitably orientated set of positron detectors (Figure 78), 

one can, as a function of time, measure the net ‘spin direction’ of positron emission 

changing in a sample in response to B. This change in beam polarisation, can be 

tracked by a polarisation, or relaxation function, P(t). The exact form of 𝑃(𝑡) depends 

upon both the alignment of the initial spin direction with the B field, and its spatial 

distribution throughout a sample. For instance, if the field was aligned parallel to initial 

muon spin, precession would not occur and thus:  

 

 𝑃(𝑡) = 1 (5.1) 

 
As the field is aligned with the spin, it cannot precess, and thus the polarisation will 

remain unchanged. If however, the field were to align perpendicularly to the muon 

polarisation: 

 𝑃(𝑡) = cos (−𝛾𝜇𝐵) (5.2) 

 

The net polarisation oscillates proportionally to the field as previously described. More 

complex field distributions can be described by further modifications to the 𝑃(𝑡). In 

many cases, there will be some additional relaxation of the polarisation over time, 

arising from local B fields, tending the net polarisation towards zero. Muons localised 

in different locations, either within different material layers, or localised around different 

atoms within a crystal lattice, can experience different fields. Their spins will precess 

at different frequencies due to experiencing different fields. The relaxation of the whole 

population will require some degree of summation over these fields to model. For 

instance, in the zero-field case, the static Gaussian Kubo-Toyabe function can be used 

[253]: 

 
𝑃𝑠𝑡𝑎𝑡𝑖𝑐(𝑡) =

1

3
+

2

3
(1 − 𝜎𝑘𝑡

2 𝑡2)𝑒−
1
2

𝜎𝑘𝑡
2 𝑡2

  
(5.3) 
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𝜎𝑘𝑡 describes the average local field within the sample. Eq. 5.3 is often used to 

describe fields obeying a Gaussian distribution. Modification of this formula can be 

used to describe systems exhibiting time varying fields, [254] 

 
𝑃(𝑡) = 𝑃𝑠𝑡𝑎𝑡𝑖𝑐(𝑡)𝑒−𝑣𝑡 + 𝑣 ∫ 𝑑𝑡′ 𝑃(𝑡 − 𝑡′)

𝑡

0

 𝑃𝑠𝑡𝑎𝑡𝑖𝑐(𝑡′)𝑒−𝑣𝑡′
 

(5.4) 

 

Where 𝑣 is the fluctuation rate of the magnetic field. This function allows 

characterisation of the timescale and magnitude of any such dynamics. This the 

Dynamic-GKT function. Both static and dynamic versions of the Kubo-Toyabe function 

are often used in Zero-Field 𝜇𝑆𝑅 measurements [253]. Even otherwise ideal cases, 

such as eq. 5.2, often require modification in the measurement of real samples. Small, 

local magnetic fields will contribute to the total field felt by the muon term, adding an 

effective damping term to the relaxation function:  

 

 𝑃(𝑡) = 𝑃𝑜𝑒−(𝜎𝑡)2
cos(𝛾𝜇𝐵𝑡 + 𝜙) (5.5) 

 

where 𝜎 is the depolarisation rate resulting from the internal fields, 𝑃𝑜 is the initial 

polarisation  𝛾𝑜 is the gyromagnetic frequency, 𝐵 is local field felt by a muon, and 𝜙 is 

the detector phase.  

 
The counts measured by a given positron detector, 𝑁(𝑡), can be described by:  
 

 
𝑁(𝑡) = 𝑁𝑜𝑒

−
𝑡

𝜏𝜇(1 + 𝑎𝑜𝑃𝑧(𝑡)) 
(5.6) 

 

Where 𝑁𝑜 is the initial count, 𝑎𝑜 is an intrinsic detector property representing the 

maximum possible detector reading, 𝜏𝜇 is the 𝜇+ lifetime, and 𝑃𝑧(𝑡) is the polarisation 

in the detector orientation [242].  
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Figure 79: Detector population statistics measured in 𝐶𝑑𝑆 in an external B field.  Presented 

are statistics from detectors placed forwards and backwards of the sample for the same 

measurement. The inset is a zoom-in of the same dataset.  Adapted from [231] 

Figure 79 shows an example measurement using such a detector pair [231]. The 

sample is in an external field aligned perpendicularly to the muon polarisation. There 

is an oscillatory component in both traces. This is indicative of the precession: the 

maxima of the forward detector correspond to the minima of the backwards detector 

and vice versa. The net spin direction, and thus positron emission, is being rotated in 

a coherent fashion by the presence of a magnetic field.  

 
From the individual detector statistics, the muon lifetime can be removed, and an 

asymmetry function, 𝐴(𝑡) can be constructed. 

 

 
𝐴(𝑡) = 𝑎𝑜𝑃(𝑡) =

𝑁𝑓(𝑡) − 𝑁𝑏(𝑡)

𝑁𝑓(𝑡) + 𝑁𝑏(𝑡)
 

(5.7) 

 

Where 𝑁𝑓(𝑡) is the number of detections on the forward detector, and 𝑁𝑏(𝑡) the 

number of detections on the backward detector. 𝑎𝑜 is an experimental parameter 
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indicating the maximum possible measurable asymmetry for a given detector pair.  

Such a function can also be constructed for other detector pairs (e.g. Left and Right). 

𝐴(𝑡) is in essence, the polarisation function adjusted for the maximum sensitivity of 

the detector set-up used.  

 

 

Figure 80a shows an example of the measured Asymmetry within a sample of 

𝑌𝐵𝑎2𝐶𝑢3𝑂7 (YBCO), a high temperature superconductor, in the normal state with an 

external magnetic field.  Figure 80b shows the same sample measured well below 𝑇𝑐. 

Whilst an oscillatory signal is still visible, the oscillations are heavily damped below 𝑇𝑐. 

There is a significant increase in depolarisation below 𝑇𝐶. This increased 

depolarisation directly results from magnetic field screening within the SC state, and 

as such, we will now consider 𝜇𝑆𝑅 in SCs in greater depth to understand this.  

 

5.2: Muon Spectroscopy of Superconductors:  

To briefly summarise the field behaviour of SCs discussed in Chapter 2.8, within a 

conventional type-I s-wave superconductor, the field within the bulk of the sample is 

expelled. 

 a)  b) 

Figure 80: uSR measurements of YBCO superconducting sample (𝑇𝑐 = 93.2𝐾) in an 

external magnetic field of 𝜇𝑜𝐻 = 0.5𝑇  a) measurement at T=120K b) measurement at 

T=2.4K [263] 
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Figure 81: Schematic diagram of a) a parallel orientated field, highlighting the decreasing 

field with depth from the sample surface. b) Perpendicular field, indicating the formation of 

magnetic regions of normal material threaded through the sample cross section. 

There exists some finite length scale, or penetration depth, 𝜆𝐿, from the surface over 

which an external field is screened (Figure 81a). The local field within the 

superconductor will decrease exponentially away from the surface, leading to zero 

field within the bulk.  

 

For a type-II SC, spatial distribution of the field depends on the field orientation and 

field size. Below a certain critical field, 𝐻𝑐1, a type-II will behave as per a type-I. If we 

consider a field above 𝐻𝑐1 but below 𝐻𝑐2that is orientated parallel to the sample surface 

(Figure 81a), the field will again be screened as per a type-I. However, if the field is 

rotated, and instead aligned to be transverse with the sample surface (Figure 81b), 

the field will not be totally expelled.  There will exist truncated cylinders of normal state 

material containing flux of a flux quanta 𝜙𝑜, surrounded by superconducting state. The 

flux within the N regions will be screened within the remaining SC bulk via screening 

currents, again over some length scale 𝜆. In either case, the type-I or type-II SC, the 

screening will vanish above 𝑇𝑐.  

 

𝜇𝑆𝑅 of SCs can examine many properties of the SC state. As an example,  zero field, 

or 𝑍𝐹 − 𝜇𝑆𝑅 can be used to examine the presence and distribution of magnetic 

impurities via the Gaussian Kubo-Toyabe functions [254] [255]. The absence of an 

external field, and thus precession, means the measured depolarisation                                                                 

will correspond to internal magnetic features, or impurities.  

𝜆𝐿 

Nb 

B 

B 

a) b) 
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Figure 82: ZF-uSR measurements of an Nb sample at various temperatures. Data modelled 

to Dynamic-GKT described by (6.4). Figure adapted from [256] b) Figure adapted from [257] 

tracking magnetic impurities in two Nb samples via different implantation energies. 

Figure 82 shows examples of this kind of characterisation in two different Nb samples. 

Figure 82a tracks the evolution of defect states in an Nb film as a function of 

temperature, considering how magnetic impurities can evolve and change within these 

materials. For 𝑇 < 100𝐾, depolarisation can be seen to be drastically enhanced vs 

𝑇 = 100𝐾.  For low energy, or 𝐿𝐸 − 𝜇𝑆𝑅 𝜇+can be injected at very shallow depths 

within a sample, allowing consideration and characterisation of surface defects within 

thin films. An example of this is shown in Figure 82b, where 𝜇+are implanted at two 

different depths within Nb films, showing a difference in the resulting depolarisation. 

Modelling with dynamic GKBT allows further characterisation as to the effect these 

defects have on spin-dynamics [256]. ZF measurements allow characterisation of 

these innate defect states, but in this case, the case of externally applied fields for 

𝐿𝐸 − 𝜇𝑆𝑅 is of greater interest. 

b) 
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Figure 83: Muon stopping profiles as a function of implantation energy a) Stopping profile 

calculated for a 𝐵𝑖𝑆𝑒2/𝑁𝑏 heterostructure. Top-most solid and dotted lines show calculated 

local field within each material. [258]  

Below 𝑇𝑐 the expulsion of field applied parallel to the sample surface within SC 

samples, provided the sample was cooled with the external field applied (known as 

field cooling) [259], result to a spatially non uniform field profile through the sample 

(Figure 83). The field a 𝜇+ experiences depends upon where in the SC it localises. 

There will be a calculable stopping profile, dependant on 𝜇+ implantation energy, that 

will shift deeper into samples with increasing energy.  Correspondingly, the higher the 

𝜇+implantation energy, the greater the fraction of 𝜇+ stopping deeper into the sample, 

and thus for a superconductor the greater the field screening felt. For type-II SC, in 

addition to the parallel field case, you can also consider the case of a field applied 

perpendicular to the sample surface. Below 𝐻𝑐1 two signals will experience similar 

behaviour.  
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Figure 84: Measured Polarisation of 𝐺𝑎84 sample, a type-II SC, 𝑇𝑐 = 7.8𝐾. Measurement was 

performed with an external field applied perpendicular to the sample surface 𝐵𝑇𝐹 = 60𝑚𝑇. 

Figure adapted from [260]. 

The decreased field within the SC will result in the net 𝜇+ precession frequency also 

decreasing, shifting the trace. Additionally, the spread of felt fields, arising from the 

spread of the stopping profile through the sample means the measured positron decay 

will consist of many 𝜇+ experiencing many different fields. This will result in enhanced 

depolarisation below 𝑇𝑐. Increasing the implantation energy, and thus implanting 

deeper within a sample, allows direct measurement of Meissner Screening within SC 

thin films via 𝐿𝐸 − 𝜇𝑆𝑅. [261] [258] Figure 84 gives an example of this behaviour in a 

Type-II SC. Above 𝑇𝑐, the data is well modelled by eq. 5.5 with minimal damping. When 

taken below 𝑇𝑐, both the characteristics we previously saw are present. The frequency 

is shifted, Additionally, there is some enhancement of depolarisation owing to an 

increased distribution of fields, visible in shrinking of the envelope of the signal.  

 
This field alignment has further advantages for measurement of thin films. In such 

cases, particularly for LE-𝜇𝑆𝑅, 𝜆𝑙 can be large relative to the film thickness, meaning 

the measurable screening in the parallel field may be negligible. Instead, one can 

consider the vortex state within a perpendicular field orientation. Within a type II SC, 

held in a field above 𝐻𝑐1 there will be a mixed distribution of N and S, due to the 

formation of superconducting vortices and associated field screening surrounding 

them. As such, the emitted positrons will also represent a distribution of different 
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effective fields, arising from the N regions, S regions, and screened regions 

surrounding the vortices. 

 
 

Figure 85: left – all) Local field distribution within a superconductor. Right – all) Corresponding 

𝜇𝑆𝑅 polarisation trace. a) Normal state b) Superconducting state, long penetration depth c) 

Superconducting state short penetration depth. Figure adapted from [242] 

Figure 85 illustrates the three different cases for a Type-II SC experiencing an 

externally applied field. The first, (Figure 85a) and its corresponding relaxation function 

indicate the SC held above 𝑇𝑐. There is minimal depolarisation, and 𝑃(𝑡) is 

approximately constant (as per eq. 5.2). When the sample is brought below 𝑇𝑐, (Figure 

85b) vortices form, and screening begins, decreasing the field over 𝜆𝐿 surrounding the 

vortexes. As with the Meissner state above, the non-uniform fields cause damping, 

and adds depolarisation to 𝑃(𝑡). The size of this damping is inversely proportional to 

𝜆𝐿 – as 𝜆𝐿 gets shorter (Figure 85c), the field around the vortex cores decays more 

rapidly, and the faster the muon population depolarises. There will also be some 

dependence on the density and size of vortices, which has been measured via 𝜇𝑆𝑅 

previously [262]. The distribution of field values can be modelled by considering the 

depolarisation, 𝜎, which can be related to 𝜆𝐿 via: [263] [264].  

 
𝜎 = 𝛾𝜇𝜙𝑜√0.00371

1

𝜆𝐿
2 

(5.8) 

P(t) 

P(t) 

P(t) 
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Where 𝜙𝑜 is the magnetic flux quanta. This has been used to directly measure the 

magnetic screening length as a function of temperature [265] [264] [266]. An example 

of these measurements can be seen below: 

 

  
Figure 86: 𝜇𝑆𝑅 measurements of 𝑃𝑏𝑇𝑎𝑆𝑒2  a type II superconductor a) Detector asymmetry 

measured above and below 𝑇𝑐 via TF-uSR. b) Extracted 𝜎 as a function of Temperature for 

two fields. Adapted from [267] 

Figure 86a shows a measurement of 𝑃𝑏𝑇𝑒𝑆𝑒2 above and below 𝑇𝑐, showing the 

strongly enhanced depolarisation below 𝑇𝑐. In Figure 86b 𝜎 was extracted from the 

datasets via eq. 5.8 and plotted as a function of increased temperature to illustrate its 

temperature variation. Modelling of the temperature variation of either 𝜎 or 𝜆𝐿 directly 

allows characterisation of the SC state and has been used to assist in the classification 

of SC materials [268] [269]. 

 
Figure 87: 𝜇𝑆𝑅 measurements of 𝑀𝑜3𝑆𝑏7, a type II superconductor a) Detector asymmetry 

measured above and below 𝑇𝑐 b) Extracted 𝜆−2 as a function of Temperature fit to various 

models for different gap functions. Adapted from [266] 

b) a) 
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Figure 87 illustrates an example of this. As with Figure 86 𝜇𝑆𝑅 was performed (Figure 

87a), from which 𝜎 was extracted and used to extract 𝜆𝐿 via 5.7 (Figure 87b). This 

temperature dependence was then modelled for various conventional BCS energy 

gaps. As well as classification of SC, this analysis can also be used to assess the 

quality of an SC sample. In Figure 87b for instance, the data is modelled by a ‘clean’: 

 

 𝜆𝐿
−2(𝑇)

𝜆𝐿
−2(0)

= 1 + 2 ∫ (
𝜕𝑓

𝜕𝐸
)

𝐸

√𝐸2 − Δ(𝑇)2
𝑑𝐸

∞

Δ(𝑇)

 
(5.9) 

 

Where 𝑓 is the fermi function. And dirty superconductor dependence:  

 

 𝜆𝐿
−2(𝑇)

𝜆𝐿
−2(0)

=
Δ(𝑇)

Δ(0)
tanh (

𝛥(𝑇)

2𝑘𝑏𝑇
) 

(5.10) 

 

In this instance, the similarity between the ‘clean’ and ‘dirty’ function fits was taken as 

evidence that the measured sample was a heavily defected SC sample [266]. Similar 

analysis can also be done directly with 𝜆 rather than 𝜆−2. A defect free s-wave SC in 

that case can be modelled via:  

 

 
𝜆𝐿(𝑇) = 𝜆𝐿(0) + √

𝜋Δ(0)

2𝑘𝑏𝑇
𝑒

−
Δ(0)

𝑘𝑏𝑇 . 
(5.11) 

 

Where 𝜆(0) is the penetration depth at 𝑇 = 0𝐾 [270]. For defected s-wave fits, a power 

law fit, 

 𝜆𝐿(𝑇) − 𝜆𝐿(0) 𝛼 𝑇𝑛 (5.12) 

 

where 𝑛 is an integer, and 𝛼 is a proportionality constant [263] [271] The exact power of 

𝑛 is indicative of the type of defects present in a non-clean SC, and thus allows a qualitative 

analysis of the SC state.  
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Finally, it is worth considering 𝐿𝐸 − 𝜇𝑆𝑅 as a probe of proximity induced SC. As 

discussed, by varying the implantation energy and extracting the field, we can find the 

local field at increasing depths from the sample surface. If material layers are thin on 

the length scale of 𝜇+ implantation, which for 𝐿𝐸 − 𝜇𝑆𝑅 can be on the order of ~10𝑠 of 

nm, then doing so will sweep implantation through material layers. This is shown in 

the stopping profiles in Figure 83a,  Through this, we can measure the field screening 

profile, both in the SC layer and any proximity induction in other material layers [272] 

[273]. This allows measurement of the length scale of the induced SC, as well as its 

local field behaviour. For instance, 𝜇𝑆𝑅 measurements in a 𝐵𝑖2𝑆𝑒3/𝑁𝑏 heterostructure 

[258] measured evidence of an anti-screening effect within the 𝐵𝑖2𝑆𝑒3. 

 

 

Figure 88:  uSR measurements of 𝐵𝑖2𝑆𝑒3 from [258] Black line indicates externally applied field. 

a) Measured B-field as a function of implantation energy for temperatures above and below 

sample 𝑇𝑐. B) Measured B field as a function of temperature . In both cases, the solid black 

line indicates the externally applied field.   

𝐵𝑖2𝑆𝑒3 is thought to be a topological insulator, exhibiting fully lifted spin-degeneracy, 

like the case of SOC discussed in chapter 2. This lifted spin degeneracy allows the 

formation of proximity induced SC with unconventional SC pairing, predominantly spin 

triplet p-wave. The p-wave pairing causes the formation of an anti-screening Meissner 

effect owing to the odd frequency nature, enhancing the local field [128].  This anti-

screening will manifest itself as an increase in the local field.  

 

The 𝜇𝑆𝑅 measurements undertaken observed a decrease in local field within the Nb 

(Figure 88a). Within the 𝐵𝑖2𝑆𝑒3 however there is instead a slight enhancement of field. 

In both cases, the change from the externally applied field was supressed with 

increasing temperature. It was supressed entirely as the sample temperature was 

driven above 𝑇𝑐 and well into the normal state (Figure 88b). Similar behaviour should 

a) 



129 
 

be observable within high SOC InSb 2DEGs experiencing proximity SC [274] [10]. Both 

InSb and Nb have been previously measured using 𝜇𝑆𝑅, but measurements of our 

heterostructure devices are novel [275] [276] [256] [277] [278]. Additionally, because the 

commonly used side deposition of SC films is incompatible with the required 

experimental geometry. The 𝜇+ beam passes through the sample cross section, 

spread across a broad (~mm) area. A thin film deposited on the side of a sample on 

the order of a few 10s of 𝑛𝑚 would have a negligible contribution to the measurement. 

The top-down SC film used in this work thus allows us to perform this novel 

investigation.  

 

The aim of this chapter’s measurements was thus to measure the local field across 

the interface of a conventional s-wave superconductor in proximity to a high SOC InSb 

2DEG heterostructure.  

 

5.3: Experimental Apparatus: 

Measurements were undertaken on the Low Energy Muon beamline (LEM) at the Paul 

Scherrer Institute (PSI) in Switzerland [279] [280]. The muon beam is generated by 

first producing protons from a source of hydrogen atoms which are sent through a 

successive series of accelerators. These accelerate the proton beam to ~80% the 

speed of light. The protons are then transported through a series of channels towards 

a graphite target. A variety of interactions between the proton beam and nuclei in the 

target leads to the formations of 𝜋+, 𝜋0 and 𝜋−. [231] 𝜋 created at or near the surface 

of the target then decay [279]. This produces ‘low energy’ (~4MeV) muons emitted in 

a ~100% spin polarised population, with spins aligned opposing the muon momentum 

[281].  
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Figure 89: Schematic representation of the LEM Beamline.  

The so called ‘surface muons’ generated from this target are then directed to a 

cryogenic moderator (Figure 89), which serves to slow the muons via coulomb 

interactions and ionization of atoms in the target [231] [280]. The moderators are 

typically wide-band gap insulators. Once the muon energy reaches approximately the 

band gap energy, interactions are suppressed, and the rate of energy loss is lowered, 

allowing control of muon energies [282]. These ‘epithermal’ muons then exit the 

moderator, with the initial polarisation of the muon being strongly conserved.  

 

The generated muon beam is then directed towards an electro-static mirror (Figure 

13) to filter out any remaining high energy muons exiting the moderator. The mirror is 

aligned such that only 𝜇+ with low energy are reflected onto the sample. These are 

sent through a spin rotator allowing re-alignment of the spin as is necessary for 

different field orientations, without impacting the percentage polarisation of the muon 

beam. The beam is then focused via a series of Einzel lenses towards the sample, 

with a final beam rate of ~4.5 × 103 𝑠−1. A set of ring anodes allows adjustment of the 

final beam position via biasing to deflect the beam. For externally applied fields, this 
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allows compensation for any induced bending of the beam and allows maximization 

of the initial asymmetry.   

A 10 nm carbon film is placed along the beam path [283]. Muons passing through this 

foil cause the generation of electrons, which are channelled towards a detector. This 

serves to act as a trigger detector with minimal interference to the muon beam (Overall 

energy reduction of ~1keV and a deviation of ~0.4keV). Finally, muon energy can be 

controlled at the sample by applying a voltage at the sample plate to further accelerate 

or decelerate the beam. Final muon energies can be varied in the range 1keV to 30keV 

depending upon the appropriate plate voltage. With the appropriate cryostat, it has a 

measurable temperature range of 2.2 − 300𝐾.  

 

  

Figure 90: LEM Field and Detector Orientations a) Parallel orientation b) Perpendicular 

orientation. Rotation of 𝜇+ spin, and the detectors is necessary with adjustment of the field to 

allow measurement of the precession. 

As discussed in section 5.1, the 𝜇+ spin must be aligned perpendicular to the magnetic 

field in order to have a measurable precession. Further to this, the detectors must also 

be aligned along the axis of precession to be able to measure this. In the initial case, 

where 𝜇+ is aligned anti-parallel with the beam momentum, and perpendicular to the 

cross section of the sample. (Figure 90a). The magnetic field, 𝐵𝑒𝑥𝑡 must then be 

aligned parallel to the sample surface. This is known as the parallel measurement 

orientation.  

 

To instead orient the field through the sample cross section, as is necessary to 

measure the vortex state in a type-II SC, the muon spin must be rotated. This is the 

function of the spin rotator in Figure 89 [284]. The spin can be rotated such that is 

b) 

 

a) 
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aligned perpendicularly with the muon beam, without significantly impacting the overall 

polarisation muon population. This is known as the perpendicular orientation. LEM 

supports fields aligned parallel to the sample surface (Figure 90a) of up to 0.34𝑇 and 

perpendicular fields (Figure 90b) of up to 30𝑚𝑇.  

 

 

Figure 91: a) Muon detector array used at LEM b) Sample and cryogenic environment 

mounted into the beamline.  

Figure 91a shows an example detector array utilised in the apparatus. Each lead 

corresponds to a set of detectors, leading to 16 possible detector channels for 

utilisation. Pictured is the transverse field array – the LEM array is modular, allowing 

for rapid change between detector orientations at room temperature. The sample plate 

is then attached to a He cold-head and mounted in the detector array as visible in 

Figure 91b.  

 

5.4. Sample design:  

The sample design used for the electrical measurements (Chapter 5) was likely to be 

unsuitable for these LEM measurements. For low energy 𝜇𝑆𝑅 experiments, depending 

upon the target material density, the expected stopping distances can be as low as 

~10 −to hundreds of nm, versus 𝜇𝑆𝑅 which can extend to several 𝜇𝑚 [272].   

 

a) b) 
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Figure 92: a) Muon stopping profile calculated for various implantation energies within a 

𝑁𝑑0.825𝑆𝑟0.175𝑁𝑖𝑂2 heterostructure. b) Fraction of 𝜇+ stopping within a given material layer of 

a) as a function of implantation energy. Adapted from [261] 

The muon beam passes through the sample cross section; even for high implantation 

energies there will be some fraction of the muons stopping in the initial materials 

layers. Figure 92 shows this. Figure 92a shows the muon stopping profile for a 

𝑆𝑟𝑇𝑂3/𝑁𝑑0.825𝑆𝑟0.175𝑁𝑖𝑂2 heterostructure for various implantation energies. Figure 

92b then shows from this the fraction of 𝜇+ stopping within a given material layer. Even 

at the highest energies, with the peak of the stopping profile well into the substrate, 

there is a non-zero fraction of 𝜇+ from the initial capping layer. If for instance, a SC is 

the first material layer, below 𝑇𝑐 there will be some fraction of 𝜇+ stopping within there, 

and thus some field screening arising in all measurable energies. Ideally, the top-most 

layers should be those of lowest density to allow greater penetration in deeper layers. 

Additionally, for measurements investigating proximity superconductivity, it is 

preferable to place the bulk SC as the bottom most layer. 

  

a) b) 



134 
 

 
 

 

 

Figure 93: a) Idealised sample design, orientated relative to the incident 𝜇+beam. b) InSb 

2DEG Heterostructure schematic. Noted are the various material layers, and corresponding 

thicknesses.  

An ideal sample, for our purposes, (Figure 93a) would have the InSb active layers on 

top, and the Nb below, allowing for thick Nb layers to be used. The InSb 2DEGS 

(Figure 93b) are grown on a thick (~350𝜇𝑚) GaAs substrate, with a further 3𝜇𝑚 buffer 

layer. The substrate and buffer layers are sufficiently thick to preclude any muon 

implantation in the QW in that orientation. Additionally, it cannot be etched away 

without risk of compromising the quality of the 2DEG. As such the Nb layer must be 

the top layer for these experiments. Because the range of muon energies available is 

limited (30𝑘𝑒𝑉 at maximum), the Nb layer would have to be thin enough to allow a 

significant fraction of 𝜇+ to stop in the QW layer within our energy range.  

To calculate appropriate film thickness, numerical calculations of muon stopping 

profiles were performed using TRIM.SP [285]. TRIM.SP is part a wider part of SRIM 

(Stopping Range of Ions in Matter [286] [287]. It is a numerical software capable of 

simulating the stopping profiles via Monte Carlo simulations of freely chosen ions 

within up to 10 material layers. It has been widely used in the simulation of atomic and 

ionic implantation [288], particle sputtering [289] [290, 291] [292], and calculation of 

𝜇+ 

𝑎) 𝑏) 
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muon stopping profiles [258] [128] [293].  Muons are simulated by treating them as 

hydrogen ions 𝐻+ with a mass of 𝑚𝑢.  

 

Table 4:TRIM.SP Simulation Parameters used to calculate stopping profiles for different Nb 
thicknesses. 

Material layer: Density (𝒈/𝒄𝒎𝟑): Layer Thickness/nm 

𝑵𝒃 8.57 Variable 

𝑨𝒍𝟏𝟓𝑰𝒏𝟖𝟓𝑺𝒃 5.552 50 

𝑰𝒏𝑺𝒃 𝑸𝑾 5.78 30 

𝑨𝒍𝟏𝟎𝑰𝒏𝟗𝟎𝑺𝒃 5.628 3000 

The chosen material layers, and the densities used for the simulations are listed in 

Table 4. Muon stopping was calculated on a monolayer-by-monolayer basis, 

considering the collisions and interactions between muons and the atoms of each layer 

to estimate final stopping position. 100,000 muon stopping events were simulated for 

each generated stopping profile.  
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Figure 94: TRIM simulations for our sample for different implantation energies. A) 100 nm Nb 
thin film b) 50nm Nb thin film c) 60nm Nb thin film. 

Figure 94 presents numerical simulations for, 100nm, and 50nm and 60nm films. The 

simulations suggested that use of a 50nm Nb layer. The 100nm films (Figure 94a) 

used for prior electrical measurements was too thick for our purposes – even the 

a) 

b) 

c) 
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highest energies accessible available had a negligible fraction of muons stopping 

within the InSb. Both the 50nm (Figure 94b) and 60nm (Figure 94c) films showed 

sufficient stopping within the QW layer. Of these, the thinner 50nm was preferred due 

to the access of a larger range of energies within the InSb layers. A thinner 30nm film 

was trialled experimentally and found to have 𝑇𝑐 outside of measurable range of the 

LEM cryostat. 50nm (Figure 94a) was thus the chosen thickness as a compromise 

between a desirable stopping profile and a workably high 𝑇𝑐.  

 

5.5: Sample Characterisation:  
 

 

Figure 95: a) Sample cross section –4 1cm2 pieces of an epitaxially grown InSb/AlxIn1-xSb 

QW heterostructure. 𝛿 indicates the location of Te-modulation doping layer. b) Mobility and 

Carrier Concentration calculated as a result Hall Effect measurements performed during a 

temperature sweep from 293K to 3K. Measurements were performed prior to this work by 

previous students [137] [37].  

The finalised sample (Figure 95a) consisted of a mosaic of 4 1 × 1 𝑐𝑚2 of a 50nm Nb 

film, deposited by sputtering on a Te-doped InSb/AlxIn1-xSb 2DEG. The 2DEG consists 

of an InSb quantum well (QW) electrically confined by layers of AlxIn1-xSb either side 

of it. As with prior samples discussed, the quality of the 2DEG was assessed via Hall 

Effect measurements, prior to Nb deposition (Figure 95b), giving single carrier 

mobilities and carrier concentrations of n = 4.71 × 1015m−2 and μ = 187,000 cm2V−1s1 

respectively. The 2DEG was grown epitaxially at the National Epitaxy Facility at 

Sheffield University. The Nb was deposited at Bristol university – the film thickness 

was measured in-situ and confirmed via surface profilometry after deposition. The 

Nb 50nm 

𝑇/𝐾 
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same wafer, and thus 2DEG design, was chosen for this work as was for the electrical 

measurements undergone in Chapter 4 to allow for comparison.. 

 

The superconducting film was characterised via AC magnetic susceptibility 

measurements in a Physical Properties Measurement System (PPMS). [294] This 

technique has wide applications in materials research particularly in investigating the 

sensitive magnetic responses of magnetic materials in extreme conditions (ultra-low 

temperatures, or extreme frequencies for example [295] [296] [297]). Magnetic 

susceptibility is defined as:  

 
𝜒  =

𝑀

𝐻
 

(5.13) 

Where M is the magnetisation within the sample, and H is the applied external 

magnetic field. If the external magnetic field applied is varying, by applying a small 

external AC field for instance, then we can instead measure the ac susceptibility:  

 𝜒
𝑎𝑐 =

𝜕𝑀
𝜕𝐻

 (5.14) 

Where M is the measured amplitude of the change in magnetic moment to an external 

field.  

 
In this work, this can be used to measure the superconducting state within the sample 

– owing to the expulsion of flux within the bulk, an SC below 𝑇𝑐 behaves as a perfect 

diamagnet i.e. 𝜒′ = −1. By measuring 𝜒′ as a function of temperature, we can estimate 

𝑇𝑐. [298] [299] 
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Figure 96: ACMS Schematic Diagram showcasing the ACMS insert, and the coil locations. 

Adapted from [300]. 

The measurement was performed using an AC Measurement System (ACMS), an 

added measurement option for the PPMS. The ACMS allows direct measurement of 

the real and imaginary components of the AC moment response. A piece of Nb/InSb 

deposited in the same process as the full sample, was mounted into a sample holder 

and zero field cooled to base temperature of 2K. A 0.1mT reference field was applied 

at a 1000Hz frequency via the drive coils (Figure 96), and temperature gradually 

swept.  

 

The detection coils have equal numbers of turns, N, but are wound in opposite 

directions relative to each other. Centred within each detector coil are additional single 

turn calibration coils. This is a feature unique to the ACMS. The field outside the 

detection coils is supressed via the compensation coil, which is counter-wound relative 

to the drive coil. This reduces interaction with and interference from other conductive 

parts of the system in the measured signal. At each temperature point, the sample is 

placed within the centre of each detection coil in turn and measured.  

 

The sample is also placed and measured between the two coils. An additional two 

measurements are taken by reversing the polarity of the two calibration coils. Through 
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comparison to the known driving signal, the real and imaginary parts of the moment 

response can be measured.  

 

 

Figure 97:SC Characterisation of 50nm Nb/InSb sample via magnetic susceptibility 

measurements in a 0.1mT 1000Hz magnetic field.  

𝜒′ was found for a 0.1mT amplitude AC field (Figure 97). From these, 𝑇𝑐 was estimated 

to be 6.25K, corresponding to the sharp transition in 𝜒′ from a negative value. This is 

lower than the 𝑇𝑐 for bulk Nb (𝑇𝑐 = 9.26𝐾), and lower than the 100nm Nb films 

previously measured in Chapter 4 (𝑇𝑐 = 8.0𝐾 on InSb) [301].   

 

5.6: Initial Measurements: 

After calibrating the beamline via adjustment of the ring anode voltages, implantation 

energy scans were undertaken at 𝑇 = 15𝐾 and 𝑇 = 2.36𝐾. Additionally, temperature 

scans at selected energies within the Nb (𝐸 = 9.97𝑘𝑒𝑉) and the InSb (𝐸 = 19.97𝑘𝑒𝑉) 

were performed to establish temperature dependence. In all these cases, 

measurements were field cooled – an external field applied to the sample above 𝑇𝐶 

X –     0.1𝑚𝑇    1000𝐻𝑧 
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before cooling to base temperature- to ensure flux is present within the bulk of the 

sample.  

 

 

Figure 98: Measured detector asymmetry for an Nb/InSb heterostructure with 𝐿𝐹 − 𝜇𝑆𝑅 with 

a 30mT applied external field, above and below 𝑇𝑐.  

Detector asymmetry was extracted from the raw histograms and fit to eq. 5.5. Figure 

98 considers two measurements at an implantation energy 𝐸 = 9.97𝑘𝑒𝑉 at different 

temperatures. No clear difference in frequency, or signal envelope can be seen in the 

asymmetry between above and below 𝑇𝑐. This suggests a lack of field screening within 

the Nb. To confirm this, the measured local field, initial asymmetry, and depolarisation 

rate were extracted from the fits. All datasets within a given scan (e.g. all energies at 

15K) were fitted globally. 

------- T=2.7K 

------- T=15.0K 
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Figure 99: Field extracted from LEM measurements with an 30mT field orientated parallel with 

the sample surface. a) Energy sweeps above and below Tc. b) Temperature sweeps within 

the Nb (E=9.96keV) and the QW (E=19.9keV) 

Figure 99a shows the extracted local fields as a function of implantation energy above 

and below 𝑇𝑐. Although there is a slight decrease through the sample, there is no 

statistically significant difference in behaviour above and below 𝑇𝑐. This is confirmed 

by the Temperature Scans (Figure 99b). Although the fields have different values 

between the two implantation points, there is no systematic behaviour with 

temperature, nor is there a transition as 𝑇 rises above 𝑇𝑐. These two results again 

suggest that the Meissner screening was not observable in the 𝑁𝑏 layers. Additionally, 

there is no evidence of screening at the higher energies corresponding to within the 

𝐼𝑛𝑆𝑏 layers. 
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Figure 100: 𝜎 extracted from LEM measurements with an 30mT field orientated parallel with 
the sample surface. a) Energy sweeps above and below Tc. b) Temperature sweeps within 
the Nb (E=9.96keV) and the QW (E=19.97keV) Asymmetry extracted from LEM 
measurements with an 30mT field orientated parallel with the sample surface. c) Energy 
sweeps above and below 𝑇𝑐  d) Temperature sweeps within the Nb (E=9.96keV) and the 

QW (E=19.9keV) 

Figure 100 shows the other fit parameters extracted from the parallel field 

measurements, 𝜎 and 𝐴𝑜. 𝜎 shows a trend of decreasing as a function of implantation 

depth. Additionally, within the Nb (energies below 12keV), there is some discrepancy 

between the values above and below 𝑇𝑐 (Figure 100a), which would suggest some 

enhancement in depolarisation within the superconducting state as would be 

expected. The absence of this at higher energies is suggestive of a lack of SC induced 

Nb. This is mirrored in the temperature scans (Figure 100b). There is minimal 

temperature variation for 𝐸 = 19.97𝑘𝑒𝑉 (within the InSb), and no clear transition in 

either trace as 𝑇 rises above 𝑇𝑐. This suggests a lack of induced SC within the InSb 

owing to a lack of enhanced screening. Minimal difference in temperature is observed 

within 𝐴𝑜 (Figure 100c). Both above and below Tc it seems to peak as the muon 

population begins to peak at the interface between the 𝑁𝑏 and 𝐴𝑙𝐼𝑛𝑆𝑏 top-cap. It then, 

in both cases, decreases as throughout the sample. There is from these no evidence 

of screening linked to the superconducting state with a parallel field alignment.  

a) b) 

c) d) 
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5.7: Zero-Field cooled measurement:  

 

Figure 101: Field extracted from LEM measurements with an 30mT field orientated parallel 

with the sample surface.  A) Energy sweeps above and below Tc. B) Temperature sweeps 

within the Nb (E=9.96keV) and the QW (E=19.9keV) 

In addition to the field cooled measurements above, we also performed the same 

procedure with zero field cooling – The external field is switched off whilst the sample 

temperature is being changed (Figure 101). Both an energy scan and a temperature 

scan were performed, again at a 30mT field applied parallel to the sample surface. 

This again exhibited no evidence of screening as a function of temperature (Figure 

101b). 

  

5.8: Secondary Measurements:  

Owing to the poor 𝑇𝑐 of the sample, it was thought likely that the penetration depth, 𝜆𝐿, 

within the 𝑁𝑏 layers of our sample was long relative to the film thickness. To verify, 

the experiment apparatus was adjusted to align the field perpendicular with the sample 

cross section as per section 5.3. The spin rotator was utilised to re-orientate the net 

polarisation of the 𝜇+ and allow for measurable precession. Energy scans were 

performed at two different temperatures (T=15K and T=2.36K). Following that, 

temperature was swept at 4 energies three of these were chosen to consider the 

changing behaviour within the Nb approaching the 𝑁𝑏/𝐴𝑙𝐼𝑛𝑆𝑏 interface. The final 

energy (E=19.97keV) would directly probe the QW. In all cases measurements were 

field cooled and performed at 10mT.  

a) b) 
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Figure 102: Measured detector asymmetry for an Nb/InSb heterostructure with 𝜇𝑆𝑅 with a 

10mT applied external field applied perpendicular to the sample surface, above and below 

𝑇𝑐. 

As with the initial measurements (Figure 98), we can first consider the measured 

asymmetry directly at 𝐸 = 9.97𝑘𝑒𝑉 (Figure 102). This shows an enhancement of 

depolarisation below 𝑇𝑐, most visible at the minima at ~2.5𝜇𝑠. This initial measurement 

is consistent with our expectations (Figure 87). Once again, all datasets within a given 

scan (e.g. all energies at 15K) were fitted globally to equation 5.5. From these fits, 𝑎𝑜, 

𝐵 and 𝜎 are extracted. 

  

------- T=2.7K 

------- T=15.0K 
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Figure 103: Field extracted from LEM measurements with an 10mT field orientated 

perpendicular with the sample surface.  a) Energy sweeps above and below Tc. b) 

Temperature sweeps within the Nb (E=9.96keV) and the QW (E=19.9keV) 

The energy scans (Figure 103a) showed minimal change in the field throughout the 

material, although there was a more significant difference between the two 

temperatures compared to the parallel field (Figure 99a). The temperature sweep 

(Figure 103b) shows more of a response as a function temperature for all four energies 

in comparison to the parallel field (Figure 99b) and is suggestive of some screening 

present in the Nb.  

 

 

 

Figure 104: Asymmetry extracted from L-R asymmetry with an 10mT field orientated 

perpendicular with the sample surface.  A) Energy sweeps above and below Tc. B) 

Temperature sweeps within the Nb (E=9.96keV) and the QW (E=19.9keV) 

𝐴𝑜 showed a similar trend to the parallel field, although as for the extracted field, there 

is a more prominent disparity between the temperatures (Figure 104a). However, from 

the temperature sweeps (Figure 104b) this does not appear to be related to the 
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superconducting state. There is an increase mirrored in the 𝑁𝑏 and the 𝐼𝑛𝑆𝑏 beginning 

at 𝑇 = 10𝐾, which begins well above 𝑇𝑐.  

 

 

 

Figure 105: 𝜎 extracted from the L-R asymmetry of 10mT field orientated perpendicular with 

the sample surface.  A) Energy sweeps above and below Tc. B) Temperature sweeps within 

the Nb (E=9.96keV) and the QW (E=19.9keV) 

As with Figure 100a, 𝜎 is seen to decrease as a function of implantation depth (Figure 

105a). There is a disparity between the two temperature values at all energies that 

was not present for the highest energies in Figure 100a. 𝜎 was seen to decrease as a 

function of temperature below 𝑇𝑐. This enhancement in depolarisation, and 

subsequent decrease, is attributed to the SC state. High temperatures, well above 𝑇𝑐, 

exhibited a similar increase as 𝐴𝑜. With 𝜎, characterisation of the quality of the SC 

sample is possible. 𝜆𝐿 was extracted via eq. 5.8, and then data was fit to both the clean 

and dirty SC (eq. 5.11 and eq. 5.12) to definitively assess the defects within the Nb.   
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Figure 106: Penetration depth modelling for the 4 different energies swept as part of the 

Temperature scans, fitting to both.  

Fit parameters in all cases are presented below in Table 5:  

Table 5: Fit parameters of Figure 9. In each case, the extracted parameters for both the 

“clean” s-wave fit and the power law are included. 

Energy/keV “Clean” s-wave fitting 

parameters 

Power Law fitting parameters 

  (𝝀(𝟎)/𝝁𝒎) 𝚫(𝟎) 

/𝒎𝒆𝑽 
𝜶 (

𝑲

𝝁𝒎
) 

𝒏 𝝀(𝟎)/𝝁𝒎 

5.97 0.51 ± 0.06 1.09 ± 0.01 0.011

± 0.001 

0.989

± 0.002 

0.48 ± 0.06 

9.97 0.59 ± 0.03 2.75 ± 0.01 0.022±0.007 1.27 ± 0.12 0.58 ± 0.02 

11.97 0.55 ± 0.04 2.40 ± 0.03 0.025 ± 0.02 0.635 ± 0.03 0.50 ± 0.24 

19.97 0.718 ± 0.005 4.0 ± 2.6 0.232 ± 0.01 1.07e − 16 

± 0.06𝑒 − 16 

0.48 ± 0.01 
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As expected from the low 𝑇𝑐, and the lack of measured screening, we find the power 

law fit is more satisfactory than the ‘clean’ s-wave fit (Figure 106) within the Nb. This 

indicates the presence of point or line defects with the 𝑁𝑏. The Δ(0) found in the ‘clean 

s-wave fits’ (Table 1) do not agree with accepted value of ~2.32meV from the literature 

[302] [301], additionally supporting the presence of defects.  Neither fit is satisfactory 

within the InSb (Figure 106d). This is direct evidence for the lack of induced SC within 

the QW layer in this sample.  

 

For the three implantations within the 𝑁𝑏 (Figure 106a-Figure 106c), it appears to be 

first order. Additionally, as the implantation energy increases, we get closer to the 

interface 𝑁𝑏/𝐼𝑛𝑆𝑏, the fit becomes less satisfying, and the order deviates (Figure 

106c). The length scale of  ~500𝑛𝑚 is around 10x longer than our film thickness, and 

longer than expectation of high quality Nb [303]. This agreed with our expectations 

and explained the lack of observable screening with the parallel field measurements. 

 

 

Figure 107: 𝜆−2 extracted from transverse field 𝐿𝐸 − 𝜇𝑆𝑅 measurements as a function of 

temperature for three implantation energies.  
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We can also consider the variation in 𝜆−2 as is considered in the literature previously 

(Figure 87). Figure 107 gives this for 3 implantation energies. Data is fit to the case for 

a ‘dirty’ s-wave superconductor eq. 5.11. Within eq. 5.10, Δ(𝑇) is substituted for  

Δ(0) (1 −
𝑇

𝑇𝑐
)

𝑛

, as used to assess the electrical measurements in Chapter 4.  

 

Table 6: Extracted fit parameters from modelling of  𝜆−2 as a function of temperature.    

Fit Parameter 𝑬 = 𝟓. 𝟗𝟕𝒌𝒆𝑽 𝑬 = 𝟗. 𝟗𝟔𝒌𝒆𝑽 𝑬 = 𝟏𝟏. 𝟗𝟔𝒌𝒆𝑽 

𝝀−𝟐(𝟎)/𝝁𝒎−𝟐 5.00 ± 0.08 2.78 ± 0.01 3.62 ± 0.04 

𝚫(𝟎)/𝒎𝒆𝑽 1.17 ± 0.02 1.78 ± 0.04 1.16 ± 0.01 

𝒏 1.48 ± 0.03 2.63 ± 0.06 6.69 ± 0.80 

 

Fit parameters are presented in Table 6. Fits are obtained for all three cases, further 

supporting the argument for the Nb used possessing defects. Again, Δ(0) does not 

agree with the accepted energy gap of Nb in the literature. Additionally, 𝑛 shows 

increasing disagreement with the accepted value of 𝑛 = 0.5 for clean s-wave SC 

deeper into the sample. At all energies, 𝑛 is significantly larger than that obtained 

during characterisation of the 100nm films characterised for the electrical 

measurements in Chapter 4, which were around the ideal value of 𝑛 = 0.5 (Table 2). 

This agrees with the overall lower 𝑇𝑐 of this 50nm film (𝑇𝑐 = 6.25𝐾 𝑣𝑠 8.0𝐾).  This also 

offers a possible explanation for the apparent lack of induced SC within the 2DEG 

layer compared to the 100𝑛𝑚 film. Also of note, in comparison to the previously 

considered examples in the literature (Figure 87b), and as with (Figure 106) is the 

comparatively large finite 𝜆 existing above 𝑇𝑐 = 6.25𝐾. As 𝜆𝐿 is estimated from 𝜎, there 

is either significant depolarisation occurring intrinsically within the Nb outside of the 

SC state, as can be seen in Figure 105, or the induced SC state is weak, and is causing 

minimal screening.  

 

From both these analyses, and the overall low 𝑇𝑐 of the 𝑁𝑏 film, we conclude that the 

𝑁𝑏 film used here contains defects, that have adversely affected the film quality. The 

reduced film quality resulted in a long penetration depth relative to our film thickness, 

which precluded measurement of screening in the Nb layers. Additionally, in all 
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considered analysis, no evidence of SC was observed within InSb layers. As a result, 

there is no information to be gleamed about the potential pairing frequency of a high 

SOC material from this experiment. Overall, the lack of measurable SC extending into 

the InSb means this experiment must be regarded as a failure. However, as the 

primary cause of this failure extended from the poor quality of the Nb, it was thought 

that a higher quality SC film would be a viable experimental alternative. This will be 

the subject of the next chapters discussion.  
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Chapter 6: 𝝁𝑺𝑹 of a 𝑷𝒃/𝑰𝒏𝑺𝒃 

heterostructure 

6.1: Adjustments in light of prior experiments: 
 

The previous 𝜇𝑆𝑅 experiment on a Nb/InSb heterostructure failed to measure 

Meissner screening within the Nb layer. Extraction of 𝜆𝐿 from 𝜇𝑆𝑅 measurements 

experiment suggested that the Nb used contained defects. The presence of these 

defects led to a long 𝜆𝐿 past that which allowed for measurable screening with our 

samples. Because the intended experiment was still of great interest, alternative 

superconductors were considered. Al, a common alternative SC in high SOC proximity 

superconducting devices was unviable due to the 𝑇𝑐 being outside the measurable 

range for the LEM cryostat [41].  

 

 

Figure 108: a) Previously measured sample structure – a 60nm Pb film deposited upon bulk 

InSb. b) Internal field extracted from 𝜇𝑆𝑅 measurements of a 60nm Pb film deposited upon 

bulk InSb [304]. Solid blocks are below 𝑇𝑐 at 𝑇 = 3.0𝐾, clear blocks above 𝑇𝑐 at 10.5𝐾.  

Another considered option was 𝑃𝑏. 𝑃𝑏 has been shown to be a Type-I superconductor, 

with a 𝑇𝑐 ≈ 7.2𝐾 for pure samples [305] [306]. Previous 𝜇𝑆𝑅 measurements on a 60nm 

Pb film deposited on top of bulk 𝐼𝑛𝑆𝑏 had been performed by other groups (Figure 

108). Energy scans showed a clear screening profile below 𝑇𝑐 (Figure 108b). The Pb 

film in this sample was the top-most layer, analogous to the 𝑁𝑏 films used in Chapter 

5. The presence of a clear screening profile, when adjacent to 𝐼𝑛𝑆𝑏, made 𝑃𝑏 our clear 

secondary choice of a superconductor.  

2nm 

a) b) 
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Figure 109: Muon stopping profile for a 50nm Pb film deposited on an InSb QW layer, 

simulated by TRIM SP. 

Whilst a 60nm film was used for that bulk measurement, simulations were still required 

to find a workable film thickness for our purposes. 𝑃𝑏 has a significantly higher density 

than Nb. As density is a major contributor to the muon stopping distance, it was 

expected that thinner 𝑃𝑏 films would be required to ensure an adequately high 

proportion of 𝜇+ stopping within the quantum well. However, TRIM simulations of a 

𝑃𝑏/𝐼𝑛𝑆𝑏 structure again suggested 50nm would be sufficient for our purposes, even 

given this higher density.  

 

6.2: Surface treatment of an InSb QW:  

 

Simple substitution of the 𝑁𝑏 for a 𝑃𝑏 film had some basis for likely experimental 

success, as evidenced from the prior measurements and TRIM simulations. However, 

we also took steps to modify the InSb structure to further improve this likelihood. A full 

reworking of the sample to modify it such that the 𝑃𝑏 would be the bottom most layer 

of the sample was impossible on our timescale. Facilities to grown new 2DEGs were 

not operational and could not be brought into operation during this time. Even if they 

were, modification and growth of new 2DEG wafers would require extensive 

characterisation and optimisation. This meant that existing 2DEG wafers were used.  
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Another possibility to achieve this same modification would be to etch the GaAs 

substrate, and in essence ‘lift’ the 2DEG layers from the sample. (Figure 13). However, 

this would still leave the 3𝜇𝑚 𝐴𝑙𝐼𝑛𝑆𝑏 buffer layer. This buffer layer would be too thick 

to allow 𝜇+ implantation in the QW layer. Additionally, the bulk 𝐴𝑙𝐼𝑛𝑆𝑏 would be 

insulating, and thus unlikely to exhibit long range proximity superconductivity. A 

controllable, uniform etch of this 3𝜇𝑚 layer post ‘lift’ was possible in theory via dry etch 

methods, however this would again require extensive characterisation work non-viable 

on our time frame. As such it was not possible for this series of experiments to invert 

the positioning of the 𝑃𝑏 and 𝐼𝑛𝑆𝑏. 

 

Whilst this inversion was impossible, it was still possible to decrease the spatial 

separation between the SC and the QW by etching the top cap. A full etch down to the 

QW layer, placing the Pb flush against it was non-viable. This would both remove the 

doping and destroy the confinement of the QW and thus cripple the conductivity of the 

sample. However, within the existing designs, this left around 20𝑛𝑚 of AlInSb top cap 

material that could be safely etched. For this, we considered an existing citric acid etch 

recipe, used as a surface treatment to create ohmic electrical contacts for Hall Bars. 

Experimental characterisation of this etch was performed by a prior PhD student in our 

group, the full details of which can be read here [162]. 
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Figure 110: Schematic diagram of performed AFM measurements. A cantilever is moved 

across a sample surface. A laser is aligned with the back of the cantilever. Slight deflections 

of the cantilever are measured by tracking the laser intensity via a photodiode. [162] 

As part of the work in characterising the role of the citric acid etching, Atomic Force 

Microscopy, or AFM, measurements of the surface roughness of a typical InSb sample 

were performed. AFM, as used in that work, utilises a cantilever moved across the 

surface of a sample (Figure 110) [307] [308]. As the cantilever is moved, electrostatic 

repulsion between the cantilever and the surface deflects the cantilever. As the surface 

of the sample changes in height, the cantilever will thus be deflected proportionately. 

In this case, deflections are monitored via laser interferometry [162] [309]. A laser 

beam is reflected off of the back of the cantilever, and the reflection monitored via a 

photodiode [310]. As the cantilever deflects, the path length of the reflection changes, 

changing the intensity incident on the photodiode. With a suitable calibration, 

measurement of the variation in photodiode signal as a function of cantilever motion 

will give the topography of a sample surface along the axis of cantilever motion. 

Successive movements of the cantilever can allow full mapping of a sample surface 

[311] [312].   
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Figure 111: a) AFM measurements of surface roughness of untreated 40 × 40𝜇𝑚2 piece of an 

InSb 2DEG wafer. b) as a) but with the sample rotated 90𝑂. [162] 

Figure 111 presents such a mapping. AFM measurements were performed on a 

40 × 40𝜇𝑚2 piece of a typical 𝐼𝑛𝑆𝑏/𝐴𝑙𝐼𝑛𝑆𝑏 heterostructure. The typical samples show 

rough surfaces, prior to etching. A piece of this sample had a 60 × 30𝜇𝑚2 trench 

defined by optical lithography, and was then subject to a citric acid etch:  

 

 

Figure 112: AFM of a piece of InSb subject to a citric acid surface treatment [162].  

AFM confirmed the citric acid etched the InSb wafer (Figure 112). A series of samples 

were prepared and etched for various lengths of time. After the etch, each sample was 

measured via AFM, and used to calculate the 𝑟𝑟𝑚𝑠 surface roughness as a function of 

etch time. 𝑟𝑟𝑚𝑠 is a measure of the average surface roughness, given by: 

49𝑛𝑚 

0𝑛𝑚 

49.4𝑛𝑚 

0𝑛𝑚 0𝑛𝑚 

0𝜇𝑚 

0.15𝜇𝑚 
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𝑟𝑟𝑚𝑠 =

√(𝑧1
2 + 𝑧2

2 + 𝑧3
2 + 𝑧4

2 + ⋯ . 𝑧𝑛
2)

√𝑛
 

 

(6.1) 

Where 𝑧𝑛 is the roughness at a given sampling point, 𝑛.  Additionally, for each sample, 

the total etch depth was calculated from the AFM measurements, by considering the 

step size between the trench and surrounding wafer.  

 

Figure 113: RMS roughness of InSb wafer as a function of total etch depth [162] 

The RMS roughness estimated for each etch depth is shown in Figure 113. The 

original work performed a linear extrapolation of surface roughness as a function of 

depth; however it is arguable the roughness would more sufficiently obey a step 

function corresponding to the removal of the surface oxide layer on the AlInSb. In 

either case, Figure 113 showed that, for shallow etches of the AlInSb top cap, there is 

no increase in surface roughness.  

 



158 
 

 

Figure 114: Etch depth as a function of total etch time for use of calibration of the overall etch 

rate [162].  

Etch depth as a function of total etching is shown in Figure 114. This was estimated 

to be ~2𝑛𝑚/min. A shallow etch of the top cap layer was thus a controllable process. 

As such, it was thought a shallow etch of the InSb top cap with a citric etch could be 

performed, without impacting the deposited film quality, or compromising the 

conductivity of the underlying QW structure.    
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6.3 Redesigned Sample, Deposition and Characterisation:  

 

Figure 115: Redesigned SC/InSb 2DEG used in this section’s measurements. A citric acid 

etch treatment applied to the bulk InSb removed ~15𝑛𝑚 of 𝐴𝑙15𝐼𝑛85𝑆𝑏 top cap. Chosen etch 

depth should mean the Te doping is approximately 10𝑛𝑚 from the Pb/InSb interface.  

 

The finalised sample design is shown in Figure 115. Using the calibrated etch, the 

citric acid etch was timed to etch around 15nm of material, and the sample was quickly 

loaded (<5 mins) into an evaporator under vacuum to prevent re-oxidisation of the 

surface. Additionally, a separate test piece was prepared, with some of the sample 

coated with PMMA to serve as an etch mask, which was etched at the same time as 

actual sample. The PMMA was then removed with acetone, and the total etch depth 

measured via AFM to be 15nm. The etch, sample cleaning, and Pb deposition were 

all performed at the Neils Bohr Institute in Copenhagen. An additional 2nm thin 𝐴𝑙2𝑂3 

layer was deposited to protect the sample surface.   

 

6.3.1. Electrical characterisation: 
 

In addition to the 4 1 × 1𝑐𝑚2 pieces required for the 𝜇𝑆𝑅 measurements, additional 

smaller samples were made in the same deposition to allow for characterisation of the 

Pb film. From these, an ~0.5𝑚𝑚2 piece was contacted with 4 terminals bonded to the 

sample surface with silver conductive paint. The sample was measured using the 

Pulse Tube Cryostat and a Keithley 6200/ 2100A current source/multimeter.  
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Figure 116: Electrical characterisation of the Pb/InSb Sample via 4-terminal R(T) 

measurements on a 1𝑐𝑚2 piece of Pb/InSb film.  

Characterisation consisted of 4 terminal measurements R(T) measurements, setting 

a singular offset current, and recording the lock-in voltage multiple times. The 

temperature is raised gradually in 0.1s intervals, and voltage recorded continually. The 

temperature was swept up from base, and then lowered in a single continuous 

measurement. From this, 𝑇𝑐 was estimated to lie between 6.7 and 7K, lower than the 

𝑇𝑐 = 7.2𝐾 expected for pure Pb [313].  

 

6.3.2. Self-Consistent Schrodinger-Poisson simulation.  
 

In addition to characterisation of the 𝑃𝑏 layer, it was also prudent to consider what 

effect the citric etch was likely to have on the semiconductor. The confinement of the 

energy levels within a QW depends upon the thickness of the surrounding confining 

material. Etching the top cap would, even without removing the 𝛿 doping layer, alter 

the resulting properties of the Quantum Well, and significantly reduce the confinement 

of electrons within it. In the worst case, the thinning could be sufficient to destroy the 

Quantum Well by entirely removing the confinement on one side.  
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Ideally, a full electrical study of this alteration would be performed to consider the effect 

this had on the mobility, 𝜇 and carrier concentration, 𝑛𝑠. However, fabrication of Hall 

bars to perform this was not possible in the time frame of this work. As such, a self-

consistent Schrodinger-Poisson simulation was performed instead to give an 

indication as to the effects. This would calculate the resulting band structure and the 

first energy levels within the system. These simulations were performed using a 

FreeWare 1D Schrodinger-Poisson program [314]. This program had previously been 

used to for the calculations presented in Figure 40b.   
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Figure 117: Self-Consistent Schrodinger Poisson simulations of the InSb elements within the 
Pb/InSb structure  a) Comparative structure with no citric acid etching. b) Structure with citric 

acid thinned top cap. 𝛿-doping concentrations of  2.2 × 1011 were used in both cases.  
Additionally, a Schottky barrier of 0.25eV at Z=0 was used in both calculations.  

Figure 117 shows the results of simulations of the 𝐼𝑛𝑆𝑏 2𝐷𝐸𝐺 structure (As depicted 

in Figure 40a and Figure 115). Figure 117a presents an un-etched example to serve 

as a comparative basis for the etched sample (Figure 117b). Thinning of the top cap 

primarily seems to render the secondary well, caused by the 𝛿 doping, shallower. This 

would be expected given that the thinning removed over half the confining material on 

this side. The thinning is sufficient for the first sub-band to now occupy the QW instead 

a) 

b) 
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of doping layer. The simulations suggest that although shallower, the Quantum Well 

still exhibits a good degree of confinement, and as such carriers within it likely to still 

exhibit high 𝜇. As such, it can be compared to the previously used 2𝐷𝐸𝐺 samples in 

the discussion moving forwards, but we note a full electrical study would be an 

important piece of future work for future samples.  

 

6.3.3: Muon Stopping Profile:  

 

Figure 118: Muon Stopping Profile calculated via TRIM.SP for the InSb heterostructure 

featured in Figure 114.  

The muon stopping profile was calculated for our modified heterostructure. The 

thinning of the top cap meant even with a high density Pb layer on top, we would have 

access to all layers of the sample within the range of available energies. However, 

there would be a significant fraction of muons stopping within the Pb layers at all 

energies.   
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6.4: Results:  

6.4.1: 10mT 𝝁𝑺𝑹 measurements: 

As with the Nb measurements in Chapter 5, once the sample was loaded, the beamline 

was calibrated via adjustment of the ring anode voltages. Implantation energy scans 

were undertaken at 𝑇 = 15𝐾 and 𝑇 = 2.36𝐾. Additionally, temperature scans at 

selected energies within the Pb (𝐸 = 6.0𝑘𝑒𝑉) and the InSb (𝐸 = 14.0𝑘𝑒𝑉) were 

performed to establish temperature dependence. In all these cases, measurements 

were field cooled – an external field applied to the sample above 𝑇𝐶 before cooling to 

base in order to ensure flux is present within the bulk of the sample.  

 

 

Figure 119: Measured detector asymmetry for an Pb/InSb heterostructure with a 10mT applied 

external field parallel to the sample surface, above and below 𝑇𝑐 at 6.0𝑘𝑒𝑉.  

Detector asymmetry was extracted from the raw histograms and fit to eq. 5.5. All 

datasets within a given scan (e.g. all energies at 15K) were fitted globally. Figure 119 

shows two measurements at an implantation energy 𝐸 = 6.0 𝑘𝑒𝑉 at different 

temperatures, above and below 𝑇𝑐. A clear frequency shift and increase in 

------- T=2.7K 

------- T=15.0K 
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depolarisation can be observed below 𝑇𝑐. The 𝑃𝑏 is thus superconducting. For each 

of these asymmetry measurements, 𝐵, 𝐴𝑜 and 𝜎 are extracted.  

 

Figure 120: Magnetic field extracted for a 10mT external field as a function of a) Implantation 

energy above and below 𝑇𝑐 b) Sample temperature at two energies – 6.0keV centered within 

the Pb and 14.0keV within the InSb.  

Presented in Figure 120 are the fields extracted from energy scan and temperature 

scans for an 10mT field applied parallel to the sample surface. Clear screening is 

visible in the energy scans within the 𝑃𝑏 and extended through all subsequent 

energies This contrasts with the bulk 𝐼𝑛𝑆𝑏 presented in Figure 108. In there, the 

𝑎) 

𝑏) 
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highest energies saw the field return to the external field, whereas here (Figure 120a) 

significant screening is still observable. As the highest energies centre within the InSb 

(Figure 118) this is strong evidence of SC extending well into the 𝐼𝑛𝑆𝑏 layers. Proximity 

SC has thus extended further into the 𝐼𝑛𝑆𝑏 2DEG sample than has previously been 

seen on bulk InSb. This increased penetration likely results from the increased 

conductivity and 𝜇+ within the QW layer, which is indicative successful proximity 

induced SC in the 2DEG. As was the case with the electrical measurements, this is a 

significant experimental success.  

 

Further supporting evidence can be seen in the temperature scans (Figure 120b). The 

temperature scans were chosen to occur at energies of 6𝑘𝑒𝑉 and 14𝑘𝑒𝑉 such that 

they would centre in the 𝑃𝑏 and the 𝐼𝑛𝑆𝑏 respectively. The two traces exhibit different 

trends tending towards equivalence as T approaches 𝑇𝑐 suggesting that the screening 

seen in each layer is different. Total suppression of the field screening by 𝑇 =

7.0𝐾 agrees with 𝑅(𝑇) characterisation of 𝑇𝑐 (Figure 116).  



167 
 

 

 

Figure 121: 𝜎 extracted for a 10mT external field as a function of a) Implantation energy above 

and below 𝑇𝑐 b) Sample temperature at two energies – 6.0keV centred within the Pb and 

14.0keV within the InSb. 

𝑎)  

𝑏)  
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The depolarisation measured within the sample is presented in Figure 121. As 

expected, we see an enhancement of depolarisation below 𝑇𝑐. This depolarisation is 

seen in each energy trace. Additionally, there is a clear trend visible (Figure 121b) in 

both the 𝐼𝑛𝑆𝑏 and the 𝑃𝑏, with the depolarisation then seemingly being constant as 

the temperature is increased further above 𝑇𝑐. The presence of this within the 𝐸 =

14.0𝑘𝑒𝑉 data supports proximity induction within the 𝐼𝑛𝑆𝑏 layers. 

 

 

Figure 122: 𝐴𝑜 extracted for a 10mT external field as a function of a) Implantation energy 

above and below 𝑇𝑐  b) Sample temperature at two energies – 6.0keV centered within the Pb 

and 14.0keV within the InSb. 

𝑎)  

𝑏)  
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Finally, we can consider 𝐴𝑜 (Figure 122). There was no systematic difference between 

the 𝐼𝑛𝑆𝑏 and 𝑃𝑏 visible as a function of temperature. In general, the asymmetry 

increased as a function of Implantation depth.   

 

6.4.2: 30mT 𝝁𝑺𝑹 measurements 

According to the theory, application of a larger field should enhance the p-wave 

elements and decrease the s-wave components within a high SOC proximity 

superconductor [121] [126]. As such, we also performed 𝜇𝑆𝑅 measurements at 30mT. 

This was constricted to an energy scan at 𝑇 = 2.89𝐾 and 𝑇 = 15.0𝐾. As with the 10mT, 

the measurements were field cooled from 15.0K.  

 

Figure 123: Measured detector asymmetry for an Pb/InSb heterostructure with with a 30mT field 

external field applied parallel to the sample surface, above and below 𝑇𝑐.  

Once again, detector asymmetry was extracted from the raw histograms and fit to eq. 

5.5 Figure 123 gives shows two measurements at an implantation energy 𝐸 = 6.0𝑘𝑒𝑉 

above and below 𝑇𝑐. Again, a clear frequency shift and increase in depolarisation can 

be observed below 𝑇𝑐. For each of these asymmetry measurements, 𝐵, 𝐴𝑜 and 𝜎 are 

extracted.  

 

------- T=2.7K 

------- T=15.0K 
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Figure 124: Magnetic field extracted for a 30mT external field as a function of implantation 

energy above and below 𝑇𝑐 

The higher field also exhibits evidence of Meissner screening through the sample 

(Figure 124). As with the 10mT field, the screening extends to the higher energies, 

centering within the InSb.  

 

 

Figure 125: a) 𝜎 extracted for a 30mT external field as a function of Implantation energy above 

and below 𝑇𝑐 b) 𝐴𝑜 extracted for a 30mT external field as a function of implantation energy 

above and below 𝑇𝑐 

𝜎 and 𝐴𝑜 are also extracted for the 30mT measurements (Figure 125). As with the 

10mT field, 𝜎 is significantly enhanced below 𝑇𝑐 consistent with the superconducting 

state. Additionally, it shows a similar dependence with implantation energy. The overall 

larger values are attributable to the larger field used, as observed in the Nb 
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measurements. In contrast however to the 10mT data (Figure 122), 𝐴𝑜 observed a 

slight difference between the S and N states, but still exhibited a visibly similar trend 

with implantation energy.  

 

 

Figure 126: Normalised field extracted from the 10mT and 30mT measurements considered 

in Figure 118a  and Figure 121 as a function of implantation energy.  

Comparison between the field data normalised with respect to measurements at 15.0𝐾 

for the two fields shows a distinct difference in field behaviour between the two fields. 

The measured local field is greater for the 30mT external field than the 10mT data. As 

a result, the local field screening profile within the sample has been suppressed, 

relative to the 10mT field, by the application of a 30mT field.  

 

There are a few possible explanations for this. The first, most obvious, is that the 

higher field is sufficient to kill the superconductivity induced in the InSb. The electrical 

measurements undertaken in Chapter 4 showed that the SC induced in the InSb layers 

is weaker than that of the corresponding bulk superconductor, possessing a smaller 

energy gap. As such, it should be possible that the application of an external field could 

kill this proximity state, whilst not supressing the Pb. As such, the remaining screening 

seen at the high energy for 30mT could result solely from the fraction stopping within 

the Pb.  

 

 

𝐵
𝑛

𝑜
𝑟

𝑚
 

𝑥  𝐵 10𝑚𝑇   𝑇 = 2.7𝐾 

𝑥  𝐵 30𝑚𝑇   𝑇 = 2.7𝐾 
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Figure 127: Comparison of measured differential resistance measured before and after 

application of an external B-field on 100nm Nb/InSb sample, as measured in Chapter 4. 

Measurement undertaken at 3.0K.  

The second possibility, also suggested by the electrical measurements, is that the 

application of the magnetic field has altered the interface between the 𝑃𝑏 and the 𝐼𝑛𝑆𝑏. 

As seen in 4.12, application of a field can permanently alter the proximity 

superconducting state in a 𝐼𝑛𝑆𝑏/𝑆𝐶 heterostructure, which can radically change the 

measured features (Figure 127).  Although this sample received a citric acid surface 

treatment, and thus the exact conditions between the two samples will vary, it is not 

unlikely that the interfacial behaviour may be similar. As such, the altered behaviour 

may be due to a field induced alteration of the interface.  

 

Finally, it is possible this behaviour results from the nature of the induced 

superconductivity. As discussed in chapter 2.11, high SOC can lead to the induction 

of a triplet superconductivity state. Additionally, because SOC doesn’t fully lift spin 

degeneracy, the induced superconducting state should exhibit elements of both singlet 

and triplet pairing [121]. These two states should exhibit opposing field responses 

[122]. The singlet state will exhibit Meissner screening, expelling the external field from 

within the SC. The triplet state will exhibit anti-screening, seeking to enhance the 

induced SC state. Additionally, the relative strength of the singlet term will be 

𝑅
/Ω

 
−  𝑃𝑟𝑒 𝑓𝑖𝑒𝑙𝑑 1.5𝜇𝑚 
−  𝑃𝑜𝑠𝑡 𝑓𝑖𝑒𝑙𝑑 1.5𝜇𝑚 

𝐼/𝑚𝐴 



173 
 

supressed by the field, and the triplet state will be enhanced. The reduced field 

screening in the 30mT trace could result from this. Confirmation of such behaviour 

would be a significant finding, providing direct experimental evidence of triplet 

superconductivity in high SOC materials. However, distinguishing between a purely s-

wave induced state, and a mixed state that is predominantly s-wave may be 

challenging, and will require detailed theoretical modelling.  

 

In order to distinguish between these three possibilities, two things are required. First, 

to consider potential alteration of the interface, we would need to verify if the system 

remained altered after the 30mT field is removed. There was insufficient time to 

perform this during the initial set of measurements. Additional experimental time was 

granted at a later date. Thus, to investigate this, a series of measurements applying  

10𝑚𝑇 → 30𝑚𝑇 → 10𝑚𝑇 fields would be required. At each field step, a measurement 

with varying implantation energy would be performed. Additionally, samples would 

then require heating to 15K before application of the higher field to ensure no flux is 

trapped within the superconducting state. As established in Chapter 4.12, temperature 

cycling over this low temperature scale wouldn’t undo any field induced changes. As 

such, by cycling the field 10𝑚𝑇 → 30𝑚𝑇 → 10𝑚𝑇, if the 𝜇𝑆𝑅 signal restored itself to 

the initial 10𝑚𝑇 measurement, then the observed change would be unlikely to be these 

interfacial effects.  

 

 

6.4.4: Secondary measurements: 

Secondary measurements on the same sample to perform this cycling were performed 

a few months after the initial measurements. The 𝑃𝑏/𝐼𝑛𝑆𝑏 piece used for 

characterisation in 6.3 was remeasured to consider any possible degradation over this 

time frame. The sample was measured using the Optistat cryostat, and Keithley 

6100/2100A current source/multimeter. Additionally, one of the four electrical contacts 

gave out during sample cooling. The re-characterisation measurements were thus 

undertaken via two terminal measurements.  
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Figure 128: IV’s measured for Pb/InSb characterisation piece. ×’s indicate data measured 

prior to initial 𝜇𝑆𝑅 measurements. –‘s indicate measurements performed prior to second 

experimental run. In both cases, data is offset from 𝑇 = 3.0𝐾 data for visual clarity – Equivalent 

temperature data sets for are offset by the same amounts.   

IV’s performed for this characterisation are presented in Figure 128 with the equivalent 

IV’s measured during the initial characterisation included for reference. Although 𝑇𝑐 

can be seen to be broadly similar, there is a large suppression in 𝐼𝑐. This suggests the 

sample underwent some degradation during the interim. As the sample was stored in 

vacuum conditions during this period, it is likely this degradation is occurring at the 

interface between the InSb and the Pb. Interfacial degradation between InSb 2DEGs 

and SC thin films has been previously reported [202].   

 

𝐼/𝑚𝐴 

𝑉
/𝑚

𝑉
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Figure 129: Field history of secondary 𝐿𝐸 − 𝜇𝑆𝑅 measurements. A, B and C are used to 

denote which measurements different datasets correspond to in future plots.  

 

The original intention of the measurements was to perform a full 10𝑚𝑇 → 30𝑚𝑇 →

10𝑚𝑇 sweep over the same energy range and spacing as used for the initial 30𝑚𝑇 

measurements (Figure 126). Unfortunately, the sample was found to insufficiently cool 

below 𝑇𝑐 during measurement due to inadequate thermal contact. As such, the sample 

required heating, re-gluing and recooling. This was sufficient to bring the sample below 

𝑇𝑐, however doing so halved total measurement time, and as such restricted the total 

measurement range in order to perform the expected cycling. The final procedure for 

temperature cycling with given field is shown in Figure 129. Additionally, this meant no 

temperature sweeps (e.g. Figure 121b) were performed for any field.  

A 10mT 3.0K 

10mT 15.0.0K 

B 30mT 3.0K 

30mT 15.0K 

C 10mT 3.0K 
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Figure 130: Normalised field extracted from the 10mT and 30mT measurements as a function 

of 𝜇+implantation energy. Notation A, B and C correspond to measurements A, B and C in 

Figure 21.  a) Measurements undertaken during these secondary measurements. b) All energy 

sweep measurements undertaken over both experimental periods.  

Figure 130a shows the fields extracted from each of the secondary 𝜇𝑆𝑅 

measurements, normalised with respect to the applied external field. As with the initial 

measurements (Figure 126), magnetic screening can be observed, reducing as the 

𝑎) 

𝑏) 
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implantation energy increases. Application of the 30mT field causes a distinct 

alteration of the field profile relative to the 10mT, increasing the screening within the 

Pb (E = 8.0keV), and reducing screening at the high energies. When the field is cycled 

back to 10mT, this change in field relaxes, although the system does not fully return 

to the original measured behaviour. The relaxation of this phenomena is evidence that 

the altered screening profile has at least some direct field dependence and is not solely 

due to alteration of the surface states. The electrical measurements showed that 

cycling to 𝑇 = 15𝐾 was not sufficient to reset any field induced alteration, and as such 

the relaxation here cannot be due to the temperature cycling alone. It instead must 

result from the change in field amplitude. 

 

Additionally, the values of screened field for this secondary set of measurements are 

significantly less than those in the initial (Figure 130b). We attribute this reduction to 

the sample degradation, evidenced by the reduction in 𝐼𝑐 (Figure 128).  𝜆𝐿, which 

describes the length scale of Meissner screening, has inverse dependence on the 𝑛𝑠, 

and thus Δ (2.23). As Δ and 𝐼𝑐 within a superconductor are correlated, an observed 

reduction in 𝐼𝑐 means 𝜆𝐿 will be longer. A longer 𝜆𝐿, in the same sample will lead to 

less overall screening, leading to a reduced measured 𝐵.  
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Figure 131: 𝜎 extracted from the 10mT and 30mT measurements as a function of 

𝜇+implantation energy  a) Measurements undertaken during these secondary measurements. 

b) All such measurements undertaken over both experimental periods.  

As with the initial measurements, 𝜎 can be extracted (Figure 131a). Depolarisation 

was enhanced for the 30mT field. This enhancement is in line with the enhancement 

seen in the initial measurements (Figure 131b). 𝜎 mostly returned to the initial values 

seen pre-field cycling although there was a small difference, which was larger for the 

higher energies. As discussed in Section 5.1, below 𝑇𝑐 the depolarisation, 𝜎, arises 

from the distribution of fields within the sample. In the superconducting state, this will 

𝑎) 

𝑏) 
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be dictated by the screening profile within the sample, which at high energies will 

include the proximity superconductivity. For the values to remain similar, this suggests 

minimal alteration in the internal field distribution of the sample. As such, an alteration 

as seen in the electrical measurements of the Nb samples cannot have occurred. The 

field suppression seen at the higher energies must then be a direct response to the 

magnitude of the applied field. 
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Figure 132: 𝐴𝑜 extracted from the 10mT and 30mT measurements as a function of 

𝜇+implantation energy  a) Measurements undertaken during these secondary measurements. 

b) All such measurements undertaken over both experimental periods 

Finally, we can consider 𝐴𝑜 (Figure 132a). A decrease is seen for the 30𝑚𝑇 relative to 

the 10𝑚𝑇 data. Additionally, field cycling did not change the measured 𝐴𝑜 at 10𝑚𝑇. 

Comparison of the full set of measured data (Figure 132b), a suppression of 𝐴𝑜 was 

also observed between the 10𝑚𝑇 and 30𝑚𝑇 data. This suppression was greater for 

the secondary measurements than the initial ones.  

𝐴
𝑜

 
𝐴

𝑜
  

𝑎) 

𝑏) 
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6.5: Modelling of the Internal field profile:  

 

Having experimentally established that the phenomena is unlikely to be due to charge 

alteration alone, we can also attempt to factor out the 𝑃𝑏 contribution to the observed 

field screening. As discussed in 5.3, the sample orientation used in this measurement, 

that with the SC layer on top, will result in some energy dependant fraction of 𝜇+ 

stopping within the SC. This will likely result in there being some measurable screening 

for all implantation energies. For measurements of proximity superconductivity such 

as ours, this means the screening observed, particularly at the highest energies, may 

have significant contributions from the fraction of 𝜇+ stopping within the 𝑃𝑏.  

 

Figure 133: Muon Stopping fractions by material layer as a function of implantation energy.  

 

To account for this, we can consider the 𝜇+ stopping distribution, 𝑛(𝐸) that serves as 

the basis of the stopping profiles (Figure 133). From this we can estimate the muon 

stopping fraction within each layer for a given energy. For each implantation energy, 

the number of 𝜇+ expected to stop in a given layer is summed, and then divided over 

the total of 𝜇+. Figure 133 gives these fractions.  From this, we can see that even for 

the highest implantation energies used, 25𝑘𝑒𝑉, around 10% of the total muon fraction 

will be contributions from the 𝑃𝑏. As such, we must account for this fraction to verify 

the observed screening is not purely due to the Pb stopping fraction.  
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6.5.1 “Worst-case” modelling: 

 

In the first instance, we can consider the most extreme possible case – that of spatially 

uniform screening within the 𝑃𝑏 and no proximity superconductivity i.e.: 

  

𝐵(𝑧) = {
𝐵𝑠𝑐𝑟𝑒𝑒𝑛 

𝐵𝑒𝑥𝑡

2 < 𝑧 < 52𝑛𝑚
𝑒𝑙𝑠𝑒

 

  

 

(6.2) 
 

For 𝜇+ stopping within the 𝑃𝑏, the internal field they experience will be screened, such 

that it experiences a fractional value of 𝐵𝑒𝑥𝑡 . Otherwise, a 𝜇+ will experience 𝐵𝑒𝑥𝑡. This 

is taken to be the most extreme possible estimate of Meissner screening possible 

within the Pb – a. For a given implantation energy, resulting average field felt by the 

total  𝜇+ population will thus be given by:  

 

 𝐵(𝑧) = ∑ 𝑛(𝑧)𝐵(𝑧) (6.3) 

From which, we can extract an overall 𝐵/𝐵𝑒𝑥𝑡  value for each implantation value. This 

can then be compared to our measured values, for different values of 𝐵𝑠𝑐𝑟𝑒𝑒𝑛. If there 

is no proximity screening, then a value of 𝐵𝑠𝑐𝑟𝑒𝑒𝑛 should correspond to our 

measurements, and our observed data could be explained by the 𝑃𝑏 fraction alone.   
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The resulting ‘worst-case’ screening profile is given in:  

 

 

Figure 134: Simulated 'worst-case' screening profiles calculated for a) 𝐵𝑠𝑐𝑟𝑒𝑒𝑛 = 0.9𝐵𝑒𝑥𝑡 b) 

𝐵𝑠𝑐𝑟𝑒𝑒𝑛 = 0.96𝐵𝑒𝑥𝑡. In both cases, normalised B-field measured for the 10mT and 30mT as a 

function of implantation are included for comparison.  

Two cases for field screening are simulated. The first (Figure 134a) takes a screening 

value of 𝐵 = 0.96𝐵𝑒𝑥𝑡, taken as the observed minima within from the energy scans. 

The second (Figure 134b) takes 𝐵 = 0.90𝐵𝑒𝑥𝑡 as an example extreme screening case. 

In either case, the screening profile observed cannot be fully explained with this ‘worst-

case’ example. In both cases, the highest energy behaviour for the 30mT 

a) 

b) 
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measurement appears explainable by this screening. However, the 10mT values 

cannot – If the observed field screening was purely due to the 𝑃𝑏 fraction, both 

datasets should be explainable. Additionally, for both fields, the ‘worst-case’ is also 

insufficient to describe energies less than 15keV, which covers the majority 

implantation within the 𝐴𝑙𝐼𝑛𝑆𝑏 top cap. From these, given this was intended as a 

‘worst-case’, it seems reasonable that there is some experimental evidence of 

proximity superconductivity within the AlInSb layers. The same treatment can be done 

for the secondary set of measurements. 
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Figure 135: Simulated 'worst-case' screening profiles calculated for a) 𝐵𝑠𝑐𝑟𝑒𝑒𝑛 = 0.96𝐵𝑒𝑥𝑡 b) 

𝐵𝑠𝑐𝑟𝑒𝑒𝑛 = 0.99𝐵𝑒𝑥𝑡. In both cases, normalised B-field measured for secondary measurements 

as a function of implantation are included for comparison. 

 

Figure 135 gives two cases of this, for 𝐵𝑠𝑐𝑟𝑒𝑒𝑛 = 0.96𝐵𝑒𝑥𝑡 and  𝐵𝑠𝑐𝑟𝑒𝑒𝑛 = 0.9𝐵𝑒𝑥𝑡 

respectively. Whilst the limited energy range restricts the ability to compare fully, In 

either case, the field profile can be insufficiently explained by the worse-case, either 

over estimating the field predominantly within the Pb, or that outside the Pb. .  
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6.5.2 Modelling of the Pb internal field  

The ‘worst-case’ modelling gives likely gives an over-estimation of 𝑃𝑏 contribution and 

is physically unrealistic. A more accurate description would be one where the field 

sample should be non-uniform. However, it is known that in the case of Meissner 

screening, the field distribution within the superconductor will vary away from the 

surface over the London penetration depth, 𝜆𝐿, to a maximum screening value within 

approximately within the centre of the 𝑃𝑏 film. 

 

The previous analysis considered here of the 𝜇+ profile does not consider this directly, 

finding instead a single value of 𝐵𝑠𝑐𝑟𝑒𝑒𝑛, and considering the depolarisation, 𝜎,  to find 

𝜆𝐿. However, by considering the stopping distribution of a 𝜇+, it has previously been 

shown that 𝜆𝐿 can be extracted as a direct fitting parameter [315]. 

 

Meissner screening occurs, as discussed, over a length scale of  𝜆𝐿 from the surface 

of the sample. For thin films, on a similar length scale to 𝜆𝐿, the field profile has 

previously been modelled by:  

 

𝐵(𝑧, 𝜆𝐿) =
𝐵𝑜𝐶𝑜𝑠ℎ (

𝑡 − 𝑧
𝜆𝐿

)

𝐶𝑜𝑠ℎ (
𝑡

𝜆𝐿
)

 

 

(6.3) 

Where 𝑡 is the thickness of the SC film, 𝑧 is the thickness of an optional non-

superconducting or ‘deadlayer’ on top of the SC, and 𝜆𝐿 is the London penetration 

depth [315]. With this field distribution, we can perform a similar treatment as with the 

‘worst-case’ fitting. As with the ‘worst case’ fitting, 𝐵(𝑧) can be combined with the 

stopping distribution 𝑛(𝐸, 𝑧). However, instead of simply estimating 𝐵𝑠𝑐𝑟𝑒𝑒𝑛 from this, 

we can instead use it to describe the polarisation,  𝑃(𝑡, 𝐸) for a 𝐵(𝑧, 𝐸) via:   

  

 
𝑃(𝑡, 𝐸) = ∫ 𝑛(𝐸, 𝑧) cos(𝛾𝜇𝐵(𝑧, 𝜆𝐿 )𝑡 + 𝜙) 𝑑𝑧 

 

(6.4) 



187 
 

Where 𝐵(𝑧) is given in eq. 6.3. Eq. 6.4 can be substituted into eq. 5.8 and fit directly 

to the asymmetry data as per the prior measurements in section 6.4.3. As 𝐵(𝑧) is 

determined by 𝜆𝐿, this allows extraction of 𝜆𝐿 from the polarisation spectra directly as 

a fitting parameter.   

 

Figure 136: Both figures adapted from  [315] a) TRIM.SP simulations of muon stopping 

probability as a function of sample depth for increasing implantation energies. b) Extracted 𝜆𝐿 

as a function of Temperature. Crosses indicate values obtained via the fitting procedure in 7.4. 

Closed circles indicate values extracted from an alternative method. 

This was previously used in the analysis of measurements of 700nm thick piece of 

YBCO superconductor [315]. Figure 136 shows the simulated muon distribution, 

showcasing the evolution of the field population with energy. From these, polarisation 

data was modelled and fit via the method described in (7.4) for increasing 

measurement temperatures, extracting 𝜆𝐿. Values found here were found to agree 

strongly with those extracted from the mean field distribution of the sample sample 

[316], giving strong validity to this as an analytical approach. However as with the 

extreme case, this will only use to model the direct contributions of the Pb. The 

proximity SC cannot be modelled with this due an unknown field distribution within the 

InSb layers. As such, this will consider if it is possible to model our data with purely 

the fractional Pb stopping.  

a) b) 
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Figure 137:Polarisation data for 10mT 𝜇𝑆𝑅 measurements performed with an implantation 

energy of 𝐸 = 6.0𝑘𝑒𝑉 at various temperatures. In all cases, data is fit to eq. 5.5. 

In the first instance, we use this to model 𝜆𝐿 as a function of temperature as per [315]. 

Figure 137 shows fits to the temperature sweep data sets also used to generate Figure 

120. Data sets are fit globally, and 𝜆𝐿(𝑇) is extracted for each temperature point. The 

model well describes both the 𝐸 = 6.0𝑘𝑒𝑉, and the 𝐸 = 14.0𝑘𝑒𝑉 data as a function of 

temperature.  

Al2O3/Pb/AlInSb/InSb/AlInSb, T=2.89 K, E=5.99 keV, B=~100(G)/2.73(A), Tr/Sa=15.00/7.70 kV, SR=-45.00
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1  deadLayer      2.0       0.0
2  dSC            50.0      0.0
3  lam            -0.0744   0.0025

4  deadLayerB     150.0     0.0
5  Bext           102.780   0.025
6  Lambda_3552    56.77     0.19
7  Asy_3552       -0.1593   0.0011

8  E_3552         6.0       0.0
9  Ph_3552        -219.08   0.53
10 RelPh_L_3552   0.0       0.0

11 N0_L_3552      1249.8    1.8
12 N_bkg_L_3552   23.27     0.51
13 RelPh_R_3552   163.30    0.58
14 alpha_LR_3552  0.9575    0.0019

15 N_bkg_R_3552   25.51     0.50
16 lambda_3553    58.52     0.28
17 Asy_3553       -0.1613   0.0014

18 E_3553         6.0       0.0
19 Ph_3553        -218.03   0.72
20 RelPh_L_3553   0.0       0.0

21 N0_L_3553      627.1     1.2
22 N_bkg_L_3553   11.14     0.36
23 RelPh_R_3553   -1997.29  0.79
24 alpha_LR_3553  0.9607    0.0027

25 N_bkg_R_3553   12.29     0.35
26 lambda_3554    61.37     0.34
27 Asy_3554       -0.1567   0.0014

28 E_3554         6.0       0.0
29 Ph_3554        -217.59   0.73
30 RelPh_L_3554   0.0       0.0
31 N0_L_3554      629.1     1.2

32 N_bkg_L_3554   10.71     0.36
33 RelPh_R_3554   163.24    0.79
34 alpha_LR_3554  0.9575    0.0027

35 N_bkg_R_3554   12.43     0.35
36 lambda_3555    66.78     0.46
37 Asy_3555       -0.1549   0.0013
38 E_3555         6.0       0.0

39 Ph_3555        145.85    0.73
40 RelPh_L_3555   0.0       0.0
41 N0_L_3555      624.0     1.2

42 N_bkg_L_3555   11.89     0.36
43 RelPh_R_3555   -196.79   0.77
44 alpha_LR_3555  0.9671    0.0027
45 N_bkg_R_3555   12.12     0.36

46 lambda_3556    72.06     0.60
47 Asy_3556       -0.1487   0.0013
48 E_3556         6.0       0.0

49 Ph_3556        146.79    0.75
50 RelPh_L_3556   0.0       0.0
51 N0_L_3556      627.8     1.2

52 N_bkg_L_3556   10.54     0.36
53 RelPh_R_3556   -195.10   0.75
54 alpha_LR_3556  1.0181    0.0022
55 N_bkg_R_3556   -0.6694   0.0083

56 lambda_3557    0.5070    0.0029
57 Asy_3557       -0.7180   0.0079
58 E_3557         6.0       0.0

59 Ph_3557        -271.6    7.3
60 RelPh_L_3557   6.2       7.3
61 N0_L_3557      600.0     0.050
62 N_bkg_L_3557   10.12     0.42

63 RelPh_R_3557   181.1     7.3
64 alpha_LR_3557  0.9662    0.0
65 N_bkg_R_3557   -0.6802   0.0082

66 lambda_3558    0.6424    0.0050
67 Asy_3558       -0.6718   0.0077
68 E_3558         6.0       0.0
69 Ph_3558        -263.3    7.3

70 RelPh_L_3558   -1.6      7.3
71 N0_L_3558      600.0     0.051
72 N_bkg_L_3558   3.66      0.41

73 RelPh_R_3558   179.22    0.0
74 alpha_LR_3558  0.9662    0.0
75 N_bkg_R_3558   15.39     0.41
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Figure 138: a) Modelling of temperature dependence of the 𝜆𝐿 as extracted from a fit to 6.4 b) 

as a) but considering 𝜆𝐿
−2  

Both the 6.0𝑘𝑒𝑉 data and the 14.0𝑘𝑒𝑉 parameters to the models for ‘clean’ s-wave 

superconductors given by 5.9 and 5.11, for both 𝜆𝐿 and 𝜆𝐿
−2. As with the analysis of 

the 𝑁𝑏 film within chapter 5, Δ(𝑇) within 5.9 was substituted for Δ(0) (1 −
𝑇

𝑇𝑐
)

𝑛

. In both 

cases, 𝜆𝐿 can be fit too via this these models. Extracted fit parameters for these can 

be seen in Table 7. 

  

Table 7: Fit values as a function of temperature for E=6.0keV and E=14.0keV 

𝐸/𝑘𝑒𝑉 Clean s-wave fitting parameters Inverse 𝜆 fitting parameters 

  (𝝀𝑳(𝟎)/𝒏𝒎) 𝚫(𝟎) /𝒎𝒆𝑽 𝝀(𝟎)−𝟐/𝝁𝒎−𝟐 𝑻𝒄 𝒏 

6.0 57.4 ± 0.4 2.96 ± 0.03 354.7 ± 3.1 

 

7.02 ± 0.07 

 

0.23 ± 0.01 

12.0 65.0 ± 0.2 2.93 ± 0.12 256.1 ± 9.9 

 

6.60 ± 0.10 

 

0.13 ± 0.03 

 

𝜆𝐿(0) extracted from our fits are long relative to the 39𝑛𝑚 expected from the literature 

[317] [318]. Our film had a lower 𝑇𝑐 than pure 𝑃𝑏, and as evidence by the 𝑁𝑏 films 

measured in Chapter 6, it is not unreasonable to expect a longer 𝜆𝐿 as a result. 

Additionally, this would be consistent with the deviation of 𝑛 from 𝑛 ≈ 0.5 seen in the 

𝜆𝐿
−2 fits. Overall, we can be confident in the ability of 6.3 to model our data in line with 

𝜆
𝐿

/𝜇
𝑚
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the existing literature. Additionally, the two different energies give different 𝜆𝐿 .  𝜆𝐿, 

being a physical property of the 𝑃𝑏 film, should not vary as a function of energy. If the 

screening arises solely from the changing fraction of the 𝑃𝑏 film, then 𝜆𝐿 should also 

not vary as a function of energy. That it does, is direct evidence that the screening 

cannot be fully modelled by the fractional 𝑃𝑏 screening alone, and that there is 

proximity induced SC in the 𝐼𝑛𝑆𝑏 layers. 

 

To further evidence this, we can consider the various energy scans undertaken, to 

consider 𝜆𝐿(𝐸) directly. There are two approaches here. The first, will be to fit the 

datasets, that is allow 𝜆𝐿 to be a free variable as a function of implantation energy, 

𝜆𝐿(𝐸). The second approach will be to take  𝜆𝐿 as a global fit value (i.e. A shared fit 

parameter for each dataset), and instead assess the quality of fit at each energy. This 

will assess the degree to which, if any, a single value of 𝜆𝐿 fails to model the data.  

 

 

Figure 139: Polarisation data for 10mT 𝜇𝑆𝑅 measurements performed at  𝑇 = 3.0𝐾 for various 

implantation energies. Data is fit globally to eq. 6.4, with a shared fit parameter of 𝜆𝐿 for all 

datasets.  

Al2O3/Pb/AlInSb/InSb/AlInSb, T=2.89 K, E=3.99 keV, B=~100(G)/2.73(A), Tr/Sa=15.00/9.69 kV, SR=-45.00
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The global fit of the initial 10mT polarisation data cannot be satisfactorily fit with a 

single value of 𝜆𝐿. Figure 139 shows a selection of energies from this global fit. The 

higher energies, 𝐸 = 15.0𝑘𝑒𝑉 and 𝐸 = 20.0𝑘𝑒𝑉, show a frequency drift from the 

dataset, in contrast to the lower energies. As the higher energies correspond to an 

increasing fraction stopping within the 𝐼𝑛𝑆𝑏 layers, the failure of the fitting at higher 

energies is strong evidence of the 𝑃𝑏 fraction being insufficient by itself. A value of 

𝜆𝐿 = 62.09 ± 0.11𝑛𝑚 is given.  

 

Figure 140: Polarisation data for secondary 𝜇𝑆𝑅 measurements performed at 𝑇 = 3.0𝐾 for 

differing implantation energies. Data is fit globally to eq. 6.4, with a shared fit parameter of 𝜆𝐿 

for all datasets. a) 10mT A dataset. b) 30mT B dataset.   

This behaviour is mirrored in the secondary measurements, for both 10mT and 30mT 

datasets (Figure 140). A global fit, holding 𝜆𝐿 as a shared parameter between all runs, 

that solely considered the Pb fraction cannot adequately fit both the high and low 

energies.  

Al2O3/Pb/AlInSb/InSb/AlInSb (rg), T=3.15 K, E=3.99 keV, B=~300(G)/8.21(A), Tr/Sa=15.00/9.69 kV, SR=-45.00
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Figure 141:𝜆𝐿(𝐸) as a function of implantation energy extracted from polarisation data fit to 

6.5 for all energy scans performed below 𝑇𝑐 . 

Considering 𝜆𝐿(𝐸) instead, we can see 𝜆𝐿 decrease as a function of energy in all cases 

(Figure 141). The overall decrease is smaller for the 30mT data in both the initial and 

secondary measurements. As with our expectation from the field values, the 

secondary measurements (A, B and C) showed larger values of 𝜆𝐿 than those of the 

initial 10mT and 30mT measurements. The energy dependence of 𝜆𝐿 is sufficient to 

conclude that the fractional Pb stopping alone cannot explain our observed data - 𝜆𝐿 

being a physical parameter of 𝑃𝑏 should not strictly change as a function of 

implantation depth if it is the sole contributor to the screening. From this, it is the 

position of the author that the magnetic screening profiles observed must contain 

some proximity superconductivity extending into the 𝐼𝑛𝑆𝑏 layers.  

 

We cannot, however, distinguish between the competing possibilities for the induced 

superconductivity, namely that of purely s-wave, or of a p-wave and s-wave mixed 

state. To do so would require further amendments to eq. 6.4, to factor in the proximity 

superconductivity. For instance, by modifying the field used in eq. 6.4:  

 

𝜆
𝐿

/𝑛
𝑚
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 𝐵(𝑧) = 𝐵𝑃𝑏(𝑧) + 𝐵𝑝𝑟𝑜𝑥(𝑧) (6.5) 

 

Where 𝐵𝑃𝑏(𝑧) is given by 6.3 as discussed, and 𝐵𝑝𝑟𝑜𝑥(𝑧) describes the proximity 

superconductivity within the 𝐼𝑛𝑆𝑏. The exact form of 𝐵𝑝𝑟𝑜𝑥(𝑧) is likely to be a 

complicated function, as the proximity superconductivity state should become weaker 

as the system moves further from the NS interface. In the case of mixed p-wave and 

s-wave, which proximity induced SC in InSb should theoretically be, this is further 

complicated. As shown in 2.7, triplet p-wave SC can arise from the lifting of spin 

degeneracy caused by Rashba SOC. The strength of the Rashba SOC will vary 

spatially through the 2DEG heterostructure, as it arises from Structural Inversion 

Asymmetry, and will thus be largest in the QW. As such, any p-wave component will 

have an additional competing spatial variance resulting from a non-uniform SOC term 

throughout. Additionally, the modelling must account for the competing field 

responses, i.e. the suppression of s-wave and enhancement of p-wave, for varying 

fractions of each. Modelling this is not part of this thesis, as it beyond both the available 

timescale to implement, and beyond the capacity of this author’s theoretical 

knowledge. Several previous works have successfully modelled odd frequency SC in 

similar systems, including in prior 𝜇𝑆𝑅 experiments [128] [258] [121] [10]. As such, this 

modelling represents an immediate direction to expand upon this work.  

 

Despite this, these results still represent a significant success. Direct experimental 

confirmation of proximity superconductivity extending in the InSb supports our 

electrical measurements. This again represents a significant material success, via the 

top-down induction of proximity SC in an InSb 2DEG by thin films. Additionally, the 

success of this citric acid etch opens the possibility to perform similar treatment on 

electrical devices, with the potential to improve the SN interface as a result. Finally, 

though not possible as part of this work, the capacity to resolve more information about 

the properties of superconductivity within the high SOC material is there.  

 

6.6: Summary 

Following from the failure of the Nb/InSb 𝜇𝑆𝑅 measurements, an alternative sample 

design featuring a 𝑃𝑏/𝐼𝑛𝑆𝑏 device was proposed. As part of this, a 50𝑛𝑚 𝑃𝑏 film was 
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deposited on an 𝐼𝑛𝑆𝑏 2DEG heterostructure. 15𝑛𝑚 of the top-most layers of the 𝐼𝑛𝑆𝑏 

were etched via Citric acid to reduce the distance between the SC and the QW.  The 

resulting structure was a high quality 𝑃𝑏 film (𝑇𝑐 ≈ 6.7𝐾).  

 

𝐿𝐸 − 𝜇𝑆𝑅 measurements at 10mT exhibited evidence of Meissner Screening. The 

screening was seen to extend deeply into sample even at high energies, where the 𝜇+  

population peaked in the 𝐼𝑛𝑆𝑏 layers. This suggested proximity induction of SC into 

the 𝐼𝑛𝑆𝑏 layers. At both low and high energies, the screening was supressed as a 

function of temperature, vanishing above 𝑇𝑐. Meissner screening was also observed 

for 30mT 𝐿𝐸 − 𝜇𝑆𝑅 measurements of the same sample, however the screening profile 

was supressed relative to 10mT.  

 

Additional measurements further investigated this, by cycling the applied magnetic 

field 10𝑚𝑇 → 30𝑚𝑇 → 10𝑚𝑇. These indicated this suppression was a response to the 

magnitude of the applied field, rather than any alteration akin to that seen in the 

electrical measurements. Consideration of the fraction of muons stopping in the 𝑃𝑏  

layers further suggested that the screening profile could not be explained by that 

alone. As such, our measurements are strongly indicative of proximity 

superconductivity induced in the InSb layers of our 2DEG. The observed field 

response is in principle consistent with either s-wave or a mixed s-wave and p-wave 

proximity state. Further theoretical analysis must be undertaken to distinguish between 

these two possible superconducting states.  
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Future Work and Conclusion 

 

7.0: Conclusion:  

Proximity superconducting induced in high SOC semiconductor materials, such as 

𝐼𝑛𝑆𝑏, by conventional s-wave supercondutors are thought to be an ideal platform to 

host topological edge states, or Majorana Zero Modes. SOC lifts the spin degeneracy 

within the InSb, save for at 𝑘 = 0. This lifted degeneracy opens the possibility of 

proximity superconductivity induced within the 𝐼𝑛𝑆𝑏 to exhibit a mix of spin-singlet and 

spin-triplet pairing. Triplet SC, in combination with an applied magnetic field are 

necessary components to generate MZMs. Work on creating nanowire platforms 

hosting this MZMs, and experimentally verifying them, have run into significant 

challenges. There remains significant scientific and technological interest in both 

verifying this mixed superconducting state and creating scalable QW structures 

capable of hosting them. This work attempts to integrate superconducting thin films 

with high spin orbit coupling  𝐼𝑛𝑆𝑏 quantum wells. Specifically, it looked at ‘top down’ 

induction of SC within the Quantum Wells. Such a material set-up is necessary to allow 

for the fabrication and usage of side gated devices. 

 

Top-down induction of the SC would necessitate the superconductivity passing 

through ~50nm of material before reaching the QW layer, where the SOC would be 

strongest. Confirming induction of SC within the QW, and not simply within these top 

layers was needed moving forwards. The experimental work was intended to both 

characterise the induced SC state and measure the length scales it extended into the 

2𝐷𝐸𝐺 material. This was done via two experimental techniques.  

 

The first utilised electrical measurements of a TLM device.  A TLM measurement is 

traditionally used to measure 𝑅𝑐𝑜𝑛𝑡𝑎𝑐𝑡 and 𝑅𝑠ℎ𝑒𝑒𝑡, by considering the increase in 

resistance between the increasingly spaced pads. By utilising superconducting 

contact pads, below 𝑇𝑐, the effective resistive length would be reduced by proximity 

induced length, 𝜆𝑝𝑟𝑜𝑥. By measuring the resistance for all gap lengths as a function of 
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temperature, 𝜆𝑝𝑟𝑜𝑥 could be inferred. A 100𝑛𝑚 Nb film was deposited on top of a high 

mobility remote doped 𝐼𝑛𝑆𝑏 QW. From this, a TLM structure comprised of a set of 

increasingly spaced Nb contact pads was fabricated. Characterisation of the Nb film 

showed 𝑇𝑐 ≈ 7.5𝐾. An etch procedure for etching the Nb film without etching the InSb 

substrate was established. Final gap sizes spanned the range 𝑙 = 1.5 − 8𝜇𝑚.  

 

Differential Conductance measurements of the resulting gaps showed a dip centred 

at zero applied bias. The dip was suppressed as a function of temperature, 

corresponding to 𝑇𝑐 of the 𝑁𝑏 film. Two distinct features were observed, the first, for 

gap sizes of 4𝜇𝑚 and 8𝜇𝑚, a broad conductance dip was observed. For all other gaps, 

a narrow dip was accompanied by a pair of onset peaks, consistent with 

superconductivity. All gaps were satisfactorily modelled to the Dynes function, a 

modification of the BTK theory, factoring in inelastic scattering at the SN interface. 

From this, the difference between the two observed feature types was attributable to 

significantly increased inelastic scattering. The presence of SC features in all gaps 

suggest a long proximity length, consistent with induction in the high mobility QW layer, 

and are comparable to recent results in an 𝐼𝑛𝐺𝑎𝐴𝑠/𝐼𝑛𝑃 heterostructure.  These results 

suggest successful induction of proximity superconductivity in InSb QWs via top-down 

films, a significant technological success. This induction is successful in-spite of the 

poor quality of the interface, and with minimal surface preparation undertaken. A full 

TLM measurement of our device was not possible due to this inelastic scattering, as 

no systematic dependence of resistance with gap length was observed.  

 

Application of a magnetic field perpendicular to the sample surface resulted in a total 

suppression of the conductance dip for all gaps. This suppression persisted even upon 

the removal of the field. Heating the sample above 2𝑇𝑐 did not restore the suppressed 

features, suggesting it was not simple flux trapping. Heating the sample to 𝑇𝑟𝑜𝑜𝑚, and 

re-cooling did not restore the original features, but did induce a narrow peak in the 

4𝜇𝑚 gap, that previously did not exhibit it. The high temperatures required for this 

suggested that the suppression resulted from alteration of trapped charge states in the 

interfacial layers between the Nb and InSb. Alteration of these states would alter the 

NS interface responsible for the Dynes-like feature observed. An exact understanding 

of these states, and characterization of the field induced alteration remains on-going.  
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The second half of this work sought to directly probe the NS interface via the use of 

low energy muon spin rotation measurements, or 𝐿𝐸 − 𝜇𝑆𝑅. 𝐿𝐸 − 𝜇𝑆𝑅 allows 

measurement of the local magnetic field within 𝑛𝑚 thin films, by implanting 𝜇+ at 

increasing energies and measuring the spin precession via the resulting 𝑒+ decay. 

Increasing the implantation energy allows measuring at increasing sample depths. 

Previous measurements across the interface of a Superconductor-Topological 

Insulator, which exhibits similar lifting of the spin degeneracy, observed an increase in 

the local magnetic field within the topological insulator. This local field increase is 

consistent with the spin triplet superconductivity. As such, we sought to perform similar 

measurements across an Nb/InSb QW heterostructure to examine the same effect. 

This represented the first such 𝐿𝐸 − 𝜇𝑆𝑅 measurements on a high SOC/SC structure, 

providing a unique experimental insight into these materials. This alternative set of 

measurements is only possible because of the ‘top down’ film used – The more 

commonly used side-deposition is incompatible with the required 𝐿𝐸 − 𝜇𝑆𝑅 

experimental geometry. 

 

Initial measurements were performed on a Nb/InSb sample with a 50nm Nb film. 

However, the 𝑁𝑏 film produced was found to be heavily defected. The defected films 

observed no evidence of Meissner screening within the Nb. This prevented 

measurement of the proximity superconductivity within the sample and was thus an 

experimental failure.  

 

Subsequent alteration of the sample design replaced the 50nm Nb film with a 50nm 

Pb film. Additionally, the topmost layers of the InSb 2DEG were thinned by 15𝑛𝑚 by a 

citric acid etch to reduce the distance between the Pb and the QW. This modified 

structure when measured with a 10mT external field exhibited a clear Meissner 

screening profile. This profile suggested magnetic screening extending well into the 

𝐼𝑛𝑆𝑏 material layers. Measurement with a 30mT external field suppressed the 

Meissner screening profile at higher energies. Secondary measurements cycling the 

field from 10𝑚𝑇 → 30𝑚𝑇 → 10𝑚𝑇 eliminated the possibility that this suppression was 

due to previously surface alteration observed in the electrical measurement, as the 

system was seen to relax. Modelling of the fraction 𝑃𝑏 screening showed that the 
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observed field profile could not be solely explainable by this alone. As such, the 𝜇𝑆𝑅 

measurements experimentally confirmed proximity superconductivity extending into 

the 𝐼𝑛𝑆𝑏 from a 𝑃𝑏 film, and likely into the QW. It is likely that the field dependence of 

the Meissner screening profile is either due to the suppression of the proximity effect 

at high energies, or due to competing field behaviours of triplet and singlet 

superconductivity. However, this work is not able to adequately resolve between these 

two possibilities. And as such, more analysis is required to be able to infer the nature 

of the proximity induced state in high SOC materials. 
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7.1 Future Work:  

 

Experimental evidence of proximity SC from two different SC films opens many 

avenues of future work exploring these platforms. Of primary interest is optimizing the 

interface between the InSb and SC to successfully induce a so called ‘Hard gap’ 

proximity state. As part of this, overcoming the immediate material challenges present 

will be of importance.  

 

An initial set of measurements considering the fabrication of an equivalent set of 

electrical devices on the 𝑃𝑏/𝐼𝑛𝑆𝑏 films would be an initial aim as a first investigation 

of the impact of thinned top cap on the induced SC state. Following this, a systematic 

investigation into the relationship between top cap thinning and induced 

superconductivity would be warranted. This would give an ‘optimised’ thinning of the 

top cap, compromising between the impact on the semiconductor conductivity, and 

the induced state. Ideally, such an investigation would be performed with both SC 

considered here for completeness. Additionally, selective area etching of intended SC 

deposition areas prior to film deposition offers another route towards strong proximity 

induction. By etching the 𝐼𝑛𝑆𝑏 areas corresponding to the eventual contact pads, 

depositing, and then removing the excess SC film, one can effectively ‘sink’ the SC 

pad into the heterostructure. This would result in the superconductor being flush with 

the QW, minimising the potential surface defects. Such an approach has previously 

been used in InAs SC structures.  

 

Further investigation into the observed field induced alteration of the electrical 

measurements is also necessary as a part of this optimization work. Characterisation 

of the exact field history required to induce it, and as such the corresponding energy 

scales at which it occurs. Likewise, characterization of the exact temperature scale 

required to reset the interface should also be taken. Factoring this work in with 

optimisation of the interface for the pursuit of a superconducting hard gap. 

Characterisation of this behaviour is required for future devices, as an external field is 

an essential component required to realise MZMs.  
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In either case, once the material interface is optimized, and field behaviour 

understood, fabrication of more sophisticated devices structures would follow. In the 

first instance, fabrication of another set of TLM devices should be undertaken to allow 

direct measurement of the proximity length via electrical measurements. Modification 

of the design to incorporate a significantly larger gap lengths, e.g. 50𝜇𝑚 or 100𝜇𝑚 to 

consider the limiting case for such an SC/InSb junction.  

 

Fabrication of such a TLM network, with a successful induction of ‘hard gap’ 

superconductivity, will open the ability to perform Josephson Effect measurements as 

a function of magnetic field. Measurements of the change in 𝐼𝑐 as a function of applied 

𝐵 to investigate the expected Fraunhoffer diffraction pattern would be further 

experimental evidence for proximity induction across the full gap width. Ideally, this 

would allow measurement of the evolution of these patterns as a function of gap 

length.  

 

Aside from optimising the SC interface, new devices should also focus on control of 

the local electronic density via electrical gating. This will include the fabrication of side 

gated InSb structures, leading to the successful realization, control and measurement 

of Quantised Conductance steps at ultra-low temperatures consistent with 1D 

conductance. Integration and measurement of such a device with superconducting 

films would then follow. To realize MZM supporting systems, all elements of this must 

be shown to be controllable within the superconducting state. 

 

More detailed analysis on the 𝜇𝑆𝑅 measurements are also an immediate priority. 

Ideally, this would involve modelling of the internal field within the sample, including 

the proximity superconductivity. Modelling should factor both purely s-wave 

superconductivity, as well as a mixed state of spin-triplet spin singlet 

superconductivity. If necessary, as per this analysis, additional samples could be 

prepared, and further measurements undertaken to obtain a full implantation energy 

scan with the complete field and temperature cycling as required to distinguish 

between these possibilities. Accurate analysis of the local field within the sample, 

potentially offers one of the first direct experimental verifications of the 𝑝𝑥 + 𝑖𝑝𝑦 state 

within high SOC materials. Ultimately, whilst much work remains to be done, the work 
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undertaken as part of this thesis represents a potentially important starting point for 

the utilisation of superconductor/𝐼𝑛𝑆𝑏 2𝐷𝐸𝐺𝑠 devices as a future technological 

platform.  
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