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ABSTRACT

This paper reports on the design and outcomes of the 2nd Clarity Pre-
diction Challenge (CPC2) for predicting the intelligibility of hearing
aid processed signals heard by individuals with a hearing impair-
ment. The challenge was designed to promote new approaches for
estimating the intelligibility of hearing aid signals that can be used
in future hearing aid algorithm development. It extends an earlier
round (CPC1, 2022) in a number of critical directions, including a
larger dataset coming from new speech intelligibility listening ex-
periments, a greater degree of variability in the test materials, and
a design that requires prediction systems to generalise to unseen al-
gorithms and listeners. This paper provides a full description of the
new publicly available CPC2 dataset, the CPC2 challenge design,
and the baseline systems. The challenge attracted 12 systems from 9
research teams. The systems are reviewed, their performance is anal-
ysed and conclusions are presented, with reference to the progress
made since the earlier CPCI1 challenge. In particular, it is seen
how reference-free, non-intrusive systems based on pre-trained large
acoustic models can perform well in this context.

Index Terms— speech-in-noise, speech intelligibility, hearing
aids, hearing loss, machine learning

1. INTRODUCTION

According to the WHO [1], 430 million people have a disabling hear-
ing loss at a cost of $750 billion. While hearing aids are the main
treatment available, users find them problematic in some speech-in-
noise scenarios. Machine learning approaches offer much promise
in this situation; however, their development is held back by a lack
of reliable evaluation metrics. Listening tests can be used but these
are slow, expensive and cannot be built into the machine learning
training workflow. More reliable instrumental, or ‘objective’, intel-
ligibility metrics are required.

There had been much work on speech intelligibility prediction
dating as far back as the 1950’s in domains such as speech communi-
cation and coding. Feng and Chen provide a useful recent review of
different non-intrusive methods, where the algorithm only has access
to the speech-in-noise signal [2]. For intrusive approaches where the
clean speech is also accessed by the algorithm, popular approaches
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include the Short-Time Objective Intelligibility measure (STOI) [3],
the Speech Transmission Index (STI) [4] and the Speech Intelligibil-
ity Index (SII) [5]. However, research has mostly been driven by the
needs of ‘normal’ hearing listeners.

HASPI (the Hearing-Aid Speech Perception Index) is a notable
exception that considers the hearing abilities of listeners and the typ-
ical noise and distortion that might arise from hearing aids [6]. How-
ever, HASPI is an intrusive model that requires the clean reference
speech signal, which is not always available in real situations. Fur-
ther, HASPI is a single-ear model that does not consider binaural
effects.

To foster new approaches to predicting speech intelligibility for
people with a hearing loss, who are listening via hearing aids, the
Clarity Prediction Challenge (CPC) series was launched in 2021.
The first round, CPC1, led to many new solutions, many of which
outperformed the HASPI baseline [7]. However, the static scenes
and limited listening data available for CPC1 meant it was difficult
to test the generalisibility of the entrants’ approaches. Furthermore,
many of the systems still required reference signals.

In this paper, we present the design and outcomes of the 2nd
Clarity Prediction Challenge (CPC2), which ran from 2022 to 2023.
It greatly extended the previous round in a number of significant
ways. First, the challenge used speech-in-noise data that had come
from a more complex and more realistic listening scenario involv-
ing multiple interferer sources and head motion. Second, the chal-
lenge used a wider variety of hearing aid signal processing algo-
rithms. Third, a larger amount of listening data was provided for
both training and evaluation. Fourth, the larger amount of data al-
lowed a design that better tested generalisation with different sys-
tems and listeners in the training and tests sets. Finally, the challenge
entrants had the benefit of the work from CPC1, which had shown
the promise of non-intrusive systems that took advantage of statisti-
cal speech models adopted from the speech recognition community.

Although the challenge has now closed, all the software and data
resources are now in the public domain and free for use for further re-
search. Hence, this paper serves both as a review of the work that has
been completed, and also as a reference for these public resources.
The dataset of listening test responses is one of the largest of its kind
in the public domain'.

The remainder of this paper is structured as followed. Section
2 describes the CPC2 challenge materials including the hearing aid
output signals and the listening test responses. Section 3 describes
the construction of the machine learning challenge, including how

'The CPC2 data are available at https:/claritychallenge.org/.
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the training and evaluation data have been defined, the rules that
were set to focus the research and the baseline system that was pro-
vided. Section 4 presents an overview of the systems that were sub-
mitted, with the performance of these systems and the challenge out-
comes presented in Section 5. The paper concludes with thoughts on
the progress that has been made and priorities for the next challenge
round in Section 6.

2. MATERIALS

Entrants were given the task of predicting the intelligibility of sig-
nals, of varying SNRs (see below), that had been processed by a
range of hearing aid algorithms and presented to listeners with a
hearing loss. Below we describe the signals that were processed, the
hearing aid systems, and the listeners and listening test procedures.

2.1. The Signals

The signals were a subset of 1500 scenes that had been generated
for the 2nd Clarity Enhancement Challenge (CEC2) [8]. These were
more complex than the scenes used for the previous prediction chal-
lenge (CPC1), involving more complex interferers and head move-
ment. The target speech consisted of 7-10 word sentences [9]. This
speech overlapped in time with 2-3 interfering noise sources. Unlike
CPC1, the interferers could be music, speech or domestic appliance
noises in any combination.

Each scene was constructed using a geometric room acoustic
model [10]. All sources were randomly located within a room with
the dimensions of a typical living room. The listener was at least
1 m from the room boundaries. Sources were at least 1 m from
the listener and the walls. Sixth order Ambisonic room impulse re-
sponses were used. Head rotations by the listener were simulated in
the Ambisonic domain. The listener turned their head towards the
location of the target speaker around the time that the target utter-
ances started. To proceed from Ambisonics to the hearing aid input
signals, an HRTF (Head-Related Transfer Function) database was
used [11]. This contained data for behind-the-ear hearing aids with
3 microphones on both the left and right aids. The level of the tar-
get speech was set to achieve a range of target SNRs from -12 dB
to +6 dB, which had been chosen based on informal pilot listening
tests using unprocessed signals and normal hearing listeners. Further
details of the simulation and signal construction can be found in [8].

2.2. The Hearing Aid Systems

The hearing aid inputs were processed by the experimental hearing
aid systems to produce the signals that were used in the challenge
and listening tests. The hearing aid algorithms were those that had
been submitted to CEC2. In CEC2, entrants had been provided with
pairings of hearing aid input signals and the left and right audio-
grams of a specific listener with a hearing loss. They then produced
the personalised stereo signals that were used in the listening tests.

CEC2 attracted 18 submissions from 7 teams, which varied
widely in quality. Ten of these were used in the listening tests. The
systems varied according to the strategies used for single channel
enhancement, multichannel processing and signal amplification —
see [8] and papers referred to therein. Importantly for the CPC2
prediction challenge, the signals covered a large range of intelligi-
bility scores whether measured by listeners or predicted by objective
intelligibility measures.

2.3. The Listening Tests

The human intelligibility scores that the CPC2 entrants were asked to
predict come from an extensive set of listening tests involving 18 lis-
teners with a hearing loss. The panel was recruited via the University
of Nottingham and Nottingham Audiology Services. They were a
subset of 27 listeners who had participated in the CEC1/CPCl listen-
ing tests. Each was characterised by a bilateral audiogram measured
at [250, 500, 1000, 2000, 3000, 4000, 6000, 8000] Hz. The main
inclusion criteria were that listeners should not have losses in excess
of 80 dB in two or more consecutive bands and should be users of
acoustic hearing aids. Listeners with Méniere’s disease, hyperacusis
or severe tinnitus were excluded. Hearing loss when broadly char-
acterised by averaging the dB loss between the frequencies 2 and 8
kHz, was found to be mild (< 35 dB) for 1 listener, moderate (35-56
dB) for 5 listeners and severe (>56 dB) for 12 listeners. Most could
be characterised as having sloping audiograms with milder loss at
low frequencies, typical of age-related hearing loss.

Listeners were presented with a subset of CEC2 signals that had
been generated for their audiograms. The listening tests were con-
ducted by the listeners in their own homes [12, 7]. In brief, they used
headphones, a tablet and were not wearing their hearing aids. Sig-
nals were presented in blocks with the same target talker, preceded
by a number of enrollment sentences where they heard the target
talker alone. They were asked to repeat the words spoken by the tar-
get talker. Responses were recorded and then transcribed using the
Whisper Automatic Speech Recognition (ASR) engine [13]. Subse-
quently, these transcriptions were validated by human transcribers.

Each listener response was then transformed into a single nu-
meric sentence intelligibility score by aligning the transcription with
the original target sentence and calculating the percentage of words
recognised correctly. In total, the listening tests provided 10,062 sig-
nal/response pairs.

3. CHALLENGE TASKS AND BASELINE

3.1. Task and Datasets

Entrants were provided with hearing aid output signals and the lis-
tener audiograms and tasked with predicting the sentence intelligi-
bility. Both intrusive and non-intrusive systems were accepted. For
intrusive systems, participants also had access to the anechoic, noise-
free target speech, and also the target utterance text. Non intrusive
systems were required to use only the hearing aid outputs.

Data were divided into training and evaluation data. For the
training data, entrants were given the true listener correctness
achieved in the listening tests. In addition, they had access to
the complete transcription of the listener’s response, and the full
details of the signal construction (e.g., the component sources, room
geometry and hearing aid algorithm). This information was not
available for the evaluation data.

The training and evaluation datasets were constructed using
5,946 listener responses from the CEC2 listening tests. We also
provided the 6,297 listener responses from the CEC1 listening test,
which used the simpler scenes with a single interferer and a different
set of hearing aid algorithms. The CEC1 data were made available
as additional training data but did not appear in the evaluation set.
The evaluation set was designed to use listeners and hearing aid
systems not seen during training. Also, none of the target sentences
appeared in both the training and evaluation sets. Due to only having
10 hearing aid algorithms, the evaluation used a three-fold strategy
with three evaluation splits, i.e., test.1, test.2, test.3, and three cor-
responding, disjoint, training data splits, train.1, train.2 and train.3.
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Participants were asked to train three separate versions of their mod-
els and to strictly only use the train.1 data for evaluation of the test.1
set, etc. Figure 1 shows the training and test set split indicating the
number of responses, systems and listeners.

Training Data | Test Data

CEC2 Data CEC1 Data | CEC2 Data
7 Systems 10 Systems I 3 Systems
10 Listeners 22 Listeners 5 Listeners

2779 responses 5124 responses 305 responses

7 Systems
Fold 2 |10 Listeners

3 Systems

10 Systems
0 I 5 Listeners

23 Listeners
5539 responses |

2796 responses 294 responses

7 Systems
Fold 3 |10 Listeners

10 Systems
24 Listeners

3 Systems
5 Listeners

2772 responses 298 responses

I
5820 responses I
|

Fig. 1. The design of the CPC2 training and evaluation sets.

Entrants submitted predictions for remote evaluation by the
organisers. Systems were evaluated by computing the Root Mean
Square error (RMSE) and the Pearson correlation coefficient be-
tween the predicted intelligibilities and the true values. Responses
for all three test sets were combined before computing a single
RMSE value that was used to rank the entrants.

3.2. Baseline system

Participants were provided with an implementation of a baseline sys-
tem based on HASPI. (In CPCI1, the baseline used a hearing loss
model combined with a binaural version of the STOI intelligibility
metric, but the HASPI system was found to perform better.) The
CPC2 baseline computes HASPI scores for the left and right ear
separately and then takes the maximum of the two scores. This is to
model the better ear effect of binaural listening. The HASPI scores,
which range from 0.0 to 1.0, are mapped onto the correctness scores
in the range 0.0 to 100.0 via a logistic function. The logistic function
parameter values were obtained by a least-mean-square fitting using
the training datasets. We call this better ear HASPI (be HASPI).

The RMSE score for the baseline was 28.7%. The overall per-
formance is shown in the left plot of Figure 2. Averaging over groups
of samples is done because there is a lot of unexplainable variability
in the listener data that makes looking at scatter plots of individual
samples less instructive. In the left box plot, samples are batched
into 10-percentile intelligibility ranges and the mean of the true and
predicted values for each batch is shown. While the HASPI scores
are broadly correlated with the true intelligibilities, they do not span
the full range and often severely over-predict the scores for the least
intelligible samples (i.e., there is positive bias).

4. SUBMISSIONS

There were 12 systems in total originating from 9 separate teams.
Systems have been categorised as intrusive or non-intrusive (see the
columns ‘Intr’ and ‘Non-Intr’ in Table 1). Systems are summarised
below with details available in the references provided in Table 1.

beHASPI EO11
100 100
5 751 75
8
2 501 50 4
8 _
LE 25
01 01

0 20 40 60 80 100
True Intelligibility

0 20 40 60 80 100
True Intelligibility

Fig. 2. Comparing the overall performance of the beHASPI baseline
(left) and best system, EO11 (right). Test set samples are grouped
into 10-percentile intelligibility bands. For each percentile, the true
mean intelligibility is shown by the solid line and black dots whereas
the distribution of predicted values (mean and 25" to 75" percentile
range) is shown by the box plot.

4.1. Modelling Hearing Loss

A variety of approaches have been used to model hearing loss that
can be broadly categorised as either ‘auditory’ or ‘statistical’. The
most popular auditory approach has been to apply a ‘hearing loss
simulator’ directly to the signal as a preprocessing stage. Systems
E016 and E023 employed the Cambridge “MSBG” hearing loss sim-
ulator that was provided by the organisers, whereas EO15 used the
same approach but used the Irino hearing loss simulator [14]. Both
these simulators use the audiogram but differ in how they emulate the
effects of auditory bandwidth widening, temporal smearing, raised
thresholds and loudness recruitment. System E020 operated by us-
ing a model of the impact of hearing loss on auditory nerve firing
[15] and comparing the reference and noisy signals in the ‘neuro-
gram’ domain.

The statistical approaches used the training data to understand
the relationship between audiograms and reported intelligibilities.
E009 directly used the listener audiograms as additional inputs to
a neural-network regression model alongside an encoding of the
acoustic features. EO11, which used a deep-learning transformer
model to process the audio, introduced the audiogram via a learnt
linear transform to increase the dimensionality before concatenating
it with the acoustic encoder output. E024 also used deep-learning,
while taking an alternative approach that introduced a one-hot
listener embedding layer in their model, which encoded listener
identity but did not use specific audiogram thresholds. Teams E002,
E022 and E025, surprisingly, did not employ the audiogram infor-
mation at all. It had been shown in CPC1 that the audiograms were
not highly correlated with intelligibility. Although counter-intuitive,
this is consistent with the fact that the hearing aid signals had al-
ready been processed to compensate for listeners’ raised auditory
thresholds.

4.2. Binaural modelling

Approaches to allowing for binaural listening can be categorised ac-
cording to the processing stage at which the left and right ear path-
ways were integrated. The baseline (beHASPI) makes predictions
for the left and right ear independently and takes the highest score to
simulate better ear listening. However, this does not explicitly model
binaural unmasking, where listeners integrate information across the
two ears. This can happen even when natural binaural cues have
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been disrupted [16]. System E009 addresses this by using a similar
‘late-integration’, taking the best of the left and right ear STOI mea-
sures but making decisions at the level of local time-frequency cells
before integrating. Deep-learning systems E016 and E023 combined
frame-level intelligibility estimates for the left and right ear with a
final linear layer before averaging. EO15 is similar but performed an
earlier integration, merging the latent representation at a central net-
work layer. EO11 merged the left and right network branches using a
cross-attention mechanism at an intermediate level of representation.
System E024 was unique in performing an early integration, process-
ing the left and right ear signals through an equalisation-cancellation
(EC) model — a well-established model of spatial hearing used in the
binaural form of STOI — and encoding the output signal [17].

4.3. System architectures

In contrast to the CPC1 challenge, most entrants chose to design non-
intrusive systems (10 out of 12 systems). The dominant approach
was to leverage pre-trained deep-learning models and use these to
extract a representation of the hearing-aid outputs (with or without
hearing-loss modelling — see Section 4.1). This also produced the
best performance — see Section 5.

As an example of an intrusive approach, system E009 uses the
wav2vec 2.0 [18] model and fine tunes it on the WSJCAMO British
English corpus [19] to estimate phone lattice representations of the
reference signal and hearing aid outputs. Intelligibility is then based
on correlation between the phone estimates. This is conceptually
similar to other intrusive measures such as HASPI and STOI, except
that it is performing the comparison using a higher-level of abstrac-
tion, i.e., phoneme probabilities, rather than a lower level such as
frequency band envelope modulations.

Non-intrusive approaches exploited the implicit uncertainty of
the internal representation of speech in pre-trained speech models.
This assumes that this ambiguity of a speech signal is correlated with
human-listener intelligibility. E025 uses this idea explicitly where
the beam-search in the ASR inference stage is used to generate a
sample of hypotheses and an entropy measure is then used to esti-
mate the certainty of the most probable one.

Alternatively, a pre-trained speech model can be used more akin
to a feature extractor by obtaining an ‘embedding vector’ from a
layer within the network that can be passed through further layers
trained to estimate the intelligibility score. This approach was taken
by E016, E023, E002, E003, E024 and EO11. Two well-known
pre-trained models have been employed: Whisper [13] (E016, E023,
E002, EO11) and WavLM [20] (E003, E024, EO011). EO11 was
unique in combining both and in finding some advantage in do-
ing so. Although these systems all use pre-trained speech models
they vary considerably in their architecture, e.g., models using a se-
quence of convolutional, recurrent and attention layers such as E016,
E023 and E002, versus a transformer model with self-attention and
cross-attention between the left and right ear pathways for EO11.

5. RESULTS

Results for all systems are presented in Table 1 reporting the RMSE
error score (with the + indicating one standard error) and the Pear-
son correlation (‘Corr’) between the predicted and ground truth lis-
tening test scores. Systems are ordered by RMSE score with the
best performing at the top. The table also includes the baseline sys-
tem (‘beHASPI’) and the outcome that would be achieved by sim-
ply using the training data mean intelligibility score for all samples
(‘Prior’).

Table 1. Evaluation of 12 submitted systems plus baselines show-
ing RMS prediction error (RMSE) and ground-truth vs prediction
Pearson correlation coefficient (Corr). Systems are categorised as
intrusive (‘Intr’) or non-intrusive (‘Non-Intr’). ‘Prior’ is a system
that simply outputs the mean of the training data.

Team | System | Intr. | Non-Intr. | RMSE| | Corrt
TO1 EO11 [21] X 25.1 £ 0.8 0.78
TO2 E002 [22] X 253 4+0.8 0.77

TO3 EO009 [23] X
T04 | E022 [24] X
TOS5 E023 [25]
TO5 EO016 [25]
T04 | E025[24]
Base. | beHASPI X
TO6 | E003 [26]
TO06 | E024 [26]
TO7 | EO15[27]
TO8 | E020 [28]
Base. Prior
TO09 EO019

254 +0.8 0.78
25.7+£0.9 0.77
264+ 0.9 0.76
26.8 £0.9 0.75
279+09 0.72
287+ 1.0 0.70
31.1 £ 1.0 0.64
317+ 1.0 0.62
350+ 1.1 0.60
39.8 +£1.3 0.33
40.0+1.3 -

(withdrew) -

TP KKK XXX

Seven submissions were able to beat the beHASPI baseline
which had an RMSE score of 28.7%. The very best system, EO11,
achieved a score of 25.1%. Figure 2 (right) shows that system’s per-
formance in more detail. Although the 3.6% overall improvement
is small, Figure 2 shows how the improvement is focused on the
most and least intelligible cases. The top scoring system was only
fractionally better than the 2nd placed (25.1% vs 25.3%) but a paired
one-tailed z-test showed the difference to be statistically significant
(1(896)=2.71, p=.003).

Remarkably, the two top ranked systems (E011, E002) are both
non-intrusive, and outperformed the best intrusive systems (E009,
E022) despite not having access to the reference signal. This rep-
resents real progress since CPC1, where we noted that non-intrusive
systems were able to come close to the intrusive system performance
but did not surpass it. The primary difference is that although the
non-intrusive systems in CPC1 were using similar approaches based
on embeddings extracted from DNNs trained on speech signals, they
were not using the recently-available large pre-trained models such
as Whisper and WavLM that entrants used in CPC2. The two sys-
tems are highly complementary; a combined system produces a bet-
ter performance than either individual system (RMSE=23.7, r=0.80).

6. CONCLUSIONS

The second round of the Clarity Prediction Challenges for speech
intelligibility (CPC2) had data spanning broader scenarios than
the first round (CPC1). This paper outlined the materials for the
challenge, which are publicly available. The availability of large
pre-trained speech models enabled non-intrusive approaches to be
most successful. The development of speech intelligibility metrics
that can be calculated without access to a clean reference signal
is extremely useful and should facilitate new machine learning ap-
proaches for enhancing speech-in-noise for hearing aids. For the
next prediction challenge, the plan is to broaden the scenarios even
further to include listening outdoors. This will be based on data
generated by Clarity’s third enhancement challenge (CEC3), which
will open early in 2024.
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