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Abstract

Developing a rigorous perturbation theory to treat changes in open optical systems

may present a challenging task due to the leaky nature of such systems, in which

the conventional conditions of Hermitian systems become inapplicable. Definitions

of orthonormality and completeness have been reformulated for a special class of

resonances, popularly known as resonant states or quasi-normal modes. Such resonances

have been employed to develop modal expansion techniques for treating perturbations

in open systems, such as the resonant-state expansion method (RSE). The RSE

transforms Maxwell’s equations into a linear eigenvalue problem, producing the

perturbed modes with high accuracy and quick convergence. A major limitation of

the RSE is that perturbations must be taken within the system where the resonant

states are complete. In this thesis, we develop a rigorous theory based on the RSE

to treat perturbations in the surrounding medium. This is achieved by performing a

transformation to Maxwell’s equations, which maps perturbations of the surrounding

medium onto effective perturbations within the system where the resonant states

are complete. By treating such perturbations rigorously with the RSE, we find the

perturbed modes of the system for arbitrary homogeneous perturbations of the

surrounding medium with any desired accuracy. We further develop approximations

beyond the first-order accuracy using only one mode. We apply the developed

approaches to accurately predict the resonance shift of highly responsive modes due

to changes in the surrounding medium. We provide a special treatment to chiral

systems that have a weak impact on the resonance shift. Such an impact is enhanced by

deriving a linear splitting of quasi-degenerate modes in chirality. We illustrate such a

splitting using quasi-degenerate modes deduced from our analysis of spherical systems.
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Introduction

Identifying materials and their chemical and physical properties is crucial for

advancements in science and technology. Using the interaction of light with matter

to obtain information about the properties of a material offers both efficiency and

high precision. Detecting the material optically provides, for instance, non-contact

measurements without physically or chemically disturbing the material. This becomes

particularly useful for ensuring safety measures, close to explosive gases for example [1],

or to avoid the necessity of blood samples, such as measuring the blood sugar in

diabetic patients [2]. The strong light-matter interaction of optical resonators in

nanophotonic systems enables ultra-sensitive resonance shifts in response to changes

in their environment. Such detectable changes in the environment are often appear

localized in a form of a molecule [3, 4] or delocalized in the entire environment [5] in

various industrial applications, environmental monitoring, and medical diagnosis.

Sensing a molecule or substance surrounding an optical resonator by looking at

the change in its eigenmodes, such as localized surface plasmon modes in metallic

nanoparticles [6] or whispering gallery modes in dielectric microspheres [7], has

recently become an important application of nanophotonics. However, modelling and

optimization of optical resonators for sensing applications, as well as interpreting the

sensing information, present complicated ‘inverse’ problems which require extensive

and repetitive calculations. Theoretical approaches, in which the eigenmodes of the

system are calculated only once and then used as a fixed basis for treating any changes

in the environment, could reduce the computational time dramatically, by orders of

magnitude [8]. At the same time, for a number of technologically crucial applications
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of optical resonators, such as refractive index or chirality sensing, it is very important

to develop a theory which would accurately and efficiently treat any changes of the

medium and is not limited to first order. For example, the same optical resonator may

be used as a sensor operating in different media surrounding it. However, developing a

rigorous perturbation theory for external perturbations of an open optical system may

present a fundamental challenge. In particular, treating the optical system through

a class of eigenmodes, popularly known as resonant states, presents a challenge due

to the divergence of the electromagnetic field of the eigenmodes with distance. Such

divergence not only presents a challenge with the mode normalization, but also results

in limited completeness of the eigenmodes outside the system [8, 9].

The resonant states of an optical system, also known as quasi-normal modes [10],

are the eigen solutions to Maxwell’s equations with purely outgoing wave boundary

conditions. They fully describe the spectral properties of an optical system, providing

direct access to its scattering matrix [11, 12]. Their normalization has been achieved

either analytically or numerically [8, 10, 13]. Their analytical normalization consists

of a sum of a volume integral of the square of the field of the resonant state with a

material-dependent weight function, performed over any finite volume containing the

system, and an integral of the fields over the volume surface [14–16]. Such an additional

surface term compensates for the divergence of the field outside the system [13]. Owing

to the well-defined boundaries of an optical system, the resonant states are complete at

least within the minimal convex volume containing the system [14, 16].

The completeness of resonant states within the system is at the heart of the resonant-

state expansion (RSE), a rigorous method recently developed for treating perturbations

of arbitrary shape and strength by mapping Maxwell’s equations onto a linear matrix

eigenvalue problem [13, 14]. The RSE has been generalized to include frequency

dispersion [17, 18] as well as magnetic, chiral, and bi-anisotropic materials [16] and

was proven to be orders of magnitude more efficient than popular computational

methods [14, 19]. However, a significant limitation of the RSE is that all perturbations

must be contained within the basis system.

2 Resonant-state expansion and approximations for treating perturbations in the medium
surrounding an optical system



First- and second-order perturbation theories for open resonators treating finite-size

volume perturbations [14, 20–22] or boundary perturbations [23] or both together [24]

are available in the literature. However, these approaches are not suitable for treating

homogeneous perturbations of the entire space surrounding the system, which often

arise in sensing applications [25]. Recently, a first-order perturbation theory for

homogeneous and isotropic perturbations of the surrounding medium has been

developed [26]. This theory uses the analytic normalization of the resonant states

but treats perturbations in a way entirely different from the RSE. Crucially, it is

limited to small perturbations and predicts only linear changes of the frequencies of

resonant states with the medium parameters, such as the permittivity. However, the

optical modes can be extremely sensitive to even small changes of the environment.

In plasmonic resonators, for example, this can be due to strong near fields and hot

spots. Also, single-mode theories fail when two or more resonant states affected by

perturbations are spectrally close to each other, such as in the examples considered in

[27, 28]. At the same time, the same nanosensor may be operating in various solutions,

with a difference in the refractive index going significantly beyond first order.

In this thesis, we present a rigorous RSE-based approach to treat any changes in

the homogeneous isotropic medium surrounding an optical system. By developing a

transformation matrix to Maxwell’s equations, we map the changes of the surrounding

medium onto effective perturbations of the system itself, which are treatable by the

RSE. Additionally, we propose another RSE approach based on regularization to

directly treat perturbations in the surrounding medium and test its convergence.

The regularization-based approach yields a single-mode approximation for treating

perturbations in the surrounding medium. We apply the RSE-based method and

the developed approximations to a wide class of nanoresonators and microparticles

to calculate the spectral changes of highly responsive modes caused by changing

the dielectric properties of the surrounding medium. Through the RSE and the

regularization-based approximation, we exhibit a linear splitting of quasi-degenerate

modes due to a presence of a chiral medium or molecule, contrary to the expected

quadratic contribution of chirality in the spectral changes. Employing single spherical

S. F. Almousa 3



systems to achieve a linear splitting in chirality can provide insights for developing

novel chiral sensing schemes. It also lifts the constraints of establishing chirality-

induced strong coupling in comparison to prior efforts [29], in which a strong coupling

between bound states in the continuum is demonstrated by introducing chirality in the

vicinity of a metasurface.

This thesis is structured as follows:

1. In the first chapter, we introduce the concept of resonant states, present their

orthogonality relation, normalization forms, and discuss analytical and numerical

approaches for finding the resonant states in open optical systems. We then

demonstrate the RSE, its development, and first-order perturbation theory in

literature.

2. The second chapter introduces a transformation matrix to map the perturbation

in the surrounding medium to effective perturbation inside the system to

be treated by the RSE. We discuss the implications of the transformation

for materials with dispersion. We then extract from the RSE the diagonal

approximation and the first-order approximation.

3. In the third chapter, we apply the RSE-based approach and other approximations

to experimentally relevant applications. Using the developed approaches, we

calculate the frequency of the system as a function of the refractive index of the

surrounding medium. We consider a wide class of plasmonic nonoparticles as well

as microresonators.

4. In the fourth chapter, we propose an RSE method based on regularization and

examine its convergence for perturbation outside the system. We develop a

regularized diagonal approximation of single mode only to treat perturbations in

the exterior medium. We compare our results with the best available approach in

the literature and prove their equivalence in the first order.

5. In the fifth chapter, we analyze the analytical solution of spherical systems to

4 Resonant-state expansion and approximations for treating perturbations in the medium
surrounding an optical system



deduce conditions for achieving degeneracy in single spherical particles. In our

discussion, we focus on a sphere and a core-shell system. We demonstrate quasi-

degenerate modes in such systems.

6. The sixth chapter demonstrates a linear splitting of quasi-degenerate modes

in chirality. We consider a presence of chirality perturbation with different

possibilities, such as inside or outside the resonator, within the shell of a core-shell

system, or inhomogeneously as a chiral molecule. We treat such perturbations

with the RSE and the regularized diagonal approximation.

7. We conclude by presenting a thesis overview and an outlook on the presented

work.
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Chapter 1

Resonant states

1.1 Introduction

The eigen wavefunctions of conservative systems, such as a particle in an infinite

square well, have oscillatory time dependence. Imposing outgoing boundary conditions

at large distances outside the system results in complex eigenvalues, leading to

exponential decay of their wavefunctions in time. The concept of considering purely

outgoing boundary conditions outside the system to solve eigenvalue problems roots in

nuclear physics in the early description of tunneling, particularly for the description

of alpha decay, proposed by Gamow in 1921 [30]. Therefore, the solutions in these

systems became known as Gamow states [31]. They are also known as decaying states

or unstable states, characterising their finite lifetime, or more popularly later as

resonant states, indicating their relation to the resonance of the system [32]. For a

particle moving in a spherically symmetric potential V (r) of a finite range such that

V (r) = 0 for r > R, a simple case which can be given as an illustration is the S-waves,

i.e., the angular momentum quantum number l is zero. The particle then has a solution

Ψ(r, t) = ψ(r)e−iEt, where ψ(r) satisfies the time-independent Schrödinger equation [32],

[
d2

dr2
+ E − V (r)

]
ψ(r) = 0, (1.1)

7



Resonant states

in which for simplicity of presentation, we consider ℏ = 1 and m = 1/2. Considering

purely outgoing boundary conditions in the region r > R quantizes the energy of the

particle E, and also requires it to be complex-valued with a negative imaginary part.

Considering the region outside the potential range r > R, the wavefunction then has the

solution

Ψn(r, t) = Cne
i(
√
Enr−Ent) , (1.2)

where Cn is the normalization constant and where the complex energy En can be

expressed as En = E − iΓ
2
, with n labelling the state. Thus, the temporal part of the

wavefunction decays as e−
Γ
2
t. Although the decay factor Γ of the resonant states was

satisfying because it interprets the finite lifetime of the decaying states, the spatial

part, on the other side, grows exponentially at large distances in the region r > R.

Consequently, the resonant states become non square-integrable and the properties

of Hermitian systems that follows from Hilbert space, such as the orthogonality and

completeness are no longer applicable, leading to challenges in their normalization.

The applications of the resonant states in physical processes, such as scattering

and decay, called the attention to identify them in other realms of physics. In optics,

one of the early adoption referred to the resonant states as morphology-dependent

resonances [33], highlighting their dependence on the geometry and the material

properties of the optical resonator. The resonant states are also popularly known

as quasi-normal modes since, under certain treatment, they have orthogonality and

completeness conditions analogous to those found for the normal modes in closed

systems [9]. In all cases, they are the eigensolutions of the time-independent source-free

Maxwell’s equations, considering purely outgoing boundary conditions [9, 34]. For a

simple optical system, such as a planar slab of thickness 2a in vacuum, having material

properties described by permittivity along the z direction as [13]

ε(z) =

εs for |z| < a

1 for |z| ≥ a

(1.3)

and permeability µ = 1 everywhere, the electric field polarized in the x direction and

8 Resonant-state expansion and approximations for treating perturbations in the medium
surrounding an optical system



Introduction

having normal incidence is described by [13],

[
d2

dz2
+ ε(z)k2

]
E(z) = 0 , (1.4)

with k being the wavenumber. Here, the time dependence of the electric field E(z)

is given by e−iωt, where ω = ck, and c is the speed of light. The latter equation is a

full analogy to the S-waves given by Eq. (1.1), where the quantum potential in the

wave equation represents the permittivity in optics [35]. Considering purely outgoing

boundary conditions in the Maxwell’s equation Eq. (1.4) results in the following

wavefunctions [13],

En(z) =


Cne

iknz for z ≥ a

An(e
i
√
εsknz + (−1)ne−i

√
εsknz) for |z| < a

(−1)nCne
−iknz for z ≤ −a ,

(1.5)

having a complex wavenumber given by,

kn =
1

2a
√
εs
(nπ − i lnα) , n = 0,±1,±2, . . . . (1.6)

with a negative imaginary part, where α =
√
εs+1√
εs−1

.

To illustrate the concept of resonate states, we consider an example of a dielectric

slab with εs = 2.5, considering other boundary conditions in the field equation Eq. (1.4).

These conditions are incoming boundary conditions, in which the waves travel to

the system from both sides, and transparent boundary conditions, or non-reflecting

boundaries, as the wave travels to the system and continues in the same direction to

the other side of the system [36]. Imposing boundary conditions of purely incoming

or purely outgoing waves, or even transparent conditions on the dielectric slab,

quantizes the wavenumber to countable infinite number, with n labelling the state,

see AppendixA for full analysis. The wavenumber for each condition is equidistantly

distributed in the spectrum, as shown in the inset to the right of Fig. 1.1(a). The

equidistant spectrum is physically arising from the constructive interference of the

S. F. Almousa 9



Resonant states

Figure 1.1. (a) The real spatial part of the electric field Re(En(z)) of mode n=
2 inside (shaded area) and outside a dielectric slab, considering three boundary
conditions, incoming boundary conditions (IBCs) and outgoing boundary conditions
(OBCs) (blue) and transparent boundary conditions (TBCs) (red), across a dielectric
slab of width 2a and permittivity ε= 2, as shown in the inset on the left of the
permittivity function ε(z), showing also schematics of the three boundary conditions.
The eigen wavenumber kn in the complex plane is shown in the inset on the right
for the three conditions with the mode n = 2 highlighted. (b) The real part of the
time dependence e−iwnt as a function of ωnt of the OBCs (blue) with showing its
exponentially decaying factor eIm(ωn)t (dotted blue), IBCs (green), and TBCs (red).

10 Resonant-state expansion and approximations for treating perturbations in the medium
surrounding an optical system



Introduction

waves multiply reflected from the slab surface, and thus denoted as Fabry-Perót modes

for its similarities with the Fabry-Perót double-mirror resonator [37]. The wavenumber

in the case of transparent boundary conditions is real while the wavenumbers of both

the outgoing boundary conditions and incoming boundary conditions are complex with

one being the complex conjugate of the other.

The real spatial part of the electric field Re(En(z)) and the real part of the time

dependence e−iwnt, corresponding to n = 2 are shown in Fig. 1.1(a,b) for the three

boundary conditions. The real wavenumber in the case of transparent conditions results

in periodic oscillations of the field in both space and time as shown in Fig. 1.1(a,b).

The complex wavenumber in the case of outgoing and incoming conditions results

in exponential growth of the electric field outside the slab, as shown in Fig. 1.1(a).

For the outgoing boundary conditions, the negative sign of the imaginary part of the

wavenumber plays the role of the exponential decay in the time dependence of the field.

The decay factor is given by eIm(ωn)t, where Im(wn) is the imaginary part of the angular

frequency ωn = ckn, as shown in Fig. 1.1(b). The electric field in the case of outgoing

boundary conditions resembles the oscillations of a classical damped oscillator. Hence,

considering outgoing boundary conditions, not only quantizes the wavenumber, but also

provides a finite lifetime to the wavefunction.

In general, the resonant states of an arbitrary linear medium are described by the

following time-independent Maxwell’s equations (Gaussian units) [38],

∇ · D = 0 , ∇ · B = 0 , (1.7)

∇× E = ikB , ∇× H = −ikD , (1.8)

considering outgoing boundary conditions, where k is the wavenumber, and the time

dependence is given by e−iωt, where ω = ck. The response of the material is determined

by the constitutive relations [39]

D = ε̂εε(k, r)E + ξ̂ξξ(k, r)H , (1.9)

B = µ̂µµ(k, r)H + ζ̂ζζ(k, r)E , (1.10)

S. F. Almousa 11



Resonant states

where ε̂εε(k, r), µ̂µµ(k, r), ξ̂ξξ(k, r) and ζ̂ζζ(k, r) are, respectively, the permittivity, permeability

and the bi-anisotropy 3 × 3 frequency-dependent tensors of the medium. We consider

in our analysis reciprocal systems, i.e., ε̂εεT = ε̂εε, µ̂µµT = µ̂µµ, and ξ̂ξξ
T

= −ζ̂ζζ, where the

superscript is for the matrix transpose [40]. For isotropic chiral media, ξ̂ξξ = −iκ1̂ and

ζ̂ζζ = iκ1̂, where κ is the Pasteur’s parameter quantifying the system’s chirality [39]. For

simplicity in this introductory chapter, we consider µ̂µµ = 1̂ and ζ̂ζζ = ξ̂ξξ = 0̂, where 0̂ and 1̂

are the 3× 3 zero and unit tensors, respectively, and use the following form of Maxwell’s

equation,

−∇×∇× E(r) + k2ε̂εε(r)E(r) = 0 , (1.11)

which can be obtained directly by using ∇ × H = −ikε̂εεE in the curl of ∇ × E =

ikH. We also highlight that we define the system as the internal region of the compact

permittivity throughout this thesis. As a final note, in the following chapters, we rely

on the 6× 6 compact form of Maxwell’s equations introduced in [16], providing complete

description of both the electric and magnetic fields in Eqs. (1.8), (1.9), and (1.10) of

materials described by a generalized permittivity tensor. In the following section, we

present the formulation of the orthogonality condition of resonant states.

1.2 Orthogonality relation

The conditions of orthogonality and normalization of the wavefunctions that follows

from the inner product in Hermitian systems cannot be used for the resonant states due

to their exponential growth with distance outside the resonator. The orthogonality of

two resonant states having, respectively, kn and km with kn ̸= km can be derived in a

direct way. We consider a resonant state satisfying

−∇×∇× En(r) + k2nε̂εε(r)En(r) = 0 , (1.12)

and another resonant state with index m, which satisfies

−∇×∇× Em(r) + k2mε̂εε(r)Em(r) = 0 . (1.13)

12 Resonant-state expansion and approximations for treating perturbations in the medium
surrounding an optical system



Normalization conditions

Multiplying Eq. (1.12) by Em(r) and Eq. (1.13) by En(r), subtracting the two equations,

using the vector identity ∇×∇×E = ∇(∇ ·E)−∇2E, and integrating over a volume V

containing all the system inhomogeneities, one now obtains

(k2m − k2n)

∫
V

En · ε̂εεEm +

∫
V

[
En · ∇2Em − Em · ∇2En

]
dr = 0 , (1.14)

where r dependence is dropped for brevity. The second term can be further treated by

integrating by parts using [41]

∫
V

f(∇ · ∇g)dr =

∮
SV

(f∇g) · dS −
∫
V

(∇f) · ∇gdr , (1.15)

where f and g represent any of the components of En and Em, respectively, and the

surface integral in the first term is taken over the surface SV of the volume V . This

yields the orthogonality relation [8, 13]

∫
V

Enε̂εε · Emdr +

∮
SV

(
En · ∂Em

∂s
− Em · ∂En

∂s

)
dS

(k2m − k2n)
= 0 , (1.16)

where the gradient ∂
∂s

is taken normal to the surface SV . Here, both the volume and

surface terms depend on V , but there is an exact cancellation of the V -dependencies

outside the system, which eliminates the divergence as V → ∞. The final result is the

orthogonality relation [8, 13].

1.3 Normalization conditions

Although several approaches for the normalization were proposed in quantum

mechanics, the adaptation in optics was not a paved road and a long debate and

different forms have been proposed since the beginning of 1990s [9]. Such an extended

discussion may be attributed to the vectorial form of the wavefunctions and the

Maxwellian’s operators in optics which do not lead to the same forms used for scalar

wavefunctions in quantum mechanics [9]. The normalization approaches presented in

this section fall into three main categories stemming from the literature in quantum
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mechanics. The first one is regularization-based approach, introduced first by Zeldovich

in 1960s [42], and adopted in optics in [20, 43–47]. Another category is based on the

outgoing Green’s function as, for example, the work by García-Calderón in quantum

mechanics [32, 48]. In optics, the normalization was achieved by considering an

analytical continuation determined by the outgoing Green’s function [8, 15, 16, 49].

The third category is the exterior scaling transformation [50] which is analogous to the

perfectly matched layer (PML) normalization in electromagnetics [9, 51–53]. Although

regularization was a general term used in [9] to describe mapping the resonant states

into a Hilbert space where they become square integrable, we rather refer to the work

that stems from Zeldovich normalization method in [42] as regularization. We discuss

in the following the three categories with a main focus on the analytical normalization

based on the Green’s function as it is used to normalize the analytically solvable

systems in this thesis.

1.3.1 Regularization-based forms

Zeldovich developed a first-order perturbation theory, using analytical continuation

to find the first-order correction of the energy and linewidth of the resonant states,

referred to as quasistationary states in that context. To treat the infinitely growing

wavefunction outside as r → ∞, he multiplied the integrand by a Gaussian-like factor

e−αr
2 and took the limit as α goes to zero, such that this factor doesn’t alter the

wavefunction of the particle inside the compact potential V (r). He specifically treated

the limit,

lim
α→0

∫ ∞

0

e−αr
2

e2iknrdr = − 1

2ikn
. (1.17)

Adding and subtracting this limit from the diverging normalization integral,

∫ ∞

0

ψ2
n(r)dr ≡ lim

α→0

∫ ∞

0

e−αr
2

ψ2
n(r)dr , (1.18)

leads to, ∫ ∞

0

ψ2
n(r)dr =

∫ r′

0

ψ2
n(r)dr −

(Cne
iknr′)2

2ikn
, (1.19)
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where kn =
√
En in this context in accordance with Eq. (1.1). It’s essential to notice

that this integral is independent of the choice of r′ because the second term always

cancels out the integration in the first term evaluated at r′.

In one of the early adaptation of Zeldovich approach into optics by Leung et al.,

the definition of a stable norm was achieved for one dimensional systems [54]. Their

definition was extended to spherical systems with a volume and surface contributions,

both are R-dependence and were given in the context of modes with high quality factor.

This suggests in this case neglecting any diverging terms outside the system. Leung and

Pang later added a limit to the normalization of the dielectric sphere, suggesting that

the sum of the volume and surface terms at large volume is constant [20]. The same

normalization condition was adopted in several works [45–47], and was demonstrated

later that it is not generally correct [9, 55]. Most interestingly, Zeldovich presented

in the same paper a regularized normalization condition for resonant states with

higher angular momentum l > 0, having spherical Bessel function as a solution [56].

This case is analogous to the transverse electric (TE) resonant states of a dielectric

sphere in optics, however this result was not extended nor was regularization explicitly

implemented in any of Leung’s work. A proper regularization, such as Zeldovich

work or the one taken for spherical systems in [57], can be extended to develop a

normalization integral for the electric field of TE polarization of a dielectric sphere.

This normalization in this case converges to the analytical normalization presented in

Sec. 1.3.2 for arbitrary optical systems surrounded by a homogeneous medium.

1.3.2 The analytical normalization

In 2010, an analytical form of the normalization for a non-magnetic, non-dispersive

arbitrary three-dimensional geometries was presented by Muljarov et al. [13], and shown

in the subsequent works that it is determined by the outgoing Green’s function [14–16,

49] and benefited from its spectral representation in terms of the resonant states. We

first present this representation, followed by an elaboration of the normalization and its

evolution.
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Owing to the Mittag-Leffler’s theorem for meromorphic functions, the outgoing

Green’s function of the system, satisfying Maxwell’s equation with a Dirac delta

function source term [14],

−∇×∇× Ĝk (r, r′) + k2ε̂εε(r)Ĝk (r, r′) = 1̂δ (r − r′) , (1.20)

can be decomposed into a sum of partial fractions of its poles, being the wavenumbers

of the resonant states, as follows [14, 49]

Ĝk (r, r′) =
∑
n

En(r)⊗ En (r′)
kn (k − kn)

, (1.21)

provided that the system is surrounded by a homogeneous background. The Green’s

function Eq. (1.21) converges only inside the system as k → ∞, and has En(r) ⊗

En (r′)
/
kn as the residues of the pole kn, where ⊗ is the tensor product.

Now, the normalization relies on an analytical continuation E(k, r) of the form

E(k, r) =
∫
V

Ĝk (r, r′)
(
k2 − k2n

)
σ (r′) dr′ , (1.22)

where V again is an arbitrary volume containing all the system’s inhomogeneities of

ε̂εε(r), k is a complex wavenumber in the vicinity of the wavenumber of the resonant

state kn, and E(k, r) satisfies the following Maxwell’s equation [8],

−∇×∇× E(k, r) + k2ε̂εε(r)E(k, r) =
(
k2 − k2n

)
σ(r) . (1.23)

The arbitrary source σ(r) is vanishing outside the system to ensure that E(k, r) fulfills

the outgoing boundary conditions, and it is normalized as
∫
V

En · σdr = 1, to ensure that

in the limit k → kn, the analytical continuation E(k, r) transforms into a resonant state.

Following the same steps used previously to derive the orthogonality condition, but

with the analytical continuation E(k, r) instead of Em(r), then taking the limit as k →
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kn, one obtains [14, 15]

lim
k→kn

∫
V
2E (k2ε̂εε− k2nε̂εε) · Endr

k2 − k2n
+ lim

k→kn

∮
SV

2
(
En · ∂E∂s − E · ∂En

∂s

)
dS

k2 − k2n
= 1 . (1.24)

The factor of 2 is artificial and was introduced in [16] and in all the subsequent work.

By expanding the analytic continuation about k= kn, the spectral derivative can be

converted to a spatial derivative, the normalization for non-dispersive systems finally

takes the form [18]

2

∫
V

En · ε̂εεEndr +
1

k2n

∮
SV

[
En ·

∂E′
n

∂s
− ∂En

∂s
· E′

n

]
dS = 1 , (1.25)

where the derivative of the analytic continuation outside the system is given by E′
n =

(r · ∇)En, which becomes E′
n = r ∂En

∂r
in spherical coordinates, where r = |r| is the radial

coordinate. For a spherical enclosed boundary SR of a spherical volume VR centered

at the origin, the partial derivative ∂
∂s

= ∂
∂r

[8]. In other words, for such a spherical

boundary, both derivatives E′
n and ∂

∂s
are directional derivatives in the direction normal

to the surface, resulting in a second order derivative for ∂E′
n

∂s
, such that ∂E′

n

∂s
= ∂

∂r
r ∂En

∂r
.

The normalization integral Eq. (1.25) is constant under any taken volume V because

there is also an exact cancellation of the V -dependencies in the region outside the

system.

Having frequency dispersion in the system introduces a factor of η + 1 in the

volume integral, stemming from taking the limit k → kn. Similarly, dispersion in

the surrounding medium introduces the same factor in the surface term, arising from

expanding the analytic continuation about kn, provided that the surrounding medium

has uniform permittivity [15], the factor η is defined as

η =
k

2ε̂εε(k)

∂ε̂εε(k)

∂k

∣∣∣∣
k=kn

, (1.26)

with noting that the factor η + 1 is conventionally written in the normalization integral

for dispersive system as η + 1 = 1
ε̂εε(k)

∂k2ε̂εε(k)
∂k2

∣∣∣
k=kn

. Later, the normalization integral

was generalized to include magnetic, chiral, and bi-anisotropic materials, considering

S. F. Almousa 17



Resonant states

frequency dispersion [16]:∫
V

[
En · (kε̂εε)′En + En · (kξ̂ξξ)′Hn

]
dr −

∫
V

[
Hn · (kζ̂ζζ)′En + Hn · (kµ̂µµ)′Hn

]
dr

+
i

kn

∮
SV

[
En × H′

n + Hn × E′
n

]
· dS = 1 ,

(1.27)

where the dependency on k is dropped from the material’s tensors, and the prime refers

to the derivative with respect to the frequency k at kn, and H′
n = (r · ∇)Hn. For

non-dispersive systems with ζ̂ζζ = ξ̂ξξ = 0̂ and µ̂µµ = 1̂, the normalization reduces to

Eq. (1.25) [16].

The normalization integral Eq. (1.27) is a general normalization of resonant states in

of a reciprocal system surrounded by a homogeneous medium, valid for any arbitrary

three dimensional optical system [16]. It is important to note that the requirement of

uniformity in the surrounding medium excludes systems on a substrate from the range

of validity since substrates introduce inhomogeneity in the surrounding medium [9].

1.3.3 Perfectly-matched layer normalization

In computational methods, the PML is an essential tool for simulating systems with

open boundaries. Unwanted reflections that may occur at the truncated computational

region are minimized through the implementation of a PML domain at those

boundaries. The essence of the PML is an analytical continuation of the waves in a

complex infinite space in which the wave decays exponentially. Owing to the imaginary

part of the complex coordinates, only outgoing waves are analytically continued in such

a space. The complex space is then mapped into real coordinates, determining the

finite thickness of the PML [58, 59]. The mapping may involve a transformation of the

Maxwell’s operator, the permittivity and permeability tensors, or the operator and the

permittivity and permeability tensors together [51]. Thus, the resonant states can be

found numerically by using an eigenmode solver for Maxwell’s equation with defining

a PML domain in the medium surrounding the resonator to consider only outgoing

boundary conditions.
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Hugonin and Lalanne demonstrated the PML machinery for nanophotonic

applications and provided eigenfield normalization for systems bounded by a PML

domain [10, 51]. Since the fields converge in the PML region, the normalization integral

is taken as a volume integral over the entire computational domain, including the PML,

as [9, 10]∫
V

[En · (kε̂εε)′En − Hn · (kµ̂µµ)′Hn] dr +
∫
Vpml

[
Ẽn · (k̃˜̂εεε)′Ẽn − H̃n · (k̃ ˜̂µµµ)′H̃n

]
dr̃ = 1 , (1.28)

with V being the physical volume in the computational domain, Vpml is the volume

of the PML in the new real coordinates, and the integrand is mapped into the new

real coordinates of PML. The fields, permittivity, and permeability in the PML region

are the transformed ones [10, 53]. The transformation is of key importance in the

accuracy and convergence of the fields in the PML domain [51]. Thus, with using the

PML normalization, the parameters of the system must be carefully chosen in order to

guarantee its convergence. [34].

In this work, we employ the accuracy of the RSE-based theory for treating

perturbation outside the system to normalize the electric fields of arbitrary shapes,

including systems on a substrate. The method is detailed in the applications in

Chapter 3.

1.4 Finding the resonant states

Resonant states are influenced by the system’s morphology, encompassing both its

geometric shape and material properties. Our discussion is divided into two parts: one

dealing with easily solvable, symmetric systems, and the other with systems of arbitrary

geometries, presenting more analytical challenges.
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1.4.1 Analytically solvable systems

The resonant states of the one-dimensional slab presented in the introduction

(Sec. 1.1) or three-dimensional symmetric systems located in a homogeneous

surrounding medium can be found analytically [14, 49, 60]. The wavenumbers of the

resonant states are determined from the secular equation obtained from applying

Maxwell’s boundary conditions, namely, the continuity of the tangential components of

the electric field E(r) and the magnetic field H(r) across the boundaries [13, 14].

Spherically symmetric systems are reducible to one dimension, providing simplicity

with rich features in the spectrum. The analytical solution of spherical systems is

comprehensively discussed in Chapter 5, with the fields and secular equations for a

sphere and a core-shell system. The given secular equations can be solved with the help

of numerical methods, such as Newton–Raphson method, which is primarily used to

find the exact modes of spherical systems in this work for a comparison with our results.

Here, we devote a part of this section to introduce some features of the spectrum of

spherical systems.

Owing to the spherical symmetry, Maxwell’s equations distinguish two separate sets

of equations for TE and transverse magnetic (TM) modes of non-chiral materials∗ [61].

The angular operator provides further quantization to the fields given by the index l

and azimuthal index m = −l, . . . , l, which are referred to as the angular momentum and

magnetic quantum numbers, respectively [37]. Each polarization has 2l + 1 degenerate

modes for each l [14]. In addition to Fabry-Perót modes, additional modes with

relatively high imaginary parts are created in the spectrum and denoted as leaky modes

for their considerable loss [13]. Another class of modes, in contrary, are characterized

by their low imaginary parts and thus longer lifetime, attributed to the total internal

reflections along the concave surface [37]. These modes are known as whispering gallery

modes, usually characterized by their high quality factor, measuring the ratio of their

energy to their linewidth [62]. Both leaky modes and whispering gallery modes become
∗Considering chirality in the system couples the electric and magnetic fields, making their

Maxwell’s equations inseparable, and the TE and TM modes become indistinguishable.
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more prominent with higher angular momentum l [13], with exactly l and l − 1 leaky

modes for TE polarization and TM polarization, respectively.

TM polarization in spherical systems supports special modes. The mode marked by

a peak in the spectrum corresponds to minimised reflectivity occurring at Brewster’s

angle between the incident TM wave and surface normal [37]. Additionally, TM

polarization supports the presence of localized surface plasmon modes in metallic

spherical systems described by Drude Lorentz model [18, 63].

As an illustration of spherical systems, we display the TE and TM modes of a

dielectric sphere of radius R and ε= 4 in vacuum in Fig. 1.2(a), which exhibits the three

main classes of modes for both l= 5 and l= 10, with the latter supporting more leaky

modes and whispering gallery modes as expected. The Brewster’s modes appear as

peaks in the spectrum of TM polarization. Further, we show the radial dependence

of the normal and tangential components of the normalized electric field of the TM

polarization for one selected mode of each class for l = 10 in Fig. 1.2(b,c). The electric

field of the lowest leaky mode at knR ≈ 7.55 − 4.17i is mostly situated outside

the sphere, exhibiting rapid divergence. Conversely, the whispering gallery mode at

knR ≈ 7.25 − 0.004i, indicated as WGM, is concentrated around the sphere surface,

with slower divergence outside the sphere. The oscillation of the electric field is more

apparent inside the sphere for the Fabry-Perót (FP) mode at knR ≈ 27.78 − 0.3i [37].

For details on the radial dependence of the normal and tangential components of TM

modes, expressed in a basis of vector spherical harmonics, see Sec. 5.1 and Sec. 5.2,

and the normalization is discussed at the end of Sec. 5.3.2. As an additional note, the

normal components of the electric field of the depicted modes exhibit discontinuities

across the surface of the sphere, whereas the tangential components remain continuous

as expected from Maxwell’s boundary conditions.

1.4.2 Arbitrarily shaped structures

For systems with arbitrary geometries, one needs to use computational methods such

as the finite element method (FEM) or Finite-Difference Time-Domain (FDTD). In the
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Figure 1.2. (a) The wavenumber of TE (blue) and TM (red) resonant states in the
complex plane, calculated from the secular equation with l= 5 (filled circles) and l=
10 (empty circles) of a dielectric sphere of a permittivity profile shown in the inset.
The real part of the radial dependence of (b) the normal component E⊥(r) and (c)
tangential component E∥(r) of the electric field for one mode of each class: leaky mode
at kn ≈ 7.55− 4.17i (green), whispering gallery mode (WGM) at kn ≈ 7.25− 0.004i (red)
and Fabry-Perót (FP) mode at kn ≈ 27.78− 0.3i (black), for l= 10.
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former, the open space is discretized into smaller elements in a form of a mesh, while

the latter involves discretization of both space and time into a grid of so-called Yee

cells, with iteratively updating electric and magnetic field values at discrete points in

the grid [64]. In both, the discretization confines the system within finite PML domain

which analytically continued the outgoing waves in a complex space, which replaces the

exponential growth with exponential decay as explained in Sec. 1.3.3 [51]. An important

note is that not all modes are sufficiently attenuated before being reflected from the

PML wall. The fields of the modes that diverges quickly are mostly affected by the

finite PML domain. Additional note is that the implementation of PML induces what

is so-called Bérenger modes or PML modes. Such modes are sensitive to the PML

parameters and can be distinguished from the other physical modes by changing, for

example, the PML thickness. [10, 58]

In general, the computational approaches usually require repetitive optimization of

computational parameters, such as initial values and PML thickness, that otherwise

might lead to a confusion of the desired mode with other physical modes or unphysical

modes, if they are around. The computational load for each operation is also a function

of the number of other calculated modes, tolerance and size of the geometry.

The resonant states can be rigorously produced from an existing basis, calculated

once, using the RSE, which maps Maxwell’s equations into a linear eigenvalue problem.

The RSE provides natural discretization of the system into its resonant states to

calculate their changes caused by arbitrary perturbations (any strength) to any

desirable accuracy determined by the basis size [13, 14, 18]. We demonstrate the RSE

in the following section.

1.5 Resonant-state expansion (RSE)

The spectral representation of the outgoing Green’s function of the system and

completeness of the resonant states inside the system are the heart of the RSE [13].

The Green’s function provides natural discretization of the system into its resonant

states. Completeness, on the other hand, allows to convert Maxwell’s equation into
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a linear eigenvalue problem with quick convergence [18]. We present in this section

the development of the RSE, started by treating perturbation of arbitrary strength in

dielectrics [13] and generalized later to include dispersive systems [17, 18] as well as

magnetic, chiral, and bi-anisotropic materials of reciprocal systems [16]. In this section,

we first demonstrate the completeness of the resonant states inside the system and then

present another form of the Green’s function. The latter becomes useful in deriving the

RSE equation. We follow that by demonstrating the RSE equation for non-dispersive

and dispersive systems.

To demonstrate completeness, we use the Green’s function Eq. (1.21) into Eq. (1.20),

which with the help of Eq. (1.12) yields the closure relation [49],

∑
n

ε̂εε(r)En(r)⊗ En (r′) = 1̂δ (r − r′) , (1.29)

provided the resonant states are taken inside the system surrounded by a uniform

background as follows from the outgoing Green’s function Eq. (1.21) [16, 34]. The

Green’s function Eq. (1.21) can also be taken in the following form

Gk(r, r′) =
∑
n

En(r)⊗ En(r′)
k(k − kn)

, (1.30)

which is obtained by combining the Green’s function Eq. (1.21), presented earlier, with

its sum rule [49] ∑
n

En(r)⊗ En (r′)
kn

= 0 . (1.31)

The spectral representation of the Green’s function Eq. (1.30) is used in deriving the

RSE equation.

Non-dispersive RSE

Now, to derive the RSE equation, let us assume first a non-dispersive, non-magnetic

optical system, and its resonant states, described by Eq. (1.12), form the basis system.

The system of our interest is modified by the perturbation ∆ε̂εε(r), and described by the
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following Maxwell’s equations,

−∇×∇× E(r) + k2 [ε̂εε(r) + ∆ε̂εε(r)]E(r) = 0 . (1.32)

The above equation can be solved with the help of the Green’s function Eq. (1.30) to

obtain the electric field of the perturbed system E(r) as,

E(r) = −k2
∫

Gk(r, r′)∆ε̂εε(r′)E(r′)dr′ . (1.33)

Then, we employ the completeness of the resonant states inside the system to expand

the electric field E(r) in terms of the unperturbed states as

E(r) =
∑
n

cnEn , (1.34)

and use the expansion into Eq. (1.33), which leads after equating coefficients to a linear

eigenvalue problem in a matrix form:

(k − kn)cn = −k
∑
m

Vnmcm , (1.35)

where the matrix elements Vnm are given by

Vnm =

∫
V

En(r) ·∆ε̂εε(r)Em(r)dr . (1.36)

To obtain an explicit form of the eigenvalue problem, we divide Eq. (1.35) by k, and

introduce new expansion coefficients an =
√
kncn, such that [13, 65]

1

k
an =

∑
m

(
δnm
kn

+
Vnm√
knkm

)
am. (1.37)

The eigen wavenumber k of the perturbed system and the expansion coefficients

cn can be obtained by diagonalizing Eq. (1.35), which is developed in literature as the

RSE method. The RSE is described as exact, provided that all the resonant states are

included in the basis. In practice, a finite number of the resonant states shows quick
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convergence, given by 1/N3, where N is the number of the resonant states included

in the basis. The RSE equation Eq. (1.35) is generalized to include magnetic, chiral

and bi-anisotropic perturbations of the system which leads to the generalized matrix

elements [16]

Vnm =

∫
V

[
En ·∆ε̂εεEm + En ·∆ξ̂ξξHm − Hn ·∆ζ̂ζζEm − Hn ·∆µ̂µµHm

]
dr . (1.38)

Dispersive RSE

For systems with frequency dispersion, the RSE is based on the assumption that the

frequency dispersion of the system is described by the generalized Drude-Lorentz model,

most effective for describing dispersion of metals [18, 66]:

ε̂εε(k, r) = ε̂εε∞(r) +
∑
j

iσ̂σσj(r)
k − Ωj

, (1.39)

where ε̂εε∞(r) is the high-frequency value of the permittivity tensor, Ωj are the simple-

pole positions of the permittivity in the complex wave number plane, and σ̂σσj(r)

are the corresponding conductivities. Overall, Eq. (1.39) presents a Mittag-Leffler

representation of ε̂εε(k, r) treated as a function of a complex variable k [66].

The frequency dispersion introduces a weight factor in the Green’s representation

in Eq. (1.30) [18]. Such a modified representation of the Green’s function of dispersive

systems helps with mapping the Maxwell’s equations of the perturbed system into a

linear eigenvalue problem of the form

(k − kn)cn = −k
∑
m

Vnm(∞)cm + kn
∑
m

[Vnm(∞)− Vnm(kn)] cm , (1.40)

where Vnm(∞) and Vnm(kn) are the matrix element evaluated with ε(∞, r) and ε(kn, r),

respectively. The difference Vnm(∞) − Vnm(kn) corresponds to the perturbation of the

frequency-dependent part of the permittivity, and thus vanishes for non-dispersive

systems leading to the RSE equation for non-dispersive systems Eq. (1.36). Most

importantly, any non-zero pole of the permittivity results in a set of countable infinite
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modes approaching that pole, and denoted as Drude resonant states (DRSs). These

modes satisfy the secular equation of the system, and therefore they have to be

included in the basis to complete it [18].

To illustrate the dispersive RSE for permittivity perturbations inside the system,

we consider an isotropic gold sphere of R = 200nm, as a basis (unperturbed) system,

described by Drude model,

ε(k) = ε∞ +
iσ

k
− iσ

k − Ω
, (1.41)

consisting of two poles Ω0 = 0 and Ω1 = −iγ, which correspond, respectively, to

conductivities σ̂σσ0(r) = σ1̂ and σ̂σσ1(r) = −σ1̂, where σ is the DC conductivity and γ

represents the frequency of collision of free electrons. While further refinement of the

metal response can be obtained by including additional terms in the permittivity with

poles of non-zero real parts to describe phonon and electron interband transitions [66],

we rely on the Drude model to describe dispersion in metals in our illustrations for

simplicity. The parameters of the Drude model are taken as ε∞ = 4, ℏcσ = 957 eV,

and ℏcγ = 0.084 eV, fitted to the Johnson and Christy data [67] with the help of the fit

program provided in [66].

Considering TM polarization for l = 1, the normalized electric field of some selected

modes is shown in Fig. 1.3(a,b), and the spectrum of the Drude gold sphere is shown

in Fig. 1.3(c). In Fig. 1.3(a) and Fig. 1.3(b), we exhibit the normal and tangential

components, respectively, of the radial dependence of the electric field of three modes:

the surface plasmon (SP), the following mode in the spectrum (RS1), and one of

the DRSs, associated with the Drude pole Ω = −iγ. Both normal and tangential

components of the electric field of the surface plasmon, having energy En = ℏckn at

En ≈ 0.88 − 0.43i eV, are enhanced on the sphere surface. The following mode at

En ≈ 4.64− 0.15i eV exhibits higher oscillations in the electric field components inside the

sphere. The electric field of the DRSs has a slightly different nature since it converges

outside the sphere, as shown for both components in Fig. 1.3(a,b) for the lowest mode of

DRSs at En ≈ −0.02i eV. The convergence of the electric field of these modes outside

the sphere is attributed to the purely imaginary part of their energies. Consequently,
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Figure 1.3. The TM resonant states of Drude gold nanosphere of radius R= 200nm, mode order
l=1, and Drude parameters ε∞=4, ℏcσ= 957 eV, and ℏcγ= 0.084 eV. The real part of the radial
dependence of (a) the normal component E⊥(r) and (b) tangential component E∥(r) of the electric
field of the surface plasmon (SP) (red), the following mode (RS1) (blue) and a DRS (green), where the
fields of the SP and DRS are smaller by a factor of 102 and 104, respectively. (c) Complex energies
E = ℏck of a basis (grey pluses) of size N = 75 modes from the unperturbed energies (grey circles),
including Drude poles (DRSs) and showing the positions of SP, RS1 and DRS, are used in the RSE to
calculate the energies of the perturbed system (blue squares), with a perturbation ∆ε∞ = 1, having
exact values (red crosses) calculated from the secular equation. Inset: the error of the RSE results
relative to the exact values using a basis size N= 75 (green triangles), N= 150 (blue squares), and N=
300 (black diamonds), including DRSs (filled) and excluding DRSs (empty).
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the radial dependence of both components of the electric field is associated with the

modified Bessel function [68]. As the energies of these modes approach the pole, their

electric fields dramatically diminish due to diverging values of the permittivity at such

energies. The normal and tangential components of the electric field are as presented

in Sec. 5.1 and Sec. 5.2, but normalized according to [63], which considers the impact

of dispersion in the normalization constants†. The distribution of the energies of the

selected modes and other modes in the complex plane, including the DRSs, are shown

in Fig. 1.3(c).

Now, we used the unperturbed modes as a basis in the RSE to produce the

perturbed modes due to a change of the permittivity at high frequency. In Fig. 1.3(c),

the perturbed modes were produced from the unperturbed ones using a basis of N = 75

in the dispersive RSE equation due to permittivity perturbation ∆ε∞ = 1. The

RSE results show a good agreement with the exact modes, obtained from the secular

equation. Crucially, including DRSs in the basis of the dispersive RSE is essential

to obtain the convergence as N−3 for all the modes as shown in the relative error for

different basis size N with and without DRSs in the inset of Fig. 1.3(c).

Infinitesimal-dispersive RSE

The infinitesimal-dispersive RSE has to be applied when an additional pole is

introduced by the perturbation ∆ε(k, r). Such an additional pole requires including a

degenerate set, denoted as pole resonant states (pRSs), in the basis [63]. This set has

the frequency of the pole and weight tending to zero in the permittivity. Following the

description used in [63], pRSs for the dispersion Eq. (1.39) are found by taking the limit

ξ → 0 both in the conductivity iσ̂σσj(r) = ξŝj(r), where ŝj(r) can be taken as 1̂ without

loss of generality, and in the mode wavenumber km = Ωj + ξqm, where the index m is

used to label the pRS. The quantum numbers qm are finite and are related to effective
†Note that in order to use the normalization constants in [63], the wavefunction in Eq. (5.22) is

divided by spherical Riccati-Bessel function of the first kind J(
√
ε(kn)knr) inside the sphere and the

spherical Riccati-Hankel function of the first kind H(knr) outside the sphere. Such definition leads
to identical normalization constants at the boundary R. Additionally, note that the radius R in the
normalization constant mentioned in [63] requires correction to R3.
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permittivities ε̂εεm of the pRSs, according to

ε̂εεm(k, r) = ε̂εε∞ +
∑
j′ ̸=j

iσ̂σσj′(r)
Ωj − Ω′

j

+
ŝj(r)
qm

. (1.42)

Note that while all pRS are degenerate, i.e. km = Ωj, different pRSs have different

values of qm and consequently εm. The latter determines the spatial distribution of the

pRS fields within the basis system while the former contribute to their normalization

and depends on the geometry of the considered system [63].

The infinitesimal-dispersive RSE is illustrated in Fig. 1.4 for the same gold sphere

displayed in Fig. 1.3. The unperturbed complex energies En = ℏckn are used as a basis

to calculate the modes due to perturbation of the pole ∆Ω = −0.035i eV. Figure 1.4

(a) shows that the modes are responsive to such a small variation of the pole. The

pRSs of the new (perturbed) pole Ω′
1 = −0.119i eV are added to the basis, and the

values of their refractive indices Eq. (1.42), where nr =
√
εm are shown in the inset of

Fig. 1.4 (a). Including both DRSs in the basis as well as the pRSs is crucial to obtain

the convergence as shown Fig. 1.4(b), displaying the relative error for different basis size

N with or without the pRSs. The relative error for the first few modes, including the

surface plasmon, dose not exceed 10−4 without the pRSs. We provide more details on

the calculation of such modes in Chapter 2.

1.6 First-order perturbation theory

Finding the changes of the wavenumber of resonant states in the first-order is

proposed in literature for weak perturbations δε̂εε(r). The linear shift can be derived

from the RSE equation by neglecting all the off-diagonal elements from the RSE matrix,

which yields [27, 63, 69]

k ≈ kn
1 + Vnn

. (1.43)

The shift in the first-order then becomes

δk ≈ −kn
∫
V

En(r)δε̂εε(r)En(r)dr . (1.44)
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Figure 1.4. (a) As Fig. 1.3 but for perturbation of Drude pole ∆Ω = −0.035i eV. Inset:
the imaginary parts of the refractive index nr of the degenerate set pRSs, corresponding
to the frequency of the perturbed Drude pole Ω′

1 = −0.119i eV. (b) The relative error of
different basis sizes N= 49 (red), N= 97 (cyan), and N= 193 (black), with pRSs (filled)
and without pRSs (empty).

This truncation of the RSE matrix to have only one mode in the basis can also be

justified by the Rayleigh-Schrödinger perturbation theory based on the RSE [8]. In

this theory the perturbed wavenumber k is expanded to the second order in terms

of the RSE matrix. This expansion up to first-order correction provides exactly the

perturbed wavenumber Eq. (1.44), provided that the overlap of the mode of interest
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n and all other modes m in the matrix elements Vnm in Eq. (1.36) are negligible

and the distances to other modes m in the complex plane are much larger than the

mode shift δk. While this form is derived from the RSE and expected to be valid

for perturbations inside the system only, it was demonstrated that it predicts linear

shifts of the frequency of resonant states due to perturbations in the close vicinity

of the system [70]. Furthermore, existing literature includes first- and second-order

perturbation theories for open systems, addressing perturbations related to finite-size

volume [14, 20, 22], boundary [23], or a combination of both [24]. However, these

approaches are not suitable for treating homogeneous perturbations of the entire space

surrounding the system which occurs in sensing applications [25]. The best available

approach for treating perturbations in the surrounding medium is provided by Both

and Weiss for homogeneous perturbation of permittivity or permeability [26]. The

RSE-based method developed in this thesis provides the frequency shift to any desired

accuracy, and its diagonal approximation predicts shifts beyond the first-order in the

considered examples. Additionally, we develop a simpler analog to Both and Weiss

based on regularization, and prove their equivalence in the first order.

1.7 Summary

Resonant states are the eigensolutions to the time-independent, sourceless Maxwell’s

equations, considering solely outgoing boundary conditions. Such consideration results

in exponential decay of the electromagnetic fields in time and exponential growth

with distance in the region outside the system. In the orthonormality conditions,

this catastrophic growth with distance is compensated analytically by a surface term.

Computationally, the infinite growth is compensated by a volume integral over a PML

domain. For simple one-dimensional systems or those reducible to one-dimensional,

the resonant states can be found by solving Maxwell’s equations analytically. In such

cases, the eigenvalues (wavenumbers) can be found from the secular equation obtained

from the continuity of the tangential components of the electric and magnetic fields.

For more complex systems, the resonant states can be found computationally using
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an eigenmode solver for Maxwell’s equations. In this case, the outgoing boundary

conditions are satisfied by defining a PML domain enclosing the system. Owing to the

boundaries in optical systems, the resonant states are complete inside the system, which

allowed for the development of the RSE theory. The RSE is a perturbation theory

in which the perturbed modes can be reproduced efficiently from a fixed basis of the

unperturbed modes. Instead of solving Maxwell’s equations, one only needs a fixed

basis of normalized resonant states obtained analytically or numerically to reproduce

perturbed resonant states using the RSE equation with a quick convergence as N−3,

where N is the basis size, to any desired accuracy or perturbation strength. The RSE

can treat dispersive systems described by a generalized Drude-Lorentz model. For

such systems, any permittivity pole of finite weight or zero weight requires adding

a set of resonant states to the basis to obtain the convergence. Using only single

mode in the RSE basis leads to a first-order theory for treating weak perturbations

inside the system. For perturbations outside the system, the RSE fails, and the only

available approach is a first-order theory by Both and Weiss for treating homogeneous

perturbations outside the system [26].
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Chapter 2

RSE for perturbations in the surrounding

medium

In this chapter, we develop an approach based on the RSE to treat homogeneous

perturbations in the medium surrounding an optical system [71]. To achieve that, we

develop a transformation matrix that maps perturbations in the exterior medium to

effective perturbations inside the system where the resonant states are complete. By

treating the effective perturbations with the RSE, we find the perturbed modes of

the system for arbitrary strength of homogeneous perturbations in the surrounding

medium. We follow this with a discussion of the implications of the transformation

in dispersive systems and environments. We then present approximations deduced

from the introduced theory: the diagonal approximation, the simple-diagonal, and the

first-order approximation.

2.1 Transformation matrix

To begin with, we assume that the relevant resonant states of a basis system are

known. This basis system is an optical resonator described by generally dispersive

permittivity, permeability, and bi-anisotropy tensors, respectively, ε̂εε(k, r), µ̂µµ(k, r), and

ζ̂ζζ(k, r) and ξ̂ξξ(k, r). The resonant states of the basis system are solutions to Maxwell’s
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equations [16], [
knP̂0(kn, r)− D̂(r)

]
F⃗n(r) = 0⃗ , (2.1)

satisfying outgoing boundary conditions. We use here the 6 × 6 compact form of

Maxwell’s equations, where

P̂0(k, r) =

 ε̂εε −iξ̂ξξ

iζ̂ζζ µ̂µµ

 , D̂(r) =

 0 ∇×

∇× 0

 , (2.2)

are, respectively, the 6×6 generalized permittivity and curl operators, and F⃗n(r) is a 6×1

column vector with components of the electric field En(r) and magnetic field iHn(r),

F⃗n(r) =

 En

iHn

 . (2.3)

Let us use Vin and Vout to denote, respectively, the system volume and the rest of space.

For Vout, the basis system is surrounded by an isotropic homogeneous medium described

by

P̂0(k, r) =

 εb01̂ −κb01̂

−κb01̂ µb01̂

 , (2.4)

where εb0 and µb0 are, respectively, the surrounding medium permittivity and

permeability, and since it is isotropic, its bi-anisotropy tensors become ξ̂ξξb0 = −iκb01̂ and

ζ̂ζζb0 = iκb01̂. Note that the surrounding medium is also assumed to be non-dispersive.

We discuss the implication of dispersion in the environment in Sec. 2.2.

Now, we consider a perturbed system which is the same optical resonator but placed

in a different environment, so its resonant states (labelled with an index ν) are modified

and satisfy perturbed Maxwell’s equations

[
kνP̂(kν , r)− D̂(r)

]
F⃗ν(r) = 0⃗ , (2.5)

with

P̂(k, r) = P̂0(k, r) =

 ε̂εε −iξ̂ξξ

iζ̂ζζ µ̂µµ

 (2.6)
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for r ∈ Vin and

P̂(k, r) =

 εb1̂ −κb1̂

−κb1̂ µb1̂

 (2.7)

for r ∈ Vout, and εb, µb, and κb being the isotropic parameters for the perturbed

surrounding medium.

Now, we start developing the transformation by introducing a linear transformation

which keeps the operator D̂ in Eq. (2.1) unchanged. It is defined by

T

0 1

1 0

S =

0 1

1 0

 , (2.8)

where T and S are 2× 2 matrices having a general form

T =
1√
∆

 α iγ

−iδ β

 , S =
1√
∆

 α iδ

−iγ β

 , (2.9)

with

∆ = αβ − γδ , (2.10)

and α, β, γ, and δ are arbitrary real constants, and T = S†, where S† is the conjugate

transpose of S. Then, a reduced 2× 2 matrix of the perturbed generalized permittivity

P̂(k, r),

Pb =

 εb −κb
−κb µb

 , (2.11)

for r ∈ Vout, is transformed according to

P ′
b = TPbS =

1

∆

 α iγ

−iδ β

 εb −κb
−κb µb

 α iδ

−iγ β

 , (2.12)

which yields

P ′
b =

1

∆

 α2εb + γ2µb i(αδεb + γβµb) + (γδ − αβ)κb

−i(αδεb + γβµb) + (γδ − αβ)κb δ2εb + β2µb

 . (2.13)
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To complete the transformation of Eq. (2.1), we also introduce wavenumber scaling,

k = Γk̃ , (2.14)

and require that

P̃b = ΓP ′
b = Pb0 ≡

 εb0 −κb0
−κb0 µb0

 . (2.15)

This results in the following four equations determining the scaling factor Γ, and the

matrix parameters α, β, γ, and δ:

εb0 =
Γ

∆

(
α2εb + γ2µb

)
, κb0 = Γκb ,

µb0 =
Γ

∆

(
δ2εb + β2µb

)
, 0 = αδεb + γβµb . (2.16)

Note that α, β, γ, and δ are defined up to an arbitrary constant factor, so that the

number of the above equations is equal to the number of unknowns.

After applying the above transformation, the perturbed Maxwell’s equations in the

surrounding medium take exactly the same form as the unperturbed ones,

k̃

 εb01̂ −κb01̂

−κb01̂ µb01̂

 Ẽ

iH̃

−

 0 ∇×

∇× 0

 Ẽ

iH̃

 =

0

0

 , (2.17)

provided that the electromagnetic fields are also transformed according to Eν

iHν

 =
1√
∆

 α iδ

−iγ β

 Ẽ

iH̃

 =
1√
∆

 αẼ − δH̃

−iγẼ + iβH̃

 . (2.18)

Note that Eq. (2.18) determines the field transformation over the entire space.

Therefore, within the system, the transformed Maxwell’s equations for a perturbed

resonant state with the wavenumber kν = Γk̃ and the field F⃗ν = Ŝ˜⃗F become

k̃
˜̂P(Γk̃, r)˜⃗F(r)− D̂(r)˜⃗F(r) = 0⃗ , (2.19)
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where the generalized permittivity tensor,

˜̂P(k, r) = ΓŜ†P̂0(k, r)Ŝ =
Γ

∆

 α1̂ iγ1̂

−iδ1̂ β1̂

 ε̂εε −iξ̂ξξ

iζ̂ζζ µ̂µµ

 α1̂ iδ1̂

−iγ1̂ β1̂

 , (2.20)

describes an effective perturbed system surrounded by the unperturbed homogeneous

medium. Here,

Ŝ =
1√
∆

 α1̂ iδ1̂

−iγ1̂ β1̂

 ,

is the transformation matrix, and Γ is the scaling factor determined by Eq. (2.16) as

well as α, β, γ, and δ.

Thus, if we know the resonant states of an optical system described by tensors ε̂εε,

µ̂µµ, ξ̂ξξ and ζ̂ζζ, and surrounded by a medium with isotropic parameters εb0 , µb0 and κb0 ,

and if these parameters of the medium are perturbed to, respectively, εb, µb, and κb, we

transform Maxwell’s equations according to Eqs. (2.13), (2.14), and (2.15), bringing the

perturbed medium back to the unperturbed one at the cost of changing the system to

an effective one, which is described by the generalized permittivity tensor ˜̂P given by

Eq. (2.20). In other words, by introducing the perturbation of the surrounding medium,

we effectively modify the system itself, and therefore can apply the standard dispersive

RSE [16, 18] for treating the perturbation

∆P̂(k̃, r) = ˜̂P(Γk̃, r)− P̂0(k̃, r) (2.21)

which is nonzero only within the optical system. Note that the transformed Maxwell’s

equations Eq. (2.19) present a nonlinear eigenvalue problem for k̃. Expanding within the

system volume the transformed electromagnetic field ˜⃗F of a perturbed resonant state

with the wavenumber kν (transformed to k̃) into a complete set of the resonant states of

the unperturbed system,
˜⃗F(r) =

∑
n

cnF⃗n(r) , (2.22)
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the nonlinear Eq. (2.19) is then mapped onto a linear matrix eigenvalue problem,

(k̃ − kn)cn = −k̃
∑
m

Vnm(∞)cm + kn
∑
m

[Vnm(∞)− Vnm(kn)] cm , (2.23)

where the matrix elements of the perturbation are given by

Vnm(k) =

∫
F⃗n(r) ·∆P̂(k, r)F⃗m(r)dr , (2.24)

in which ∆P̂(k, r), defined by Eq. (2.21), is used for k = kn and k = ∞. Equation (2.23)

is an exact result provided that all the resonant states are included in the basis. In

this way, the standard dispersive RSE, originally valid only for perturbations within

the system, is now used for finding the resonant states of an optical system in a

modified (perturbed) environment surrounding it. To treat chirality perturbations in

the surrounding medium, we note that the transformation method would work only

if the unperturbed surrounding medium is chiral, i.e., if κb0 ≠ 0. In the following,

we determine the parameters of the transformation matrix, and provide the effective

permittivity for systems and environments having non-chiral properties, with or without

magnetic properties.

Non-chiral media

In the case of a non-chiral surrounding medium, i.e., κb = κb0 = 0, we find from

Eq. (2.16) a set of equations

εb0 =
Γ

∆

(
α2εb + γ2µb

)
, (2.25)

µb0 =
Γ

∆

(
δ2εb + β2µb

)
, (2.26)

0 = αδεb + γβµb , (2.27)

which has a general solution (with Γ > 0):

Γ =

√
εb0
εb

µb0
µb

,
δ

γ
=

√
µbµb0
εbεb0

,
β

α
=

√
εb
εb0

µb0
µb

. (2.28)
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One can take a simple special case of Eq. (2.28):

α =

√
εb0
εb

, β =

√
µb0
µb

, γ = 0 , δ = 0 , (2.29)

leading to a transformation

kν = Γk̃ , Eν(r) = αẼ(r) , Hν(r) = βH̃(r) , (2.30)

and an effective generalized permittivity within the system volume

˜̂P(k, r) =

α2ε̂εε −iΓξ̂ξξ

iΓζ̂ζζ β2µ̂µµ

 . (2.31)

Now, considering non-chiral systems as well (ζ̂ζζ = ξ̂ξξ = 0̂), the off-diagonal elements of

the effective permittivity ˜̂P(k, r) become zero.

Non-magnetic media

Clearly, when both the system and its surrounding medium are non-chiral and non-

magnetic, it follows from Eqs. (2.28) and (2.29)

Γ = α =

√
εb0
εb

, β = 1 , (2.32)

leading to the following transformation

kν =

√
εb0
εb
k̃ , Eν(r) =

√
εb0
εb

Ẽ(r) , Hν(r) = H̃(r) , (2.33)

with the effective permittivity simply becomes

˜̂εεε(k, r) =
εb0
εb
ε̂εε(k, r) . (2.34)
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2.2 Frequency dispersion of the optical system and the surrounding

medium

The dispersive RSE given by Eq. (2.23) is based on the assumption that the

frequency dispersion of the system is described by a generalized Drude-Lorentz

model [16, 18, 66],

P̂0(k, r) = P̂∞(r) +
∑
j

Q̂j(r)
k − Ωj

, (2.35)

where P̂∞(r) is the high-frequency value of the generalized permittivity, Ωj are

its simple-pole positions in the complex wavenumber plane, and Q̂j(r) are the

corresponding residues.

Clearly, the perturbation Eq. (2.21), which includes the transformation of the

wavenumber Eq. (2.14), contains both the original poles at k̃ = Ωj of the unperturbed

system in the second term of Eq. (2.21) and shifted poles at k̃ = Ωj/Γ in the first term.

One therefore has to apply the infinitesimal-dispersive RSE [63], which requires the

inclusion of new pRSs in the RSE basis. The latter are however dependent on the

perturbation through the scaling factor Γ. This could make using the RSE potentially

inefficient, as the infinitesimal-pole basis states have to be recalculated every time when

the perturbation (i.e. the properties of the surrounding medium) changes. In order to

avoid this complication, we have introduced a simple transformation of the original pole

modes of the basis system which produces an alternative set of basis states replacing

the new pRSs. This transformation does not require calculating new basis states

every time but instead uses the same fixed set of states of the basis system, by simply

re-scaling them in space. This is described in more detail in Sec. 2.4 and illustrated

there using an example of a Drude model of gold.

Let us finally note that if any of the parameters describing the surrounding medium,

such as εb and µb as well as εb0 and µb0 , depend on the wavenumber k, the general
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transformation method becomes state dependent. This can be easily seen for a non-

magnetic and non-chiral medium, in which case the scaling factor

Γ(k, kν) =

√
εb0(k)

εb(kν)
(2.36)

becomes state dependent, as it explicitly depends on kν and is thus different for

different states. In this case, one may consider applying the transformation to both the

unperturbed and perturbed systems, which may work for some cases to some extent.

Nevertheless, dispersive surrounding media can be treated by means of resonant-state

regularization as described in Chapter 4, leading to analytic results which in first order

coincide with those reported in [26].

2.3 Diagonal and first-order approximations

Now we aim to obtain from the RSE a first order approximation in terms of the

perturbation parameters. To do this, we first consider the diagonal version of the RSE

in Eq. (2.23) which results from keeping only the diagonal terms, leading to a single-

mode approximation:

kν = Γk̃ ≈ Γkn
1 + Vnn(∞)− Vnn(kn)

1 + Vnn(∞)
, (2.37)

which turns out to be surprisingly accurate for a large class of plasmonic nano-

resonators, as we demonstrate later in Chapter 3. In fact, neglecting any matrix

elements of the effective perturbation in Eq. (2.37) leads to k̃ ≈ kn and thus to a much

simplified version of the diagonal approximation:

kν ≈ Γkn , (2.38)

which we refer to later as the simple diagonal approximation.

Now, to extract the first-order approximation from the diagonal approximation

Eq. (2.37), we need to keep in the expression for the perturbed resonant state’s
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wavenumber kν only terms linear in δε, δµ, and δκ, where

δε = εb/εb0 − 1 , δµ = µb/µb0 − 1 , δκ = κb/κb0 − 1 . (2.39)

However, for clarity of presentation, we assume hereafter that both the system and its

environment are non-chiral with or without perturbation (ζ̂ζζ = ξ̂ξξ = 0̂ and κb = κb0 = 0)

in the diagonal RSE, taking the form

kν
kn

≈ nb0
nb

1 + Vnn(∞)− Vnn(kn)

1 + Vnn(∞)
. (2.40)

By noting that εb0/εb ≈ 1− δε and µb0/µb ≈ 1− δµ, as well as

Γ =
nb0
nb

≈ 1− 1

2
(δε + δµ) , (2.41)

where nb0 =
√
εb0µb0 and nb =

√
εbµb, are calculated to first order. Also, taking into

account that in this limit Vnn(∞) is linear in δε and δµ, we find from Eq. (2.40)

kν
kn

≈ 1− Vnn(kn)−
1

2
(δε + δµ) . (2.42)

Let us now evaluate Vnn(kn) to first order. The permittivity perturbation contributing

to Vnn(kn) has the form [see Eq. (2.21)]:

∆ε̂εε(k̃, r) = ε̂εε(k, r)
εb0
εb

− ε̂εε(k̃, r) , (2.43)

where k̃ = k/Γ = kn, from what we find

k − kn = kn(Γ− 1) ≈ −kn
2
(δε + δµ) , (2.44)

to first order. Expanding also to first order ε̂εε(k, r) ≈ ε̂εε(kn, r) + ε̂εε′(kn, r)(k − kn), where

the prime means the derivative with respect to k, we find

∆ε̂εε(kn, r) ≈ −ε̂εε(kn, r)δε − ε̂εε′(kn, r)
kn
2
(δε + δµ) . (2.45)
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Similarly,

∆µ̂µµ(kn, r) ≈ −µ̂µµ(kn, r)δµ − µ̂µµ′(kn, r)
kn
2
(δε + δµ) . (2.46)

Introducing integrals over the system volume Vin,

IEnm =

∫
Vin

En · ε̂εε(kn, r)Emdr, JEn = kn

∫
Vin

En · ε̂εε′(kn, r)Endr , (2.47)

IHnm =

∫
Vin

Hn · µ̂µµ(kn, r)Hmdr, JHn = kn

∫
Vin

Hn · µ̂µµ′(kn, r)Hndr , (2.48)

the diagonal matrix element of the perturbation takes the form

Vnn(kn) ≈ −IEnnδε + IHnnδµ + (−JEn + JHn )
1

2
(δε + δµ) , (2.49)

so that finally the first-order approximation takes the form

kn − kν
kn

≈ 1

2

(
1− 2IEnn − JEn + JHn

)
δε +

1

2

(
1 + 2IHnn − JEn + JHn

)
δµ . (2.50)

It is convenient, for the purpose of comparison with other approaches which is done in

Chapter 4, to introduce

An = IEnn + JEn − IHnn − JHn , Bn = IEnn + IHnn , (2.51)

so that Eq. (2.50) can be written as

kn − kν
kn

≈ 1− An
2

(δε + δµ)−
Bn

2
(δε − δµ) . (2.52)

Clearly, for non-dispersive systems JEn = JHn = 0, and An simplifies to An = IEnn − IHnn.

2.4 Effective-pole resonant states

As already mentioned in Sec. 2.2, the transformation Eq. (2.14) of the wavenumber

leads in dispersive systems to a shift of the pole positions in the permittivity, which in

turn results in a need of introducing degenerate pRSs. This may potentially lead to an
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inefficiency of applying the RSE to systems with gradual changes of the environment,

since every time when the environment is changed, the pRSs have to be recalculated for

a changed position of the permittivity pole. To mitigate this complication, we introduce

here an alternative approach based on a simple, good quality approximation in which

the effective (shifted) pRSs are replaced with some effective pRSs generated by the

unperturbed permittivity.

The pRSs are determined by the secular equation of the system. Considering a

spherical system to illustrate the above idea, the secular equation of an isotropic sphere

in an isotropic surrounding medium is given by

βJ ′(nrz)H(nbz) = βbJ(nrz)H
′(nbz) , for TE (2.53)

βbJ
′(nrz)H(nbz) = βJ(nrz)H

′(nbz) , for TM (2.54)

which are very similar to the secular equations in [61], but with taking into account

permittivity for the surrounding medium other than vacuum. Here, J(x) = xjl(x) and

H(x) = xh
(1)
l (x), where jl(x) and h

(1)
l (x) are, respectively, the spherical Bessel function

and Hankel function of first kind, primes mean the derivatives of functions with respect

to their arguments, z = knR, kn is the resonant state’s wavenumber, R is the sphere

radius, nb =
√
εbµb and nr =

√
ε(kn)µ(kn) are the refractive indices of, respectively, the

surrounding medium and the sphere, and we define β(r) as the square root of the ratio

of the permittivity ε(r) to the permeability µ(r):

β(r) =

√
ε(r)

µ(r)
, (2.55)

taking values β =
√

ε(kn)
µ(kn)

inside the sphere and βb =
√

εb
µb

outside the sphere. This

ratio becomes important for a later discussion on achieving degenerate modes in non-

dispersive spherical systems in Chapter 5.

We now focus on a relatively simple example of a spherical non-magnetic

nanoparticle in vacuum with the dispersion described by the Drude model, with noting

that the Drude model is a special case of the more general Drude-Lorentz dispersion
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given by Eq. (2.35). We highlight again that while all pRSs are degenerate, i.e. km = Ω,

different pRSs have different refractive indices nr =
√
εm. To find the values of nr, the

secular equations Eqs. (2.53) and (2.54) need to be solved for nr while fixing the mode

frequency at km = Ω. For a spherical Drude nanoparticle in vacuum (εb = εb0 = 1),

Eq. (2.53) leads to

nrJ
′(nrz)H(z) = J(nrz)H

′(z) (TE) (2.56)

for TE polarization, with the eigenvalues nr =
√
εTE
m , and Eq. (2.54) leads to

1

nr
J ′(nrz)H(z) = J(nrz)H

′(z) (TM) (2.57)

for TM polarization, with the eigenvalues nr =
√
εTM
m , and z = ΩR fixed in both

equations.

According to Eqs. (2.32) and (2.34), the effective permittivity has the form

ε̃(k) = ε(k)α2 , (2.58)

where α = Γ = 1/
√
εb, and εb is the permittivity of the background medium, here

assumed for simplicity non-magnetic. The effective permittivity ε̃(k) of the effective

perturbed system in vacuum therefore has a Drude pole shifted to k = Ω̃ = Ω
√
εb.

The effective pRSs due to ε̃(k) are given (again taking the limit σ → 0) by an effective

secular equation

ñrJ
′(ñrz̃)H(z̃) = J(ñrz̃)H

′(z̃) (TE) (2.59)

with ñr =
√
ε̃TE
m for TE polarization, and

1

ñr
J ′(ñrz̃)H(z̃) = J(ñrz̃)H

′(z̃) (TM) (2.60)

with ñr =
√
ε̃TM
m for TM polarization. In other words, the new eigenvalues, ε̃TE

m and

ε̃TM
m , are found by solving Eqs. (2.59) and (2.60) for a fixed value of z̃ = Ω̃R =

√
εbΩR.

Clearly, Eqs. (2.59) and (2.60) have to be solved every time when background

permittivity εb changes. However, for small z̃ (for example, z̃ is of order of 10−3 for a
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gold nanosphere of radius R = 10 nm), one can approximate H ′(z)/H(z) ≈ −l/z [68], so

that Eq. (2.59) simplifies to

ñrz̃J
′(ñrz̃) ≈ −lJ(ñrz̃) (TE) , (2.61)

which is equivalent, in the same approximation, to Eq. (2.56), provided that ñr =

nr/
√
εb. Therefore,

ε̃TE
m ≈ εTE

m

εb
. (2.62)

Applying the same approximation to TM polarization, Eq. (2.60) simplifies to

z̃

ñr
J ′(ñrz̃) ≈ −lJ(ñrz̃) (TM) , (2.63)

which does not seem to be equivalent to Eq. (2.57). However, since |z| ≪ 1 both

Eqs. (2.57) and (2.63) are well approximated by

jl(ñrz̃) ≈ jl(nrz) ≈ 0 (TE & TM) , (2.64)

actually working equally well for both polarizations, so that again

ε̃TM
m ≈ εTM

m

εb
≈ 1

εb

(
ZBess
l,m

ΩR

)2

, (2.65)

where ZBess
l,m is the m-th root of the spherical Bessel function jl(Z). However, the

fundamental pRS in TM polarization, m = 0, can be treated separately, namely by

approximating also J ′(z)/J(z) ≈ (l + 1)/z at small z [68]. This yields

ε̃TM
m=0 ≈ εTM

m=0 ≈ − l + 1

l
, (2.66)

which is formally the same equation as for the localized surface plasmon in a spherical

nanoparticle in the low frequency limit [63]. Clearly, Eq. (2.66) implies that the lowest-

order pRS can be taken the same as in the unperturbed system.

To summarize, the approximate basis of pRSs (further called pRSs II) introduced
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above is calculated from the unperturbed basis of pRSs, satisfying Eqs. (2.56) and

(2.57), by using simple relations between their eigen permittivities Eqs. (2.62) and

(2.65), with the exception for the fundamental pRS in TM polarization, which is instead

taken the same as in the unperturbed system. The approximate basis of pRSs II is then

used to replace the effective basis of pRSs (further called pRSs I) satisfying Eqs. (2.59)

and (2.60).

2.5 Summary

We have developed an exact perturbation theory for open systems based on the RSE

to treat homogeneous perturbations in the surrounding medium of an optical system

with a generalized response. This was accomplished by introducing a transformation

matrix that maps Maxwell’s equations of the perturbed system into an effective system

enclosing the perturbation inside its boundaries, where the resonant states are complete.

The effective system is therefore treatable by the RSE which produces exact perturbed

modes, provided that all the unperturbed resonant states are included in the basis.

Additionally, we have distinguished two single-mode approximations resulting

from our theory: the diagonal approximation and a simplified version of the diagonal

approximation. The former was obtained by neglecting the off-diagonal elements of

the RSE matrix, and the latter, the simple-diagonal approximation, was obtained

by neglecting all the matrix elements entirely. We have also extracted the first-order

contributions from the diagonal approximation.

In the case of dispersion, for a system described by the generalized Drude–Lorentz

model, the transformation scales the poles of dispersion, and therefore the infinitesimal-

dispersive RSE has to be applied. The infinitesimal-dispersive RSE requires adding

the scaled pRSs (pRSs I) to the RSE basis. Since the pRSs I are frequency-dependent,

they have to be recalculated repeatedly whenever the perturbation changes. This

complication can be avoided by introducing a transformation of the original pRSs of the

basis system to generate an alternative set of pRSs (pRSs II) fixed for all perturbations.

We have demonstrated the idea with a simple example of a spherical non-magnetic
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nanoparticle in vacuum with dispersion described by the Drude model. For dispersive

environments, the transformation becomes state dependent, and thus the proposed

theory may not be applicable.

In the next chapter, we will illustrate the proposed theory and its approximations

using practically relevant systems, including both plasmonic particles and

microresonators.
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Chapter 3

Application of the RSE to refractive-

index sensing

In this chapter, we calculate the spectral changes of experimentally relevant systems

due to changing their surrounding medium, focusing on highly responsive modes:

localized surface plasmon modes and whispering gallery modes of a wide class of

resonators different in size and shape. We use the RSE approach based on the

transformation introduced in Chapter 2 as well as its asymptotics, namely, the diagonal

and the simple diagonal approximations. Since our illustrations are non-magnetic,

we use the transformation for non-magnetic systems Eqs. (2.33) and (2.34) in the

RSE equation, diagonal, and simple diagonal approximations, given by Eqs. (2.23),

(2.37), and (2.38), respectively. We evaluate the accuracy of the presented theories

by comparing the obtained results to exact values obtained either analytically or

numerically. We further employ the high accuracy found in the diagonal approximation

in plasmonic systems to propose an approach for calculating the integral of their fields,

resulting in an accurate evaluation of the matrix element of the arbitrary-shaped

systems.
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3.1 Plasmonic nonoparticles

We classify applications on plasmonic particles into two groups: nanospheres and

arbitrarily shaped geometries or configurations of more than one particle. The method

employed to calculate the matrix elements of arbitrary-shaped systems is discussed in

Sec. 3.1.3.

3.1.1 Nanospheres

To apply the RSE-based theory, we considered a gold nanosphere of radius R =

200nm in vacuum (εb0 = 1) as a basis system. The permittivity of the sphere was taken

in the Drude model, ε(k) = ε∞ − σγ/[k(k + iγ)], with ε∞ = 4, ℏcσ = 957 eV, and

ℏcγ = 0.084 eV, the same parameters of dispersion as well as the size used in Chapter 1.

Figure 3.1 shows the complex energy (E = ℏck) of the TM unperturbed resonant states

of the sphere with l = 1, used to calculate the TM resonant states of the same sphere

surrounded by a dielectric with εb = 2. This was achieved by mapping the perturbed

system into an effective system surrounded by vacuum using the transformation for

non-magnetic medium Eqs. (2.33) and (2.34). The internal perturbation in the effective

system was treated by the RSE. Since the transformation shifts the unperturbed Drude

pole of the permittivity at Ω = −iγ to an effective pole at Ω̃ = −iγ√εb, we used the

infinitesimal dispersive RSE. The latter requires adding both the DRSs and the pRSs

of the effective pole (pRSs I) to the basis. The accumulation of the DRSs as well as

the effective pole generating the pRSs I are presented in Fig. 3.1. The modes of the

perturbed system kν =
1√
εb
k̃ are displayed in Fig. 3.1, showing a visual agreement of the

RSE-based results and the modes calculated analytically from the secular equation.

Using the same sphere in vacuum as a basis system, the surface plasmon mode,

indicated as SP in the mode spectrum in Fig. 3.1, was further investigated in Fig. 3.2,

varying the background permittivity εb from vacuum to εb = 3.9. Figure 3.2(a) and

(b) show the real energy Re(E) and the linewidth (-2Im(E)), calculated exactly and

approximately using, respectively, the secular equation and the diagonal and first-order
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Figure 3.1. Complex energies E = ℏck of the resonant states of a gold nanosphere
of radius R = 200nm, surrounded by vacuum (open circles) and by a dielectric with
εb = 2, calculated by the RSE (squares) and obtained exactly using the secular equation
Eq. (2.54) (×), for TM polarization and l = 1. The inset shows accumulation of the
basis resonant states around the unperturbed Drude pole, as well as the effective Drude
pole generating pRSs I.

approximations as functions of the background permittivity εb. The error relative to

the exact values are shown in Fig. 3.2(c) for the approximations, including the simple

diagonal, and the RSE-based method using different basis size N . The basis size N is

the only numerical parameter in the RSE calculation which is determined by the cut-

off frequency kc, such that all resonant states with kn within the circle |kn
√
ε(kn)| <

kc in the complex wave number plane are kept in the basis. Figure 3.2(c) shows the

error of the RSE-based results scaling with the basis size as 1/N3, as expected from

the standard RSE [13, 14]. The diagonal approximation turns out to be extremely

accurate for the surface plasmon mode. Furthermore, it shows at least an order of
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Figure 3.2. (a) Resonance energy (ReE), (b) linewidth (-2ImE), and (c) relative
error of the complex energy E of the fundamental surface plasmon mode of a gold
nanosphere (R = 200nm) as functions of the background permittivity εb, calculated
analytically (thin black lines with open squares), using the diagonal dispersive RSE (red
lines) and first-order approximation (green lines). (c) Relative error of the first-order
(green), simple diagonal (cyan), and diagonal approximation (solid red line), as well as
of the full RSE with N = 50 (dashed blue), 100 (dotted blue) and 200 (solid blue line).

magnitude reduction of the error compared to the simple approximation. The first-

order approximation instead fails when εb has moderate or even small deviation from

εb0 , as evident from Fig. 3.2.

Furthermore, the surface plasmon mode was investigated, varying the sphere
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Figure 3.3. (a) Complex energy of the fundamental surface plasmon mode of a gold
nanosphere surrounded by vacuum (unperturbed) and by a dielectric with εb= 2 (exact
and first-order) as functions of the sphere radius R given by the color code. (b) Relative
error of first-order (green), simple diagonal (cyan), and diagonal approximation (red),
as well as of the full RSE (blue line), as functions of R.

radius R, taking values between 10 nm and 200 nm – a similar size range of plasmonic

nanoparticles is used in experiments [72]. The evolution of the surface plasmon mode

in the complex plane is shown in Fig. 3.3(a) for the gold sphere in vacuum and the gold

sphere embedded in a medium with εb = 2, representing the unperturbed and the exact

modes, respectively. Since both the basis size N and the perturbation are fixed, the

RSE results maintain the same level of accuracy across the whole range of R as shown
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Figure 3.4. Values of the imaginary parts of the refractive index nr (blue squares), nr√
εb

(red circles), and ñr of the pRSs as function of the mode number m. The nr√
εb

and ñr
generate the pRSs II and pRSs I, respectively.

in Fig. 3.3(b). The diagonal approximation also maintains a good level of accuracy,

with about one order of magnitude reduction compared to the simple diagonal, even

for small radii. The error of the diagonal approximation is about 10−3 at R = 40nm,

for example. The deviation of the surface plasmon mode calculated in the first order is

visible in the evolution of the mode in the complex plane and demonstrated in the error

Fig. 3.3(a,b).

Effective pole resonant states

The pRSs I of the effective pole are perturbation-dependent which makes the whole

calculation rather inefficient. We illustrate here the approximation of the pRSs I to

pRSs II using the same gold sphere. We also compare using the pRSs II with pRSs I

in the convergence of the RSE-based theory for the calculation of the surface plasmon

mode.

The pRSs I are generated from the refractive index of the effective system ñr while

the approximation pRSs II are generated from nr√
εb

, where nr is the refractive index of

the unperturbed system. Figure 3.4 shows the refractive index of the pRSs generated

from nr, nr√
εb

, and ñr, and demonstrates a visual agreement between ñr and nr√
εb

, and

thus pRSs I and pRSs II.
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Figure 3.5. (a) The imaginary part of refractive index of the first few pRSs in TM
polarization of a gold nanosphere of radius R = 200nm described by the Drude
model as functions of the permittivity of the surrounding medium εb, generated by
the effective refractive index ñr (crosses), and by using the approximation nr√

εb
(open

squares) (b) The relative error for the approximation (full squares) and the unperturbed
lowest-order pRS (open diamonds).

We also provide in Figs. 3.5 and 3.6 a detailed comparison of the pRSs I and II.

One can see that the values of the refractive index ñr of the pRSs I (crosses) are in

good visual agreement with those of the approximate pRSs II generated from nr√
εb
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Figure 3.6. As Fig. 3.5 but for the dependence on the sphere radius R, for εb = 2.

(squares), for a wide range of values of the medium permittivity εb and sphere radius

R, as exemplifies in Figs. 3.5(a) and 3.6(a), for the first eight pRSs. The relative error

for the approximate modes presented in Figs. 3.5(b) and 3.6(b) shows, however, the

weakness of this approximation for the fundamental (m = 0) mode. This approximation

is then refined by using the unperturbed mode instead, compare the full black squares

and diamonds in Figs. 3.5(b) and 3.6(b). Note that the error for all modes grows with
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radius [see Fig. 3.6(b)], in accordance with the approximation |Ω̃R| ≪ 1 used.

We now compare including the perturbation-independent set (pRSs II) with pRSs

I in the convergence of the RSE-based theory. We use the modes of the gold sphere in

vacuum to calculate the surface plasmon mode as before, varying both the surrounding

permittivity εb and the sphere radius R. The basis with approximation pRSs II is

working so well that the 1/N3 convergence to the exact solution is almost unaffected,

as demonstrated by Fig. 3.7(a,b). Without pRSs, the error for N = 50 basis RSs, also

shown in Fig. 3.7(a,b), is almost the same as for the diagonal approximation (N = 1),

i.e. keeping only the unperturbed surface plasmon mode in the basis. We thus note

that even though the pRSs II are found with a limited accuracy, more important is

the completeness of the full set of basis functions used in the RSE, supplemented with

either pRSs I or pRSs II, both providing a quick convergence to the exact solution.

Lastly, since the pRSs II can also be generated from the roots of Bessel functions for

TE and TM polarizations, in accordance with Eqs. (2.64) and (2.65). We produce in

AppendixC.1 two figures as in Figs. 3.5 and 3.6, but for the pRSs II generated by the

roots of Bessel function, with the exception of the lowest-order pRS, being generated by

Eq. (2.66). The relative errors of the approximated pRSs II, either in Figs. 3.5 and 3.6

or in AppendixC.1, validate the suggested approximations.

3.1.2 Arbitrarily shaped particles

Focusing on the diagonal approximations as well as the first-order approximation, we

further demonstrate that the quality of these approximations is almost independent of

the shape and even the material of the resonator.

The basis modes for systems with arbitrary shapes were calculated using QNMEig,

an open-source software accessible through the Modal Analysis of Nanoresonators

(MAN-7.1) [53, 74, 75]. QNMEig is designed to accurately compute resonant

states of dispersive optical resonators based on the eigenvalue solver in COMSOL

Multiphysics [53, 75]. In COMSOL’s eigenvalue solver, any non-linearity in the

material properties is approximated up to second-order via Taylor expansion. The
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Figure 3.7. Relative error for the wave numbers of the fundamental (dipolar, l =
1) plasmonic mode of a gold nanosphere as function of the permittivity εb of the
surrounding medium, calculated by the RSE with pRSs I (black solid lines) and pRSs II
(red and green dotted lines) for N = 50, 100 and 200, as well as without pRSs (N = 50,
solid blue lines) and in the diagonal approximation (N = 1, dashed blue lines).

solver then linearizes Maxwell’s equations around a user-defined linearization point,

iteratively updating this point to search for the eigenvalues [76]. However, convergence

becomes problematic for highly dispersive systems, such as Drude-Lorentz metals [53].

QNMEig considers dispersion precisely by introducing auxiliary fields into Maxwell’s

equations and reformulating them into integral forms solvable by COMSOL’s eigenvalue

solver [75]. This method is optimized for several plasmonic nanoparticles within

QNMEig [73]. In such systems, several eigenmodes are well-identified and analyzed,

and they demonstrate good agreement with an earlier freeware that calculates the

eigenmodes based on scattered field analysis [75]. Thus, we used such modes as basis

modes in our illustrations of the diagonal and first-order approximations for arbitrarily

shaped particles. QNMEig was also employed to compute the values of the modes in
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Figure 3.8. (a) Resonance energy (ReE) and (b) linewidth of a selected mode of a
gold bow-tie antenna as functions of the permittivity of the surrounding medium εb,
calculated using COMSOL [73] (black squares), diagonal (red), simple diagonal (cyan),
and the first-order approximations (green). (c) Electric field of the unperturbed mode.
(d) Error of the diagonal (red), simple diagonal (cyan), and first-order approximation
(green) relative to COMSOL data. The inset shows schematics and dimensions of the
system, with corners rounded to arcs with a radius of 8 nm.

different surrounding media as reference points for calculating the relative errors. To

prevent any confusion with other modes, we tracked the evolution of the basis mode by

slightly increasing εb. We also ensured that the PML thickness remained greater than

two wavelengths, and the modes remained independent of the mesh or PML thickness

for each calculation.

An example provided in Fig. 3.8 is a gold bow-tie antenna having dimensions shown

in the inset [75]. The Drude parameters of gold were again generated by [66], giving
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ε∞ = 1, ℏcσ = 801.6 eV, and ℏcγ = 0.085 eV. The unperturbed mode of the bow-

tie antenna in vacuum, having the electric field shown in Fig. 3.8(c), calculated by

COMSOL (PML thickness is 80 nm and mesh minimum element size is 2.7 nm), was

used as a basis state for the diagonal and first-order approximations. The diagonal,

simple diagonal, and first-order approximations were used to calculate the real energy

Re(E) and linewidth of the bow-tie surrounded by different dielectrics with εb, as shown

in Fig. 3.8(a,b). The open-source solver was used for calculating the values of the mode

in different surrounding media having εb. Such values were used for visual comparison

in Fig. 3.8(a,b) and error evaluation in Fig. 3.8(d). The relative errors are qualitatively

similar to those of a gold sphere in Figs. 3.2(c) and 3.3(b).

We apply the same method used for the gold bow-tie to calculation of perturbed

resonant state wavenumbers for different non-spherical systems and different materials,

such as a silver dolmen (PML thickness is 300 nm and mesh minimum element size

is 3.3 nm) [75, 77, 78] and silver bow-tie antenna (PML thickness is 80 nm and mesh

minimum element size is 2.7 nm) [53, 75]. In the considered examples, the following

parameters were used. The width of the top rod in the dolmen structure is 128 nm

and the length is 50 nm. The vertical rods are 100 nm long, 30 nm wide, and 20 nm

thick. The silver bow-tie antenna has a side length of 70 nm, a thickness of 20 nm,

and a 15 nm gap, the same parameters used for the gold bow-tie antenna. The silver

parameters generated by the program in [66] are ε∞ = 1, ℏcσ = 4157 eV, and ℏcγ =

0.018 eV. The electric field of the basis modes in vacuum are shown in Fig. 3.9(a,b) for

the silver dolmen and bow-tie, respectively. The real energy and linewidth calculated

using COMSOL, diagonal, first-order, and simple diagonal approximations as functions

of εb are shown in Fig. 3.9(d,g) for the silver dolmen and in Fig. 3.9(e,h) for the silver

bow-tie. All approximations show a similar level of accuracy across the systems treated,

as shown in the error in Fig. 3.9(j,k).

The main message of the RSE-based theory is for treating homogeneous changes in

the unbounded space surrounding the system accurately. Nevertheless, we show that

the diagonal approximation works well also for a resonator placed on a substrate. We

consider an example of a silver cube on a gold substrate (PML thickness is 100 nm and
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mesh minimum element size in the cube is 4 nm) [52, 53, 75]. The cube has a side of

65 nm, with corners rounded to arcs with a radius of 4 nm and the substrate has 80 nm

thickness separated by 8 nm wide polymer. The Drude parameters of the gold cube are

the same as those for the gold bow-tie, ε∞ = 1, ℏcσ = 801.6 eV, and ℏcγ = 0.085 eV.

The polymer beneath the cube has the permittivity of ε = 2.25. Interestingly, the

diagonal and first order approximations maintain the same level of performance with a

slight improvement in the first-order while the simple diagonal fails and deviates from

other approximations for both the energy and linewidth in Fig. 3.9(f,i,l).

We observe, in particular, that the diagonal approximation works in the same way

for nanoparticles of different shapes and materials. Furthermore, we note that not only

does the diagonal approximation predict the slope but also the curvature using only

a single mode, computed once either analytically or numerically. On the other hand,

utilising any of Maxwell’s solvers to replicate the sensing curve, as in Fig. 3.8(a,b) for

example, typically requires iterative calculations and optimisation of the computational

parameters, such as the initial guess or PML thickness for each data point. Insufficient

calculations of the data points may result in confusion between the desired mode and

higher-order modes, PML modes, or adjacent modes if they are around (a very close

mode appears in the spectrum of the dolmen example [77], for instance). Additionally,

a single data point for a simple model, such as the sphere or the bow-tie in Fig. 3.8

requires approximately one to two minutes. Any increase in the complexity of the

geometry or in the dimensions would significantly add to the computational time.

The computational time for each data point also depends on the number of computed

modes, level of tolerance in the eigenmode solver, and number of poles in the Drude-

Lorentz model. Hence, computing the basis mode only once and employing it in the

diagonal RSE produces the sensing curve reliably and reduces computational time

substantially.

To develop a clear understanding of the accuracy of the diagonal approximation, a

more comprehensive study may be needed. Our present understanding suggests that

the examined modes are more isolated from other modes in the complex plane of the

wavenumber. We show in Sec. 3.2 when the modes are more adjacent to each other, the
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diagonal approximation may not produce optimal results.

To evaluate the matrix elements of the perturbation for the resonant states in these

examples, the resonant states calculated numerically have to be normalized correctly.

Instead of calculating the normalization constants explicitly, we exploited the accuracy

of the diagonal approximation to calculate the overlap integrals of the normalized fields

from known wavenumbers. We elaborate on this method in Sec. 3.1.3.

3.1.3 Normalization and matrix elements for resonant states calculated

numerically

To apply the diagonal approximation or the first-order to a numerically calculated

basis RS, we need to evaluate the matrix element of the perturbation, given by

Vnm(k) =

∫
F⃗n(r) ·∆P̂(k, r)F⃗m(r)dr , (3.1)

for n = m, which is proportional to an integral over the system volume of the square of

the electric and/or magnetics fields. Both have to be correctly normalized, which also

involves calculating volume and surface integrals of the field squared, according to [16].

Numerical evaluations of the analytical form of the normalization integral, however,

may generate significant inaccuracies due to the evaluation of the derivatives in the

surface term, which introduces an error even for a simple spherically symmetric system,

such as the sphere [9]. Such inaccuracy grows with more complex geometries due to

field uncertainty around the edges of such geometries. Alternatively, one could employ

the PML normalization introduced in [10], which requires an optimization of the PML

parameters as discussed in Sec. 1.3.3. We therefore deploy the high accuracy of the

diagonal approximation to introduce a practical method for evaluating these integrals.

In this method, the problem is reversed and instead of calculating the perturbed modes

from the diagonal approximation, we use the numerical values of the unperturbed mode

and a slightly perturbed mode in the diagonal approximation to solve for the overlap

integral in Eq. (3.1). For a system consisting of more than one material, additional
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Figure 3.9. Electric field of the unperturbed mode of (a) silver dolmen, (b) silver
bow-tie and (c) silver cube on a gold substrate in vacuum. (d,e,f) Energy and (g,h,i)
linewidth of the mode of, respectively, silver dolmen, silver bow-tie, and cube resonators
calculated using COMSOL (thin lines with squares), the diagonal (red line), first order
(green line) and the simple approximation E = En/nb (dashed cyan line). (j,k,l) Error
of each approximation relative to COMSOL, with insets showing the structure of the
resonator in each case.
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perturbed modes should be calculated numerically to construct a system of linear

equations to solve for the unknown integrals. To illustrate the idea, let us consider

for simplicity a non-magnetic, non-chiral but dispersive system which can be split into

J pieces, each piece described by a homogeneous isotropic permittivity εj(k). Then the

diagonal approximation can be written as

1− χν =
J∑
j=1

Ij [(χν − 1)∆εj(∞) + ∆εj(kn)] , (3.2)

where

Ij =

∫
Vj

E2
n(r)dr (3.3)

is the integral of the square of the electric field of the unperturbed resonant state (with

the wave number kn) over the volume Vj of the j-th part of the system,

χν =
kν
Γkn

, (3.4)

and

∆εj(k) = α2εj(Γk)− εj(k) . (3.5)

The unknown J integrals Ij can then be determined from solving J linear simultaneous

equations, for which one can provide J different values of the perturbed wave number

kν and one unperturbed wave number kn, in this way performing J + 1 calculations for

different values of the surrounding permittivity εb. After all Ij are determined, stronger

perturbations of the environment are accurately calculated via Eq. (3.2).

We verified this approach on an exactly solvable system, a silver nanosphere of

radius R = 40nm, located in vacuum. The Drude parameters of the silver sphere

were taken as those for the silver bow-tie example (ε∞ = 1, ℏcσ = 4157 eV, and

ℏcγ = 0.018 eV). To apply the proposed method, we calculated numerically the surface

plasmon mode for the sphere in vacuum, as a basis mode, using the same freeware

(PML thickness is 80 nm and mesh minimum element size is 6.7 nm [53, 75]). We also

calculated numerically a slightly perturbed mode by a small deviations of εb from

εb0 , i.e., 0.005%, and used the calculated modes in Eq. (3.2) to solve for the overlap
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Figure 3.10. Resonance energy ReE (a) and linewidth (-2Im(E)) (b) calculated by
using the exact analytic secular equation (squares), COMSOL (blue line), diagonal RSE
(red line), and first-order approximation (green line) for the l = 1 TM fundamental
surface plasmon mode of a silver sphere of R = 40nm for varying permittivity of the
surrounding medium εb, with the error of each method shown relative (c) to the exact
and (d) to the COMSOL data. (c) also includes the COMSOL error relative to the
exact solution (blue line).

integral I1. We used then the calculated integral I1 and the numerically calculated basis

mode in the diagonal approximation in Eq. (3.2) and in the first order approximation

to find the perturbed modes due to bigger perturbations in the surrounding medium.

Now, we compare the accuracy of these perturbed modes, calculated by the diagonal

approximation to the modes calculated entirely by COMSOL and to the exact solution
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calculated by the secular equation for TM polarization and l = 1. Figure 3.10(a,b)

show both the exact and COMSOL calculations of the energy and linewidth of the

localized surface plasmon mode of the silver sphere as functions of the permittivity of

the surrounding medium εb, along with the diagonal and first-order approximations

based on the suggested method. We also show in Fig. 3.10(c,d) the error of both

approximations relative, respectively, to the exact solution and to the COMSOL data.

The accuracy of the diagonal approximation reflects the accurate evaluation of the

overlap integral I1 in the matrix element by the proposed method.

The above method also resulted in accurate evaluation of the matrix elements of

the perturbation as demonstrated by examples of arbitrary shapes in Sec. 3.1.2. For

the cube on a substrate, the method was implemented by including the system and its

substrate in the effective system and mapping the external perturbation into the whole

configuration, consisting of the system and the substrate. Most interestingly, despite

the inhomogeneity introduced by the infinite substrate in this example, which cannot be

treated by the RSE, the matrix elements produced by this method were also accurately

evaluated as demonstrated in Fig. 3.9(f,i,l). Although we do not have a rigorous

explanation for the substrate case, employing such an inverse approach, where the

overlap integral is determined from a finite change in the resonant state wavenumber,

might suggest a form of regularization for the overlap integral over the infinite volume

occupied by the substrate. Evaluating the overlap integral using the proposed approach

overcomes the difficulty of normalizing resonant states of complicated shapes since

it relies only on determining of J + 1 eigen wavenumbers, which can be obtained

numerically. We finally note that calculating the wavenumbers numerically for small

changes in the environment does not necessarily require repetitive optimization of the

simulation parameters, such as changing the initial guess or the PML thickness.

3.2 Microresonators

Another experimentally relevant example we show here is high-angular momentum

(l = 450) whispering gallery modes of a silica micro-sphere of radius R = 39.5µm [79,
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Figure 3.11. Complex wave numbers k of the resonant states of a silica micro-
sphere of radius R = 39.5µm in water with εb0 = 1.77 (green open circles) and in
vacuum, calculated with the RSE (blue squares) and analytically (red crosses), for
TM polarization and l = 450. Inset: Local RSE (black squares with dots) with only
whispering gallery modes included in the basis.

80]. For silica, the permittivity was calculated using Sellmeier formula [80] at

wavelength λ = 780nm, giving ε = 2.114. Figure 3.11 shows the spectra of the resonant

states of the silica sphere in water (εb0 = 1.77) and in vacuum (εb = 1) playing the role

of, respectively, the basis and perturbed systems. The perturbed system has a large

number of whispering gallery modes which are all well reproduced by the RSE-based

theory even though the basis system has only four pairs of them.

Figure 3.12 show the real part of wavenumber of the fundamental whispering gallery

mode and the relative error for its calculation by the RSE, diagonal, and first-order

approximation as functions of the permittivity εb of the surrounding material changing
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Figure 3.12. (a) Real part and (b) relative error of the wave number k of the l = 450
TM fundamental whispering gallery mode of a silica microsphere as functions of the
background permittivity εb, calculated exactly (black line with squares), using the full
RSE with different basis sizes N as given, using the diagonal (N = 1) RSE (dotted red
lines), and first-order (green lines) approximations.

between water (εb = εb0 = 1.77, unperturbed) and vacuum (εb = 1). The diagonal

and first-order approximations fail in this case, as it is clear from Fig. 3.12(a) and the

error in Fig. 3.12(b). The relative error shown in Fig. 3.12(b) demonstrates a quick

convergence of the RSE to the exact solution. In fact, the relative error scales with

the basis size N approximately as 1/N3, which is the same behaviour as in all other

systems treated by the RSE. However, the errors in Fig. 3.12(b) have larger magnitude
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Figure 3.13. As Fig. 3.12 but with the exact solution (black line) compared with
diagonal RSE (N = 1, dotted red lines), and local RSE with N = 2 (blue lines), N = 4
(gray lines), N = 6 (red solid lines), and N = 8 (green lines).

for the same basis size compared to other examples. To reach relative error of 10−5

or below, one needs to keep N = 2400 states in the basis. This may be attributed

to the very low permittivity contrast in the unperturbed system which makes the

resonances described by the basis resonant states less pronounced. Decreasing εb, this

permittivity contrast rapidly increases which in turn makes the basis and perturbed
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states very different. This would also contribute in explaining why the single-mode (i.e.

diagonal and first-order) approximations so poorly reproduce the exact result, as we see

in Fig. 3.12.

The poor quality of the approximations presented in Fig. 3.12 can be significantly

improved by using the local RSE, introduced in [14]. In the local RSE, only the

resonant states that are close in frequency to the state of interest or have the biggest

overlap matrix elements with this state are kept in the basis. This was controlled in [14]

by introducing weights W = |V 2
nm/(kn − km)| proportional to the second-order correction

to the inverse wave number, in accordance with the Rayleigh-Schrödinger perturbation

theory [8]. These weights quantify the effective contribution of the basis states (m) to

the perturbed state of interest (n). The criterion for keeping state m in the basis is that

the weight W is larger than a chosen threshold. While this method normally works

very well, in the present case the above criterion would require to take into account

many leaky and Fabry-Perot modes which in reality do not help much to reduce the

error. We have therefore modified this criterion by simply taking into account only the

whispering gallery modes of the basis system, i.e. all the resonant states with |k| < l
nb0

R
,

in accordance with the condition for total internal reflection [37].

We reproduced Fig. 3.12(a,b) but for the real part of the wavenumber of the

fundamental whispering gallery mode calculated by the local whispering gallery

modes as shown in Fig. 3.13. The results are demonstrated for one, two, three, and

all four pairs of whispering gallery modes positioned symmetrically with respect to

the imaginary k-axis (N = 2, 4, 6, and 8, respectively). It shows a vast improvement

compared to the diagonal approximation (N = 1). Interestingly, adding to the basis

only the conjugated mode on the other side of the spectrum (N = 2) already improves

the result significantly. Taking all four whispering gallery modes and their counterparts

(N = 8) provides nearly a full visual agreement with the exact solution, seen in

Fig. 3.13(a) and in the inset to Fig. 3.11. Adding to this basis more modes increases the

error, unless a really large number of basis states is included.
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3.3 Summary

We have implemented the RSE-based method and its approximations, namely

the simple diagonal and diagonal approximations, with the extracted first-order

approximation taken into account. The objective of this application was to calculate

perturbed modes caused by changes in the surrounding medium. Systems that are

experimentally relevant have been taken into consideration, including dielectric

microresonators and plasmonic nanoparticles. We have compared the accuracy of our

results to exact values obtained analytically or numerically.

For a nanosphere, the error relative to the exact values of the RSE-based theory with

a basis size N scales as 1/N3, as in the standard RSE. By replacing the pole resonant

states (pRSsI) with the perturbation-independent pole resonant states (pRSs II) in the

basis of the infinitesimal RSE, the 1/N3 convergence to the exact solution is almost

maintained. Both the diagonal approximations exhibited accuracy beyond the first

order. The diagonal approximation demonstrates a reduction of at least one order of

magnitude when compared to the simple diagonal. We have employed such an accuracy

to propose a method for finding the integral of the normalized fields. This method was

used in our calculations of both the diagonal and first-order approximations for the

arbitrary-shaped systems. All approximations present qualitatively a similar accuracy

across a broad class of plasmonic nanoparticles described by Drude model, including an

example of a system on a substrate.

The diagonal and first-order approximations fail to accurately predict the change

of the WGM of our micro-resonator example. They were replaced by a local basis of

whispering gallery modes, achieving considerable accuracy with only a few whispering

gallery modes in the RSE basis.

In the following chapter, we will attempt to develop an alternative basis based on

regularization to directly treat changes in the surrounding medium of the system,

without a transformation as an intermediate step.
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Chapter 4

Regularization-based approaches

In this chapter, we introduce an alternative approach to the calculation of perturbations

of the resonant states of an optical system due to changes in the surrounding

medium [71]. This approach is based on regularization of the wavefunctions of resonant

states.

To regularize them, Zeldovich proposed to multiply all the wavefunctions of

the resonant states with a Gaussian factor e−αr2 and take the limit α → +0 after

integration [81]. This allows one to extend the integration in the volume term of

the analytic normalization to the entire space and drop the vanishing surface term.

This yields exactly the same normalization as the analytic rigorous normalization,

as has been recently demonstrated in [57] for the resonant states of a homogeneous

dielectric sphere. Alternatives to this regularization are the complex coordinate

transformation [54] and use of PML [10, 51], ideally leading to the same result for the

resonant state’s norm.

Applying any valid regularization to the resonant state’s field, such as a Gaussian

regularization introduced by Zeldovich [81], or using the PML [10], one can see that

both the resonant state’s normalization and orthogonality then take the form of a

scalar product, similar to those of a Hermitian system [75]. However, a completeness of

such regularized resonant states in the full space is not achievable, as demonstrated in

Sec. 4.2.
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The idea of regularizing the resonant states allows us to develop an alternative,

valuable approximation in Sec. 4.3, similar to the full diagonal approximation, but it

is not as accurate as the diagonal approximation, as we demonstrate. We also prove

in Sec. 4.4 that the developed regularized diagonal approximation is equivalent to the

perturbation theory [26] in the first order.

4.1 Orthonormality and Poynting’s theorem for regularized

resonant states

Let us start by assuming isotropic response of the environment with or without

perturbation. We also assume, for simplicity of the derivation, a non-chiral environment

(κb0 = κb = 0) surrounding an arbitrary anisotropic system, i.e., ζ̂ζζ = ξ̂ξξ = 0̂. The general

analytic normalization of the (unperturbed) resonant states has the form [16]:

∫
V
F⃗n(r) ·

[
kP̂0(k, r)

]′
F⃗n(r)dr +

i

kn

∮
S
(En ×H′

n − E′
n ×Hn) · dS = 1 , (4.1)

using the 6 × 6 compact form, where V is an arbitrary volume including all

inhomogeneities of the generalized permittivity P̂0(k, r), S is the outer boundary

of V, the prime means the derivative with respect to k taken at k = kn, and E′
n and

H′
n are the derivatives of an analytic continuation of the resonant states’ fields in the

complex k-plane.

The orthogonality of the resonant states has a similar form [13, 61]:

∫
V
F⃗n(r)·

[
knP̂0(kn, r)− kmP̂0(km, r)

]
F⃗m(r)dr+i

∮
S
(Em ×Hn − En ×Hm)·dS = 0 (4.2)

for n ̸= m.

Poynting’s theorem for the fields of the resonant states in reciprocal systems takes

the following form [16]:

∫
V
[En(r) · knε̂εε(kn, r)Em(r) + Hn(r) · kmµ̂µµ(km, r)Hm(r)] dr+ i

∮
S
Em×Hn ·dS = 0 , (4.3)
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valid for both cases of n ̸= m and n = m. It is easy to see that subtracting from

Eq. (4.3) the same equation in which n and m are swapped results in the resonant

state’s orthogonality Eq. (4.2).

For regularized resonant states, the volume integration in Eqs. (4.1), (4.2), and

(4.3) can be extended to the entire space. Then all the surface integrals vanish since

the regularized fields tend to zero at infinity. This results in the following form of the

normalization condition

∫
F⃗n(r) ·

[
kP̂0(k, r)

]′
F⃗n(r)dr = 1 , (4.4)

orthogonality

kn

∫
F⃗n(r) · P̂0(kn, r)F⃗m(r)dr = km

∫
F⃗n(r) · P̂0(km, r)F⃗m(r)dr , (4.5)

and Poynting’s theorem

kn

∫
En(r) · ε̂εε(kn, r)Em(r)dr = −km

∫
Hn(r) · µ̂µµ(km, r)Hm(r)dr , (4.6)

where the integration of the regularized fields is performed over the entire space. Note

that a proper regularization of the wavefunctions of the resonant states not only

makes the integrals in Eqs. (4.4), (4.5), and (4.6) finite but also the field normalization

converging to the exact general normalization given by Eq. (4.1).

For non-dispersive systems and non-dispersive surrounding materials, the

orthonormality given by Eqs. (4.4) and (4.5) simplifies to

∫
F⃗n(r) · P̂0(r)F⃗m(r)dr = δnm , (4.7)

where δnm is the Kronecker delta function. Moreover, with the help of Poynting’s

theorem Eq. (4.6), the electric and magnetic fields can be separated which results in two
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equivalent expressions for the resonant state’s orthonormality:

2

∫
En(r) · ε̂εε(r)Em(r)dr = δnm , 2

∫
Hn(r) · µ̂µµ(r)Hm(r)dr = −δnm . (4.8)

Now, going back to dispersive systems and combining the orthonormality Eqs. (4.4)

and (4.5) and Poynting’s theorem Eq. (4.6), one can express the integrals over the

infinite exterior volume,

WE
nm =

∫
Vout

En · Emdr , WH
nm =

∫
Vout

Hn · Hmdr , (4.9)

in terms of those over the system volume Vin. In fact, using the integrals defined over

the system volume Vin,

IEnm =

∫
Vin

En · ε̂εε(kn, r)Emdr, JEn = kn

∫
Vin

En · ε̂εε′(kn, r)Endr , (4.10)

IHnm =

∫
Vin

Hn · µ̂µµ(kn, r)Hmdr, JHn = kn

∫
Vin

Hn · µ̂µµ′(kn, r)Hndr , (4.11)

as well as the integral given by Eq. (4.9), the resonant state’s normalization Eq. (4.4)

can be written as

An + [kεb0(k)]
′WE

nn − [kµb0(k)]
′WH

nn = 1 , (4.12)

assuming frequency dispersion in the surrounding medium, where again the frequency

derivatives are taken at k = kn, and An is defined as

An = IEnn + JEn − IHnn − JHn . (4.13)

The Poynting theorem Eq. (4.6) in turns takes the form

kn[I
E
nm + εb0(kn)W

E
nm] = −km[IHmn + µb0(km)W

H
mn] . (4.14)

Using Eq. (4.14) for n = m and combining it with the normalization Eq. (4.12) we
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obtain

WE
nn =

(1− An)µb0 −Bn(kµb0)
′

(kεb0)
′µb0 + (kµb0)

′εb0
, (4.15)

WH
nn =

−(1− An)εb0 −Bn(kεb0)
′

(kεb0)
′µb0 + (kµb0)

′εb0
, (4.16)

where the arguments of εb0(k) and µb0(k) are omitted for brevity, and Bn is defined as

Bn = IEnn + IHnn . (4.17)

For n ̸= m, we write the orthogonality Eq. (4.5) as

kn[I
E
nm− IHnm+ εb0(kn)W

E
nm−µb0(kn)W

H
nm] = km[I

E
mn− IHmn+ εb0(km)W

E
mn−µb0(km)W

H
mn] .

(4.18)

Using the symmetry WE,H
nm = WE,H

mn (which does not hold in general for other integrals,

i.e., IE,Hnm ̸= IE,Hmn ), we obtain

WE
nm = −k

2
nµb0(kn)I

E
nm − k2mµb0(km)I

E
mn + knkm[µb0(kn)I

H
mn − µb0(km)I

H
nm]

k2nεb0(kn)µb0(kn)− k2mεb0(km)µb0(km)
, (4.19)

WH
nm = −k

2
nεb0(kn)I

H
nm − k2mεb0(km)I

H
mn + knkm[εb0(kn)I

E
mn − εb0(km)I

E
nm]

k2nεb0(kn)µb0(kn)− k2mεb0(km)µb0(km)
. (4.20)

Finally, for non-dispersive permittivity and permeability, the orthonormality Eq. (4.8)

can be written as

IEnm + εb0W
E
nm =

1

2
δnm , IHnm + µb0W

H
nm = −1

2
δnm , (4.21)

which can also be used as a link between the integrals WE,H
nm of the electric and

magnetic fields over the infinite volume Vout of the space surrounding the system and

the integrals IE,Hnm over the finite volume Vin containing the system. Clearly, Eq. (4.21) is

a special (non-dispersive) case of Eqs. (4.15) and (4.16) for n = m and of Eqs. (4.19) and

(4.20) for n ̸= m.
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4.2 Regularized RSE

We here hypothesise that the regularized resonant states presented above are

complete not only within the system volume (as the resonant states themselves) but

also outside it. Below we test this hypothesis by using the regularized states as a

basis for expansion of perturbed regularized resonant states in the region outside the

system. We also consider for simplicity the case of both the system and the medium

being non-dispersive. Without dispersion, the regularized resonant states satisfy the

orthonormality relation Eq. (4.7).

Assuming the regularized resonant states are complete in the entire space, let us

expand the fields of a perturbed (regularized) resonant state as

F⃗ν(r) =
∑
n

c̄nF⃗n(r) . (4.22)

Using Eq. (4.22) and Maxwell’s equations for the basis resonant states,

[
knP̂0(r)− D̂(r)

]
F⃗n(r) = 0⃗ , (4.23)

we solve the perturbed Maxwell’s equations

[
kνP̂0(r) + kν∆P̂(r)− D̂(r)

]
F⃗ν(r) = 0⃗ , (4.24)

where kν is the wavenumber of the perturbed state ν and ∆P̂(r) is the perturbation of

the generalized permittivity. Substituting Eq. (4.22) into Eq. (4.24) and using Eq. (4.23),

we find ∑
n

c̄n

[
(kν − kn)P̂0(r) + kν∆P̂(r)

]
F⃗n(r) = 0⃗ . (4.25)

Multiplying the last equation Eq. (4.25) with F⃗m(r), integrating over the entire space,

and using the orthonormality Eq. (4.7), we end up with a matrix eigenvalue problem,

c̄n(kν − kn) + kν
∑
m

V̄nmc̄m = 0 , (4.26)
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where

V̄nm =

∫
F⃗n(r) ·∆P̂(r)F⃗m(r)dr (4.27)

are the matrix elements of the perturbation.

To verify the regularized matrix equation (4.26) we consider resonant states of TE

polarization for a dielectric sphere with permittivity ε = 4, surrounded by vacuum

(εb0 = 1) which is perturbed to a non-magnetic medium with permittivity εb = 2.

The spectra of the unperturbed and perturbed TE modes with l = 1 are compared

in Fig. 4.1(a). The perturbed resonant states are calculated exactly and via the

regularized Eq. (4.26) truncated to N = 400 basis states. Figure 4.1(a) demonstrates

an obvious difference between the exact and ‘regularized’ wavenumbers for this rather

large perturbation of the medium (∆ε = εb − εb0 = 1). Furthermore, the relative

error in Fig. 4.1(b) shown for N = 100, 200, and 400 clearly demonstrates that the

wavenumbers calculated via Eq. (4.26) do not converge to the exact values as N

increases. This is a clear evidence that Eq. (4.22) is not valid outside the system. In

other words, the resonant states, even when regularized, are not complete outside the

system. Interestingly, the diagonal approximation, i.e., the use of Eq. (4.26) with n = m

(corresponding to N = 1) produces a lot better result than any N > 1, see Fig. 4.1.

To see how the RSE-based approach works for the same example, we show in Fig. 4.2

a comparison of the RSE and exact results for the same parameters as in Fig. 4.1,

demonstrating a quick convergence to the exact solution, with the relative error scaling

as 1/N3, typical for the RSE.

The difference between the RSE equation,

(k̃ − kn)cn = −k̃
∑
m

Vnm(∞)cm + kn
∑
m

[Vnm(∞)− Vnm(kn)] cm , (4.28)

and regularized Eq. (4.26) can be clearly seen analytically, by bringing both equations

to the same form. Let us first transform the matrix elements in Eq. (4.26), expressing

them in terms of the field integrals over the system region. Using the perturbation
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Figure 4.1. (a) Exact unperturbed (squares) and perturbed (crosses) wavenumbers
of the resonant states of a dielectric sphere (ε = 4) in vacuum, perturbed to a
non-magnetic surrounding medium with εb = 2, for TE polarization and l = 1.
The perturbed wavenumbers are calculated either by solving the exact analytic
secular equation for a sphere (×) or by solving the regularized matrix equation (4.26)
[equivalent to Eq. (4.30)] with the total number of basis states N = 400 (stars) and
N = 1 (triangles). (b) Relative errors for the wavenumbers calculated via Eq. (4.26)
with different N as given.

∆P̂(r) =
[
(εb − εb0) 1̂; (µb − µb0) 1̂

]
for r ∈ Vout and ∆P̂(r) = 0̂ for r ∈ Vin, we find

V̄nm = (εb − εb0)W
E
nm − (µb − µb0)W

H
nm , (4.29)
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Figure 4.2. As Fig. 4.1 but with the regularized solution replaced with the solution of
the RSE equation (4.28) [taking the form of Eq. (4.31) for non-dispersive systems].

where WE,H
nm are defined by Eq. (4.9). For non-dispersive permittivity and permeability,

they can be expressed, using the orthonormality Eq. (4.21), in terms of the integrals

IE,Hnm over the system volume, which are defined by Eqs. (4.10) and (4.11). The matrix

equation (4.26) then takes the form

kν
∑
m

[
δnm
2

(
εb
εb0

+
µb
µb0

)
+
εb
εb0

(
εb0
εb

− 1

)
IEnm − µb0

µb

(
µb
µb0

− 1

)
IHnm

]
c̄m = knc̄n . (4.30)
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On the other hand, the RSE equation (4.28) for the same non-dispersive system and

an effective perturbation ∆P̂(r) = [(εb0/εb − 1) ε̂εε(r); (µb0/µb − 1) µ̂µµ(r)] for r ∈ Vin and

∆P̂(r) = 0̂ for r ∈ Vout, which describes the same changes of the surrounding material,

can be written as

kν
∑
m

√
εb
εb0

µb
µb0

[
δnm +

(
εb0
εb

− 1

)
IEnm −

(
µb
µb0

− 1

)
IHnm

]
cm = kncn , (4.31)

by using the transformation of the perturbed wavenumber Eq. (4.32),

kν = Γk̃ , (4.32)

and the matrix elements of the effective perturbation,

Vnm =

(
εb0
εb

− 1

)
IEnm −

(
µb
µb0

− 1

)
IHnm . (4.33)

There is an obvious difference between Eqs. (4.30) and (4.31), even in the diagonal

approximation. However, it can be easily seen that they agree in first order, which is

also observed in the numerics.

4.3 Regularized diagonal approximation

Following the success achieved by the diagonal approximation of the regularized

RSE presented in the last section, we now derive a diagonal-like approximation

for perturbations of the regularized resonant states caused by small changes in the

surrounding medium. Here, we allow the unperturbed medium to have a frequency

dispersion.

The Maxwell equations for the unperturbed resonant states are

[
knP̂0(kn, r)− D̂(r)

]
F⃗n(r) = 0⃗ , (4.34)

Now, P̂0(kn, r) includes arbitrary homogeneous isotropic and frequency dispersive
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permittivity εb0(k) and permeability µb0(k) of the surrounding medium. Perturbed

resonant states satisfy

[
kνP̂0(kν , r) + kνδP̂(kν , r)− D̂(r)

]
F⃗ν(r) = 0⃗ , (4.35)

where the perturbation δP̂(k, r) consists of only changes of the permittivity and

permeability of the surrounding medium, given, respectively, by εb(k)− εb0(k) = εb0(k)δε

and µb(k) − µb0(k) = µb0(k)δµ. Now using the diagonal approximation for the wave

function, F⃗ν(r) ≈ F⃗n(r), Eq. (4.35) becomes

[
kνP̂0(kν , r)− knP̂0(kn, r) + kνδP̂(kν , r)

]
F⃗n(r) ≈ 0⃗ , (4.36)

in which the term D̂(r)F⃗n(r) was excluded with the help of Eq. (4.34). For small

changes of the wavenumbers, |kν − kn| ≪ |kn|, one can Taylor expand the generalized

permittivity in Eq. (4.36) as

kνP̂0(kν , r) ≈ knP̂0(kn, r) + (kν − kn)
[
kP̂0(k, r)

]′
, (4.37)

so that Eq. (4.36) becomes

[
(kν − kn)

[
kP̂0(k, r)

]′
+ kνδP̂(kν , r)

]
F⃗n(r) ≈ 0⃗ . (4.38)

Multiplying it with F⃗n(r) and integrating over the entire space, we obtain

(kν − kn) + kν

∫
F⃗n(r) · δP̂(kν , r)F⃗n(r)dr ≈ 0 , (4.39)

where we have used the normalization condition Eq. (4.4). Finally, neglecting the

difference between kν and kn in the perturbation δP̂, results in the following explicit

expression for the perturbed wavenumbers of the resonant states

kn
kν

≈ 1 +WE
nnεb0(kn)δε −WH

nnµb0(kn)δµ , (4.40)
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which is identical to the diagonal approximation, i.e., (n = m) of Eq. (4.26) for non-

dispersive systems in non-dispersive environments.

4.4 First-order approximation and comparison with Both and

Weiss

To compare with the best available approach in literature by Both and Weiss [26], we

extract the first order approximation from the regularized diagonal approximation. In

fact, the first-order approximation follows immediately from Eq. (4.40):

kn − kν
kn

≈ WE
nnεb0(kn)δε −WH

nnµb0(kn)δµ . (4.41)

For a non-dispersive surrounding medium, both εb0 and µb0 have no dispersion,

Eqs. (4.15) and (4.16) simplify to

WE
nn =

1− An −Bn

2εb0
, WH

nn =
−1 + An −Bn

2µb0
, (4.42)

which coincides with the RSE in first order Eq. (2.52) and Eq. (4.21). For a dispersive

surrounding medium, Eq. (4.41) can be written more explicitly, using Eqs. (4.15) and

(4.16), as

kn − kν
kn

≈ (1− An)εb0µb0(δε + δµ)−Bn [(kµb0)
′εb0δε − (kεb0)

′µb0δµ]

(kεb0)
′µb0 + (kµb0)

′εb0
, (4.43)

where again all values are taken at k = kn.

Let us now compare Eq. (4.43) with the first-order results presented in [26]. The

latter is given by

kν ≈ kn −
kn

〈
Fn
∣∣∣δP̂ (kn)

∣∣∣Fn〉+ S〈
Fn
∣∣∣(kP̂)′∣∣∣Fn〉+ [Fn | F′

n]
(4.44)

where 〈
Fn
∣∣∣(kP̂)′∣∣∣Fn〉 =

∫
Vin

[
En(r) · (kε̂εε)′ En(r)− Hn(r) · (kµ̂µµ)′ Hn(r)

]
dr (4.45)
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and

[Fn | F′
n] =

i

kn

∮
Sin

(En ×H′
n − E′

n ×Hn) · dS , (4.46)

with Sin being the outer surface of Vin.

The first term in the numerator of Eq. (4.44) vanishes as there is no perturbation

within the system, while the second term S represents the perturbation in the region

outside it. According to [26], it is given by

S = η̄
kn
2
(δε + δµ) [Fn | F′

n] +
i

2
η̄

[
(kµb0)

′

µb0
δε −

(kεb0)
′

εb0
δµ

] ∮
Sin

(En ×Hn) · dS (4.47)

with

η̄ =

√
εb0µb0

(k
√
εb0µb0)

′ =
2εb0µb0

(kεb0)
′µb0 + (kµb0)

′εb0
. (4.48)

Using the resonant state’s normalization Eq. (4.1), the first surface integral in Eq. (4.47)

can be expressed as

[Fn | F′
n] = 1−

〈
Fn
∣∣∣(kP̂)′∣∣∣Fn〉 = 1− An . (4.49)

This also entirely removes from Eq. (4.44) the denominator, since the latter is equal to

1. The second surface integral in Eq. (4.47) can, in turn, be expressed as

i

kn

∮
Sin

· (En ×Hn) dS = −
∫
Vin

[En(r) · ε̂εεEn(r) + Hn(r) · µ̂µµHn(r)] dr = −Bn , (4.50)

using the Poyting theorem Eq. (4.3) for n = m [see Eqs. (4.13) and (4.17) for the

definition of An and Bn]. This makes Eq. (4.44) identical to the first-order result

Eq. (4.43) obtained for regularized resonant states.

The energy and the linewidth of the fundamental plasmonic dipolar (l = 1) and

quadrupolar (l = 2) modes of a gold nanosphere of radius R = 200nm surrounded by a

dielectric medium with varying permittivity εb are shown in Figs. 4.3(a,b), respectively.

The unperturbed system has εb0 = 2 of the surrounding material. This is exactly

the same system as used for illustration of the first-order theory presented in [26].

Figure 4.3 compares the exact solution with the first-order result, identical to [26], with
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Figure 4.3. Energy (a,d) and linewidth (b,d) of the fundamental plasmonic dipolar
(left) and quadrupolar mode (right) of the gold nanosphere of radius R = 200nm as
functions of the permittivity εb of the material surrounding the sphere, calculated using
the full RSE with N = 100 basis states (red lines with squares), diagonal RSE (black
lines with crosses), regularized theory (blue lines), and first-order approximation (green
lines). The unperturbed system has the surrounding permittivity of εb0 = 2. The Drude
model is using ε∞ = 4 with the other parameters fitted to the Johnson and Christy
data [67] via the fit programme provided in [66]. (c) and (f) show the corresponding
relative errors compared to the exact solutions.

the full and diagonal RSE, as well as with the regularized diagonal approximation. We

see that for the chosen parameters of the unperturbed system, namely for the value of

εb0 = 2 lying in the middle of the selected range 1 ⩽ εb ⩽ 3, the first-order results
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are in a much better agreement with the exact solution in this range than in a similar

Fig. 2 of Chapter 3 where the unperturbed system has εb0 = 1. Nevertheless, as it is

clear from Figs. 4.3(c,f), the diagonal RSE shows a lot better agreement with the exact

solution, while the full RSE is quickly converging to it with increasing the basis size.

For further comparison, Figs. 3.2 and 3.3, for the gold nano-sphere, and Figs. 3.8 and

3.12, for the gold bow-tie and silica microsphere, respectively, from the previous chapter

were reproduced in AppendixC.2 with the regularized diagonal approximation. The

regularized diagonal approximation provides improved accuracy in comparison to the

first-order but lower than the accuracy achieved by the diagonal approximations in

dispersive systems. We note that for arbitrary shapes, the integral over the system

volume of the square of the electric field of the unperturbed resonant state (with the

wavenumber kn) was calculated using the method proposed in Sec. 3.1.3 of Chapter 3.

4.5 Summary

We have presented in this chapter an alternative method for calculating the

perturbed resonant states of an optical system due to homogeneous changes in its

surrounding medium based on regularization. Regularization involves multiplying all

the wavefunctions of the resonant states with a Gaussian factor e−αr2 and taking the

limit α → 0 after integration. Assuming the resonant states exist under regularization,

the surface terms in the orthonormality conditions are eliminated, and the volume

integral can be extended to the entire space. Thus, the normalization, orthogonality,

and Poynting’s theorem adopt the forms typically observed in Hermitian systems. Using

such conditions for the regularized resonant states, we expressed the integrals of the

regularized resonant states over the infinite volume outside the system in terms of

the integrals over the system volume. Having this expression of the integrals over the

infinite volume outside the system is useful to develop a perturbation theory to treat

perturbations in the surrounding medium. We therefore attempted to formulate a

perturbation theory akin to the RSE, but with using the regularized resonant states as

a basis to treat perturbations both inside and outside the system. The results obtained
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from the regularized RSE for perturbations outside the system failed to converge to

the exact solution, demonstrating the lack of completeness of such resonant states

outside the system. We have, however, succeeded in formulating a regularized diagonal

approximation using a single mode only to treat small changes in the surrounding

medium. We have proved that the first-order of this approximation is identical to

the first-order perturbation theory [26]. We have also shown that they both coincide

with the RSE-based theory in first order for non-dispersive surrounding mediums.

Lastly, we have illustrated the regularized diagonal approximation with the RSE-based

theory and other approximations: diagonal and first order approximations, using the

same illustrations in [26]. The regularized diagonal approximation demonstrates a

better agrrement with the exact values in comparison to the first-order approximation;

however, it does not provide the same level of accuracy as the diagonal approximation.

This approximation becomes particularly useful in our treatment of chirality

perturbation in Chapter 6.
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Chapter 5

Achieving degeneracy in spherical systems

Achieving degeneracy in electric and magnetic modes has already been reported

in literature. This was achieved using periodic structures [29, 82] or even in a

dielectric sphere with graded index [37] or subjected to an external magnetic field [83].

Degenerate electric and magnetic modes become of a special interest in developing new

sensing schemes, particularly those intended for chirality sensing.

Introducing chirality to an optical system couples the electric and magnetic fields.

The impact of such chirality-induced coupling on mode shift depends on the value of

κ and the overlap integral of the electric and magnetic fields of the same mode and all

other resonances of the system (n ̸= m) [84]. Having degenerate modes converts the

impact of chirality on the mode shift to first order. This idea is the key ingredient of

enhancing chirality sensing in this thesis, which will be derived rigorously in Chapter 6.

In this chapter, we aim to find degenerate resonant states of single spherically

symmetric systems by modifying its material’s properties only. In our discussion, we

focus on an arbitrary sphere and a core-shell system, consisting of a sphere coated

by a layer of another material [85, 86]. Both systems have constant permittivity (or

permeability) profiles. We discuss the possibility of achieving degeneracy in TE and

TM modes by fully solving the system analytically and providing its secular equation,

determining the wavenumbers of the resonant states. Since we consider spherically

symmetric systems, we adapt the derivation of resonant states of a spherical system in
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vacuum, reported in [61], and present the fields in vector spherical harmonics (VSHs) to

have compact forms.

Lastly, we present the resonant states of the sphere, considering chirality both

inside and outside the sphere. We also find the secular equation of the system, which

determines the exact modes when chirality is introduced to the system.

5.1 General solution

By starting with an arbitrary system and environment with assuming an isotropic

response inside and outside the system, we aim to solve Maxwell’s equations

[
kP̂(k, r)− D̂(r)

]
F⃗(r) = 0⃗ , (5.1)

having a permittivity tensor

P̂(r) =

 ε(r)1̂ −κ(r)1̂

−κ(r)1̂ µ(r)1̂ ,

 (5.2)

with noting here that rather than defining a permittivity tensor P̂(r) for each sub-

volume, the material’s properties ε(r), µ(r), and κ(r) have the spacial dependence.

For spherically symmetric systems, the angular dependence can be absorbed from

expressions by spanning the fields into VSH’s as [61]

E(r) =
∑
jlm

Ejlm(r)Yjlm(Ω), iH(r) =
∑
jlm

iHjlm(r)Yjlm(Ω) , j = 1, 2, 3 (5.3)

where αl =
√
l(l + 1). and VHS’s are given by [87]

Y1lm(Ω) =
r

αl
×∇Ylm(Ω) , Y2lm(Ω) =

r

αl
∇Ylm(Ω) , Y3lm(Ω) =

r

r
Ylm(Ω) , (5.4)
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with the angular dependence Ω = (θ, φ), taken in the ranges 0 ≤ θ ≤ 2π and −π ≤ φ ≤

π, and Ylm(Ω) is a scalar spherical harmonic

Ylm(Ω) =

√
2l + 1

2

(l − |m|)!
(l + |m|)!

P
|m|
l (cos θ)χm(φ) , (5.5)

where P |m|
l is the associated Legendre polynomial, and the azimuthal dependence is

given by [8]

χm(φ) =


π−1/2 sin(mφ) for m < 0,

(2π)−1/2 for m = 0,

π−1/2 cos(mφ) for m > 0 .

(5.6)

It follows from Eq. (5.4) that the first two vector harmonics point in a direction

contained in the angular plane while the third one points to the radial direction. This

becomes useful for the derivation of the secular equation of the resonant states since the

tangential components of the electric and magnetic fields, corresponding to the first and

second components in VSHs, are continuous across the boundaries. We also note that

the VSHs are orthonormal and their orthonormality are [61]

∫
Y1lm(Ω) · Y1lm(Ω) dΩ = δll′δmm′ , (5.7)∫
Y2lm(Ω) · Y2lm(Ω) dΩ = δll′δmm′ , (5.8)∫
Y3lm(Ω) · Y3lm(Ω) dΩ = δll′δmm′ . (5.9)

Using the expansions of E(r) and H(r) given by Eq. (5.3) in Maxwell’s equations with

utilizing the properties of the VSHs [11, 61] and then equating the components at the
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same Yjlm, we obtain

(rE2lm)
′

r
− αE3lm

r
= ik[µ(r)H1lm + iκ(r)E1lm] , (5.10)

(rH2lm)
′

r
− αH3lm

r
= −ik[ε(r)E1lm − iκ(r)H1lm] , (5.11)

−(rE1lm)
′

r
= ik[µ(r)H2lm + iκ(r)E2lm] , (5.12)

−(rH1lm)
′

r
= −ik[ε(r)E2lm − iκ(r)H2lm] , (5.13)

−αE1lm

r
= ik[µ(r)H3lm + iκ(r)E3lm] , (5.14)

−αH1lm

r
= −ik[ε(r)E3lm − iκ(r)H3lm] , (5.15)

where the r dependence is dropped from the components of the fields for brevity, and

the derivatives are taken with respect to r. We assume for now that κ(r) = 0 since we

look for degeneracy in non-chiral systems. Eliminating chirality decouples the second

and third components of the electric field, E2lm(r) and E3lm(r), respectively, with

the first component of the magnetic field H1lm(r) from other components. The other

components are E1lm(r), H2lm(r) and H3lm(r). This results in splitting the six equations

above into two independent sets for TE and TM polarizations as follows: [61]

(riH2lm)
′

r
− α

r
iH3lm = kε(r)E1lm ,

−(rE1lm)
′

r
= kµ(r)iH2lm ,

−α
r
E1lm = kµ(r)iH3lm ,


for TE,

(rE2lm)
′

r
− α

r
E3lm = ikµ(r)H1lm ,

−(riH1lm)
′

r
= kε(r)E2lm ,

−α
r
iH1lm = kε(r)E3lm .


for TM

(5.16)

with a separate secular equation for each set. For more compact forms in presentation,

as also suggested in [61], we define a radial function F(r) = rF⃗(r), where Ejlm(r) =

rEjlm(r) and Hjlm(r) = riHjlm(r). The two sets of equations of TE and TM then
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become [61]

d

dr
H2lm − α

r
H3lm = kε(r)E1lm ,

− d

dr
E1lm = kµ(r)H2lm ,

−α
r
E1lm = kµ(r)H3lm ,


for TE,

d

dr
E2lm − α

r
E3lm = kµ(r)H1lm ,

− d

dr
H1lm = kε(r)E2lm ,

−α
r
H1lm = kε(r)E3lm .


for TM

(5.17)

Now, we can write the 6 × 1 vector F(r) in a reduced 3 × 1 form in VSHs for each

polarization. Solving for TE components yields [61],

FTE
(r) =


E1lm
H2lm

H3lm

 =


ψ(r)

−β(r)ψ′(r)

−αlβ(r)ψ(r)r

 , (5.18)

and solving for TM polarization gives,

FTM
(r) =


H1lm

E2lm
E3lm

 =


ψ(r)

−ψ′(r)
β(r)

−αl ψ(r)β(r)r

 , (5.19)

where β(r) =
√

ε(r)
µ(r)

, and the wavefunction ψ(r) satisfies the spherical Bessel’s

equation [14, 61],

ψ′′(r)− α2

r2
ψ(r) = −k2n2(r)ψ(r) . (5.20)

with ψ′(r) and ψ′′(r) being the first and second derivative respectively with respect

to r. Note that in TE polarization, the electric field E1lm is tangential while the

magnetic field has both tangential component H2lm and normal component H3lm. For

TM polarization, the magnetic field H1lm is tangential while the electric field has the

tangential component E2lm and normal component E3lm. This is the general solution of

a non-chiral spherically symmetric system having constant ε and µ profiles. Note that

the only difference between TE and TM solutions is the factor β(r) in TE and 1/β(r)

in TM. If β(r) = 1, the two solutions of TE and TM become identical. In the following,

we present the resonant states and secular equations of TE and TM polarizations for
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both the sphere and the core-shell system, and discuss the possibility of achieving

degeneracy.

5.2 An arbitrary magnetic sphere

The system here is a basic sphere of radius R. Both the system and its environment

are allowed to have magnetic properties, such that

n(r) =

nr , r ≤ R

nb , r ≥ R ,

(5.21)

where n(r) =
√
ε(r)µ(r). Assuming outgoing boundary conditions outside the sphere

for r > R, the wavefunction then ψn(r) takes the form [17]

ψn(r) =

A
(p)

n J(nrknr) , r ≤ R

B
(p)

n H(nbknr) , r ≥ R ,

(5.22)

with ψn(r) having a Riccati-Bessel’s function J(nrknr) regular in the sphere and

Riccati-Hankel function of the first kind H(nbknr) outside the system, representing the

outgoing waves, where J(nrknr) = nrknrj(nrknr) and H(nbknr) = nbknrh
(1)(nbknr) and

the functions j(nrknr) and h(1)(nbknr) are the spherical Bessel and Hankel’s functions

of the first kind [11]. Note that the normalization constants, An, Bn are dependent on

the polarization, where (p) is for the polarization of light (TE or TM).

Now, by applying Maxwell’s boundary conditions on the sphere’s boundary, we

obtain the secular equation:

J̃n(nrz)

H̃n(nbz)
=
βb
β
, for TE ,

J̃n(nrz)

H̃n(nbz)
=

β

βb
, for TM , (5.23)

having J̃n(nrz) = J ′
n(nrz)/Jn(nrz) and H̃n(nbz) = H ′

n(nbz)/Hn(nbz) with and z = knR,

and where now β =
√

ε
µ

and βb =
√

εb
µb

refer to the sphere and the surrounding medium,

respectively. This is the same secular equation presented in Chapter 2 for a dispersive
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sphere. Here, nr and β are frequency independent.

In the secular equations of TE and TM polarizations, the same ratio of the functions

J̃n and H̃n is determined by different constants. The different constants, βb/β for TE

and β/βb for TM, lead to different wavenumbers of TE and TM polarizations of the

sphere. In other words, the wavenumber kn of the resonant states of TE and TM of

the sphere can be identical only when β = βb. This indicates that the ratio of the

permittivity to the permeability of the sphere and the surrounding medium have to be

equal. Having β = βb = 1, i.e, ε = µ and εb = µb is a very special case since the electric

and magnetic fields of both TE and TM modes become identical.

To achieve degeneracy in a non-magnetic system, one may consider introducing a

dielectric shell to mitigate the contrast between the permittivity of the core and the

external surrounding medium. We elaborate on this in the following section and provide

a full analytical solution, secular equation, and normalization of a core-shell system.

5.3 A core-shell system

We consider a core-shell system of an arbitrary isotropic materials, either for the

core, shell or surrounding medium. The shell has a thickness ∆R = R2 − R1, where R1

and R2 are, respectively, the core and the outer radii, and the structure is described by

n(r) =


n1 , r ≤ R1

n2 , R1 ≤ r ≤ R2

n3 , r ≥ R2 ,

(5.24)
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where n(r) =
√
ε(r)µ(r) and n1, n2 and n3 are, respectively, the refractive indices of the

core, shell, and the surrounding medium. We now have the following solution

ψn(r) =


A

(p)

n J(n1knr) , r ≤ R1

K
(p)

n (n2knr) , R1 ≤ r ≤ R2

B
(p)

n H(n3knr) , r ≥ R2 .

(5.25)

As for the sphere, the core has a solution of a Riccati-Bessel function J(n1knr), and

the outer surrounding medium has a solution of a Bessel-Hankel function H(n3knr).

Within the shell, the solution is a linear combination of two Bessel functions taken as

Kn(n2knr) = C
(p)

n J(n2knr) +D
(p)

n H(n2knr). Note that the normalization constants, A(p)

n ,

B
(p)

n , C(p)

n and D(p)

n are dependent on the polarization, and they have the superscript TE

or TM for the corresponding polarization in the following.

5.3.1 Secular equation

Now, to find the secular equation of the system, the boundary conditions have to

be fulfilled across both the core-shell interface and the the shell-environment interface.

For TE polarization, this requires that the tangential components E1lm and H2lm are

continuous across the two boundaries as

A
TE

n Jn(n1knR1) = C
TE

n Jn(n2knR1) +D
TE

n Hn(n2knR1) , (5.26)

β1A
TE

n J ′
n(n1knR1) = β2

[
C

TE

n J ′
n(n2knR1) +D

TE

n H ′
n(n2knR1)

]
, (5.27)

B
TE

n Hn(n3knR2) = C
TE

n Jn(n2knR2) +D
TE

n Hn(n2knR2) , (5.28)

β3B
TE

n H ′
n(n3knR2) = β2

[
C

TE

n J ′
n(n2knR2) +D

TE

n H ′
n(n2knR2)

]
, (5.29)

where β1, β2 and β3 for the core, shell, and the surrounding medium, respectively. For

brevity, we use in the following Ψn(niknRj) = Ψij, where Ψn(niknRj) represents the
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solution in any spatial region. The secular equation for TE polarisation is then given by∣∣∣∣∣∣∣∣∣∣∣∣

J11 0 −J21 −H21

β1J
′
11 0 −β2J ′

21 −β2H ′
21

0 H32 −J22 −H22

0 β3H
′
32 −β2J ′

22 −β2H ′
22

∣∣∣∣∣∣∣∣∣∣∣∣
= 0 . (5.30)

Similarly, the secular equation for TM polarization can be obtained from the continuity

of the tangential components H1lm and E2lm across the shell boundaries:

A
TM

n J11 = C
TM

n J21 +D
TM

n H21 , (5.31)

β2A
TM

n J ′
11 = β1

[
C

TM

n J ′
21 +D

TM

n H ′
21

]
, (5.32)

B
TM

n H32 = C
TM

n J22 +D
TM

n H22 , (5.33)

β2B
TM

n H ′
32 = β3

[
C

TM

n J ′
22 +D

TM

n H ′
22

]
, (5.34)

resulting in the secular equation for TM polarization,∣∣∣∣∣∣∣∣∣∣∣∣

J11 0 −J21 −H21

β2J
′
11 0 −β1J ′

21 −β1H ′
21

0 H32 −J22 −H22

0 β2H
′
32 −β3J ′

22 −β3H ′
22

∣∣∣∣∣∣∣∣∣∣∣∣
= 0. (5.35)

We show in Fig. 5.1 the TE and TM modes of a core-shell system with permittivities

ε1 = 4 and ε2 = 2 of the core and the shell, respectively, located in vacuum, and has

a shell thickness ∆R/R2 = 0.1. The system is non-magnetic, i.e., µ = 1 everywhere.

We plotted the TE and TM modes of a sphere with the same permittivity as the core,

surrounded by vacuum, in the same figure for comparison. The TE and TM modes

of the sphere appear in alternative order [37] while the ones of the core-shell oscillate

randomly. The frequencies of both systems are calculated for l = 5, and the leaky

modes are not shown in this figure.

Now, let us bring the secular equations of TE and TM polarizations of the core-shell
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Figure 5.1. The eigen wavenumbers of TE (blue squares) and TM (red squares) modes
of a core-shell system with core permittivity ε1 = 4, shell permittivity ε2 = 2, and shell
thickness ∆R/R2 = 0.1, are shown in the complex plane. The eigen wavenumbers of TE
(blues pluses) and TM (red pluses) of a dielectric sphere of permittivity ε = 4 are also
shown. Both system are non-magnetic and located in vacuum.

system, given by Eqs. (5.30) and (5.35), respectively, to analogous forms with those for

the sphere in Sec. 5.2. We rearrange the secular equation in the following form

J̃11

H̃32

=
β3
β1

K̃21

K̃22

for TE,
J̃11

H̃32

=
β1
β3

K̃21

K̃22

for TM , (5.36)
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Figure 5.2. (a) The real parts of TE (blue dots) and TM (red dots) wavenumbers of
a core-shell system, with core permittivity ε1 = 4 and shell permittivity ε2 = 2, versus
the shell thickness ∆R. The modes are of order l = 200 and quality-factor exceeding
102. (b) As in (a) but with ∆R/R2 = 0.1 fixed and shell permittivity εb changing. (c)
Selected whispering gallery modes are shown in the complex plane for the same core,
with ε2 = 2 and ∆R/R2 = 0.1, and for the core without the shell. The system is non
magnetic and located in vacuum.

having

J̃11 =
J ′
11

J11
, K̃21 =

C
(p)

n J ′
21 +D

(p)

n H ′
21

C(p)

n J21 +D(p)

n H21

, (5.37)

H̃32 =
H ′

32

H32

, K̃22 =
C

(p)

n J ′
22 +D

(p)

n H ′
22

C(p)

n J22 +D(p)

n H22

, (5.38)S. F. Almousa 101
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where the constants C(p)

n and D
(p)

n refer to the corresponding polarization in Eq. (5.36).

For the core-shell, the ratio J̃11/H̃32 is not only determined by β1 and β3 but also by

the linearly independent solutions inside the shell. This would allow for the TE and

TM modes to be equivalent at some values of R2 and n2. The degenerate modes can be

described by the equation,
β3
β1

[
K̃

TE

21

K̃
TE
22

]
=
β1
β3

[
K̃

TM

21

K̃
TM
22

]
, (5.39)

in which the contrast between β1 and β3 is compensated by the shell’s contribution

inside the brackets. To find degenerate modes, one may find the TE and TM modes

from the secular equations for a core and surrounding of interest and change one of the

shell’s parameters, ε2, µ2, or ∆R to locate the degenerate modes. For a non-magnetic

structure, one can still change ε2 or ∆R. Since we are more interested on finding high-

quality degenerate whispering gallery modes, we focus on locating degeneracy in the

real parts only of the modes.

We consider an example of a non-magnetic core-shell system of ε1 = 4 and high

mode order l = 200, located in vacuum. Figure 5.2(a) shows the real parts of TE

and TM modes having quality-factor higher than 102 versus a range of shell thickness

∆R. The shell thickness is shrinking from 0.4 until the shell vanishes, for a fixed shell

permittivity ε2 = 2. We also see from Fig. 5.2(a) that the likelihood of observing

degeneracy (or quasi-degeneracy) is higher in systems characterized by thinner shells,

with thicknesses approaching or being less than 20% of the core radius. For a fixed

thickness ∆R/R2 = 0.1, Fig. 5.2(b) shows the real parts of TE and TM modes versus a

wide range of shell permittivity ε2, ranging from 1.3 to 4. We chose this range because

the likelihood of achieving degeneracy with higher quality-factors is enhanced when the

shell has a smaller permittivity ε2 than the permittivity of the core ε1. Additionally, we

show in Fig. 5.2(c), a selected quasi-degenerate pair of TE mode at knR2 = 179.409−3.1×

10−7i and TM mode at knR2 = 179.408− 3.7× 10−7i in the complex plane. The modes

of the core without the shell is also included for comparison. The arbitrary oscillation

of the modes of the core-shell system brings some of the TE and TM modes closer to

each other in contrast to those in the sphere (core without the shell). The modes of the
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Figure 5.3. The real part (blue) and imaginary part (red) of the radial dependence
of the electric and magnetic fields of the TE (left panels) and TM (right panels)
polarizations of the quasi-degenerate TE and TM modes, shown in Fig. 5.2(c), of the
core-shell system of ε1 = 4, ε2 = 4, ∆R/R2 = 0.1, and mode order l = 200. The shaded
area represents the shell.

sphere maintain approximately a consistent distance, around 0.4 between the shown

modes for high l = 200.
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5.3.2 Normalization of the core-shell system

The normalization of TE and TM polarizations is given for spherical systems in

VSHs in [61]. The TE resonant states of a spherical system are normalised according to

1 =

∫ R1

0

(ε1E2
1lm + µ1H2

2lm + µ1H2
3lm)dr +

∫ R2

R1

(ε2E2
1lm + µ2H2

2lm + µ2H2
3lm)dr

+
R

kn
(H2lmE ′

1lm − E1lmH′
2lm)|r=R+ ,

(5.40)

where all derivatives are taken with respect to r. Considering a core-shell system in

vacuum, Eq. (5.40) yields

1 =
(
A

TE

n

)2{
R1

[
(ε1 − ε2)J

2
11 + ε1

(
1− µ2

µ1

)
J ′2
11 −

(
1

µ1

− 1

µ2

)
α2J2

11

(knR1)2

]

+

(
B

TE

n

ATE
n

)2

R2

[
(ε2 − 1)H2

32 + (µ2 − 1)H ′2
32 −

(
1

µ2

− 1

)
α2H2

32

(knR2)2

]}
.

(5.41)

The normalization condition of TM eigen wavefunctions is given by [61]

1 =

∫ R1

0

(µ1H2
1lm + ε1E2

2lm + ε1E2
3lm)dr +

∫ R2

R1

(µ2H2
1lm + ε2E2

2lm + ε2E2
3lm)dr

+
R

kn
(E2lmH′

1lm −H1lmE ′
2lm)|r=R+ ,

(5.42)

leading to

1 =
(
A

TM

n

)2{
R1

[
(µ1 − µ2)J

2
11 + µ1

(
1− ε2

ε1

)
J ′2
11 −

(
1

ε1
− 1

ε2

)
α2J2

11

(knR1)2

]

+

(
B

TM

n

ATM
n

)2

R2

[
(µ2 − 1)H2

32 + (ε2 − 1)H ′2
32 −

(
1

ε2
− 1

)
α2H2

32

(knR2)2

]}
.

(5.43)
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In the sphere limits, we take R1 = R, ε2 = 1, and µ2 = 1. The normalization given by

Eq. (5.41) is then reduced to the sphere’s normalization,

1 =
(
A

TE

n

)2
R

[
(ε− 1)J2(z) + ε

(
µ− 1

µ

)
J ′2(z) +

α2
l J

2(z)

(knR)2

(
µ− 1

µ

)]
, (5.44)

for TE, and

1 =
(
A

TM

n

)2
R

[
(µ− 1)J2(z) + µ

(
ε− 1

ε

)
J ′2(z) +

α2
l J

2(z)

(knR)2

(
ε− 1

ε

)]
, (5.45)

for TM, where z = nknR, which is in accordance with the magnetic sphere in vacuum

in [61]. We note that to obtain the normalization constants for TM, one can replace

each ε with µ and vise versa [61]. Therefore the normalization constants of TE and TM

are identical for a magnetic sphere with ε = µ. For a non-magnetic sphere in vacuum,

used in the previous RSE literature [14][61], µ1 = 1, and the normalization is further

reduced to 1 =
(
A

TE

n

)2
R(ε− 1)J2(z) for TE, and 1 =

(
A

TM

n

)2
R ε−1

ε

[
J ′2
n (z) +

α2
l J

2(z)

(knR)2

]
for

TM modes. The normalized fields of the quasi-degenerate TE and TM modes, shown

in the spectrum in Fig. 5.2 (c), of the core-shell system are plotted in Fig. 5.3, where

the TE components are shown in the left panels while the right panels shows the TM

components, both in VSHs.

5.4 Introducing chirality to the magnetic sphere: resonant

states and secular equation

We now derive a general secular equation for an arbitrary sphere in an arbitrary

surrounding medium having constant permittivity, permeability and chirality inside

or outside the sphere, described by Eqs. (5.10)-(5.15). Since chirality couples the

components of the electric and magnetic fields we combine the same components of the
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electric and magnetic field in a column vector and write the equations as [88]

 E ′
2lm

H′
2lm

− α

r

 E3lm
H3lm

 = kM(r)

 E1lm
H1lm

 , (5.46)

 E ′
1lm

H′
1lm

 = −kM(r)

 E2lm
H2lm

 , (5.47)

−α
r

 E1lm
H1lm

 = kM(r)

 E3lm
H3lm

 , (5.48)

where

M(r) =

−κ(r) µ(r)

ε(r) −κ(r)

 . (5.49)

Using Eqs. (5.46) and (5.48) in the derivative of Eq. (5.47) leads to

E ′′
1

H′′
1

− α2

r2

 E1lm
H1lm

 = −k2M2(r)

 E1lm
H1lm

 . (5.50)

The matrix M(r) has the eigenvalues λ = ±n±(r), where n±(r) represents the

refractive index of the system as n±(r) =
√
ε(r)µ(r)± κ(r), and has the corresponding

eigenfunctions  √
µ(r)

±
√
ε(r)

 . (5.51)

The the solution then has the form E1lm
H1lm

 =

√
µ(r)

√
ε(r)

ψ+(r) +

 √
µ(r)

−
√
ε(r)

ψ−(r) . (5.52)

Using the last equation in Eq. (5.47), we get

 E2lm
H2lm

 = −

√
µ(r)

√
ε(r)

ψ′
+(r) +

 √
µ(r)

−
√
ε(r)

ψ′
−(r) , (5.53)
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and  E3lm
H3lm

 =
−α
kr

M−1(r)

√
µ(r)

√
ε(r)

ψ+(r) +

 √
µ(r)

−
√
ε(r)

ψ−(r)

 , (5.54)

with ψ±(r) satisfying Bessel’s equation

ψ′′
±(r)−

α2

r2
ψ±(r) = −k2n2

±(r)ψ±(r) . (5.55)

By considering purely outgoing boundary conditions and defining n±(r) as q± inside the

sphere and p± outside the sphere, the resonant state ψn±(r) takes the form

ψn±(r) =

A±J(q±knr) , r ≤ R

B±H(p±knr) , r ≥ R ,

(5.56)

where J(q±knr)= q±knrjl(q±knr) and H(p±knr)= p±knrh
(1)
l (p±knr), with q±= √

εµ± κ

and p±= √
εbµb ± κb. Applying Maxwell’s boundary conditions yields

√
µA+J+ +

√
µA−J− =

√
µbB+H+ +

√
µbB−H− , (5.57)

√
εA+J+ −

√
εA−J− =

√
εbA+H+ −

√
εbA−H− , (5.58)

−√
µA+J

′
+ +

√
µA−J

′
− = −√

µbB+H
′
+ +

√
µbB−H

′
− , (5.59)

√
εA+J

′
+ +

√
εA−J

′
− =

√
εbA+H

′
+ +

√
εbA−H

′
− , (5.60)

where the arguments are dropped from the functions in the above equations for brevity,

and J±= J(q±knR) and H±= H(p±knR). The set of the above equations results in the

following compact secular equation,

−4
√
µεbεµb(J+J−H

′
+H

′
− + J ′

+J
′
−H+H−)

+(
√
µεb −

√
εµb)

2(J+J
′
−H+H

′
− + J ′

+J−H
′
+H−)

+(
√
µεb +

√
εµb)

2(J+J
′
−H

′
+H− + J ′

+J−H+H
′
−) = 0 , (5.61)
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for a chiral sphere in a chiral surrounding medium. We use the secular equation

Eq. (5.61) to verify our RSE results for treating homogeneous chirality perturbations

inside and outside the sphere in Chapter 6.

5.5 Summary

In this chapter, we have provided the analytical solution for non-dispersive

spherically symmetric systems: a basic sphere and core-shell system. Both systems

are described by constant permittivity and permeability profiles. We have discussed

the possibility of achieving degeneracy in TE and TM resonant states by analyzing

their secular equations, which determine their wavenumbers. A strict degeneracy

can be achieved in a sphere by maintaining an identical ratio of the permittivity to

the permeability between the interior and exterior mediums of the sphere. A special

case occurs when the permittivity is identical to the permittivity, which makes the

electric and magnetic fields of the TE and TM modes are identical. Introducing the

shell compensates for the contrast in the ratio of permittivity to permeability between

the core and the external surrounding medium. This allows for finding degenerate

modes in a non-magnetic core-shell system in vacuum at selective values of thickness

and permittivity of the shell. At the end of this chapter, we have derived the secular

equation of the sphere, considering isotropic chirality either inside or outside the sphere.
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Chapter 6

Employing degenerate modes for chirality

sensing

6.1 Motivation

Chirality, or handedness, is a property of objects that cannot be superimposed on

their mirror images by any translational or rotational transformations like human

hands [89]. Other popular examples include objects with spiral shapes, such as screws

and snails’ shells. At the molecular scale, the majority of biological molecules, if not all,

are chiral [90]. Chiral molecules are known as enantiomers, and the two mirror-images

are distinguished as left-handed and right-handed enantiomers. Although enantiomers

share identical chemical structure, right-handed and left-handed enantiomers or a

mixture of both may interact differently and cause different biological effects [91]. Left-

handed Thalidomide, for example, causes severe birth defects, whereas the right-handed

Thalidomide is sedative and relieves nausea, and the prescription of a mixture of both

handedness leads to severe genetic complications [90, 92]. In another extreme case, one

handedness of Penicillamine is a cure for Wilson’s disease, an inherited condition results

in access of copper in the human body [93], and the other handedness is toxic [94].

Such a significant impact of chirality on life science applications in general and drug

development in particular generates a wide interest in understanding and improving
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chirality sensing schemes. Sensing chiral molecules essentially relies on the interaction

of such materials with light. The rotation angle of a linearly polarized light passing

through a chiral medium is known as the optical activity, determined by the real part

of chirality κ [89]. The imaginary part of κ, on the other hand, leads to a differential

absorption of left and right-handed circularly polarized light, known as circular

dichroism (CD) [89]. Opposite handedness has opposite sign of κ and thus different

optical activity and CD signal. However, chiral light-matter interaction is rather weak

with typical values of chirality κ ≈ 10−4 [29, 84], therefore improving chirality sensing

schemes requires boosting the optical response of chiral molecules, as has already been

established in nanophotonic systems [95, 96].

The light interaction with chiral systems is rigorously explained as perturbation of

resonant states [84]. They reported that the first-order resonance shift due to chirality

perturbation is zero for any geometrically achiral resonator, and does not contribute

to the CD signal. The case of degenerate modes was not included in their analysis.

Recently, Chen et al., reported that strong coupling of quasi bound states in the

continuum can be achieved by introducing chirality perturbation to a metasurface

structure. This was achieved by utilising a pair of degenerate quasi bound states in the

continuum. Degeneracy converts the dependence of their splitting on chirality from

second order to first order. Such chirality-induced coupling was shown to enhance

chirality sensing (CD signal) by order of magnitudes [29].

In this chapter [97], we use the RSE to rigorously derive the linear splitting of

degenerate modes in chirality. We employ the RSE truncated to only two modes

in the basis to calculate the perturbed modes resulting from a presence of a chiral

medium or chiral molecule. In our analysis, we focus on spherically symmetric

systems and demonstrate linear splitting using quasi-degenerate modes of spherical

systems presented in Chapter 5. The magnetic sphere of permittivity identical to its

permeability plays the role of a proof of principle, and the core-shell system provides

an experimentally more relevant example. Although handedness, the sign of κ, is

indistinguishable from the proposed analysis, the splitting of degenerate modes is linear

with the concentration since κ is proportional to the number of molecules [96].
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6.2 Two-mode RSE

In this section, we derive an explicit form of the perturbed mode using the two-mode

RSE [27]. The truncation of the RSE to two modes only in the basis is justified by

the local RSE [8]. The local basis keeps only the resonant states which are close in

frequency to the state of interest or have the biggest overlap matrix elements with this

state.

We start by considering a general case of two resonant states used as a basis in the

RSE equation, given by Eq. (1.35):

k1c1 = k [(V11 + 1)c1 + V12c2] , (6.1)

k2c2 = k [(V21c1 + (V22 + 1)c2] . (6.2)

The latter equation can be rearranged as,

1

α

 k̄1 −V12k2
−V21k1 k̄2

c1
c2

 = k

c1
c2

 , (6.3)

where α = (1 + V11)(1 + V22)− V12V21, and the diagonal elements k̄1 and k̄2 are given by

k̄1 = [V22 + 1] k1 , k̄2 = [V11 + 1] k2 . (6.4)

We obtain the perturbed modes by diagonalizing the matrix in Eq. (6.3), resulting in

the perturbed wavenumbers,

k± =
k̄1 + k̄2
2α

± 1

α

√(
k̄1 − k̄2

2

)2

+ k1k2V12V21 , (6.5)

with the generalized RSE matrix elements

Vnm(k, r) =

∫
V

[En ·∆ε̂(k, r)Em +En ·∆ξ̂(k, r)Hm

]
dr

−
∫
V

[
Hn ·∆ζ̂(k, r)Em +Hn ·∆µ̂(k, r)Hm

]
dr .

(6.6)
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6.2.1 Matrix elements for spherical systems

In the following, we discuss the matrix elements Vnm in Eq. (6.6) when two modes

of a non-chiral spherical system are used as a basis to calculate the perturbed modes

caused by a presence of a chiral perturber. We assume here that the system is isotropic

and non-dispersive.

Owing to the orthogonality of the electric and magnetic field of the same

polarization of light in spherical systems, the terms containing chirality perturbation

never appear in the matrix elements Vnm when the two resonant states are of the same

polarization, i.e, TE and TE or TM and TM. The matrix elements in this case simply

are

V12 =

∫
V

E1 ·∆εE2 dr −
∫
V

H1 ·∆µH2 dr , (6.7)

where the r dependence is dropped for brevity. However, when the modes are of

different polarization (TE and TM modes), the chirality terms appear in the matrix

elements V12 and V21 only, and the matrix elements become

V11 =

∫
V

E1 ·∆εE1 dr −
∫
V

H1 ·∆µH1 dr , (6.8)

V22 =

∫
V

E2 ·∆εE2 dr −
∫
V

H2 ·∆µH2 dr , (6.9)

and

V12 = V21 = −i
∫
V

[E1 · κH2 + H1 · κE2] dr , (6.10)

with V12 and V21 being symmetric for reciprocal systems in general.

6.3 Chirality contribution in mode splitting

Assuming zero variations in the permittivity and permeability in Eqs. (6.8) and (6.9),

the matrix elements V11 and V22 vanish, and the perturbed wavenumbers Eq. (6.5) take
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the following form

k± =
k1 + k2
2α

± 1

α

√(
k1 − k2

2

)2

+ k1k2V12V21 , (6.11)

with α = 1 − V12V21. The splitting of the two modes due to chirality perturbation

becomes

k+ − k− =
2

α

√(
k1 − k2

2

)2

+ k1k2V12V21 . (6.12)

It follows from Eq. (6.12) that chirality contribution to the mode splitting is quadratic.

In principle, the chirality contribution can be converted to first order in the limit

∣∣∣√k1k2V12

∣∣∣≫ ∣∣∣∣k1 − k2
2

∣∣∣∣ , (6.13)

which results in a linear splitting of the perturbed modes in chirality,

k+ − k− ≈ 2V12k1 , (6.14)

It follows from Eq. (6.13) that the limit can be achieved by minimising the initial

splitting of the mode k1 − k2 while boosting the matrix element V12. The former is

fulfilled for quasi-degenerate modes, and the latter can be obtained by increasing the

overlap integral of E1 with iH2 and iH1 with E2 in accordance with Eq. (6.10)

For a magnetic sphere with β = βb, i.e, the ratio of the permittivity to permeability

of the sphere and the surrounding medium are equal, the TE and TM modes are

strictly degenerate, eliminating the initial splitting of the modes. For a magnetic sphere

with permittivity identical to its permittivity and located in vacuum (β = βb = 1), not

only the modes of TE and TM are degenerate, but also the electric and magnetic fields

of TE and TM are identical, and here we get

E1 = iH2 , iH1 = E2 . (6.15)

Thus, the TE and TM degenerate resonant states of the magnetic sphere, having ε = µ

and surrounded by vacuum, are ideal basis for achieving the linear limit in Eq. (6.14),
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taking into account negligible variations of the permittivity and/or permeability.

While the magnetic sphere plays the role of a test system to our theory, we also

consider a non-magnetic core-shell system as a more realistic illustration, in which the

degeneracy of TE and TM modes is achievable as we showed in Chapter 5. Further,

the shell compensates for the contrast between the permittivity of the core and

environment, bringing the wavefunctions of the electric field and magnetic field closer to

each other, which ultimately increases the overlap integral in V12.

6.4 Application 1: a magnetic sphere

A magnetic sphere of radius R, surrounded by vacuum, with permeability identical

to its permittivity has identical spectra of its TE and TM modes and identical TE and

TM fields. The spectrum of the degenerate TE and TM modes of a sphere with ε =

µ = 4, and surrounded by vacuum, is shown in Fig. 6.1 (a) for low angular momentum,

l = 5. The electric and magnetic fields of TE and TM polarizations are shown for the

fundamental mode k1R = k2R = 2.22− 9.45× 10−5i on the right inset, demonstrating the

exact equivalence of the electric and magnetic fields of TE polarization to the magnetic

and electric fields in TM polarization.

The splitting of the degenerate TE and TM fundamental modes due to application

of homogeneous chirality perturbation κ = 10−3 in the core is demonstrated in the left

inset. The splitting of the fundamental degenerate modes is plotted versus chirality in

Fig. 6.1 (b), for homogeneous chirality perturbations either inside or outside the sphere.

The splitting of the modes is linear in chirality in accordance with the RSE analysis

Eq. (6.14). The matrix elements of chirality perturbation outside the sphere was treated

by regularization. Notably, when chirality perturbation is considered inside the sphere,

the splitting is higher due to higher value of the overlap integral inside the sphere. The

absolute value of the overlap integral in Eq. (6.10) is 0.23 inside the sphere and 0.06

outside the sphere.

When we slightly altered the permittivity of the sphere, we impose an initial
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Figure 6.1. (a) Wavenumbers (magenta pluses) of degenerate TE and TM resonant
states of a sphere of ε = µ = 4 and radius R, located in vacuum. The splitting of
the fundamental mode (purple plus) is shown in the left inset as two black squares
due to κ = 10−3 inside the sphere. In the same inset, the splitting of non-degenerate
TE and TM modes of the sphere due to ∆ε = 0.01 (red crosses) and due to chirality
perturbation applied on top (blue squares). Right inset: radial dependence of tangential
(∥) and normal (⊥) components of the normalized electric and magnetic fields of the
fundamental WGM of TE (lines) and TM (triangles) resonant states. (b) The splitting
of the modes Eq. (6.12), calculated using the RSE (squares) and secular equation (lines)
versus chirality considered inside (black) and outside (green) the sphere of ε = µ = 4,
and inside the sphere with a slight change in the permittivtiy ∆ε = 0.01 (blue). The
corresponding schematics are shown in right.
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Figure 6.2. The error of the eigen wavenumber k+, calculated by the RSE for chirality
perturbation inside (black line), outside (green line) a sphere of ε = µ, located in
vacuum, and inside a sphere with ε = 4.01 and µ = 4 (blue squares), shown in the
schematics in (a), (b), and (c), respectively. The error is relative to the real value kr,
calculated analytically from the secualr equation.

splitting of the modes, given by ∆k̄ = k1(V22 − V11), where k̄ is the perturbed

mode caused by the permittivity perturbation. This initial splitting breaks the strict

degeneracy of the modes. In the inset of Fig. 6.1, we show the initial splitting of the

fundamental modes k1 and k2 in the complex plane due to permittivity perturbation

∆ε = 0.01. The modes further split when chirality perturbation of κ = 10−3 is applied

inside the sphere, as shown in the same inset. In Fig. 6.1(b), we show the splitting of

such non-degenerate fundamental modes, corresponding to ∆ε = 0.01, due to applying

chirality perturbation inside the sphere. The splitting is quadratic in κ when the initial

splitting ∆k̄ = 2.6 × 10−4 is larger than κ. For larger values of κ, the quadratic shift

transforms to a linear dependence.

The secular equation of an isotropic chiral sphere in a chiral surrounding medium,

derived in Chapter 5, is used to calculate the exact values kr of the wavenumbers. The

relative error of the mode k+, calculated by the RSE, considering chirality perturbation

inside and outside the sphere of ε = µ = 4 and inside the perturbed sphere with

ε = 4.01 and µ = 4 is shown in Fig. 6.2 versus κ. The error reflects the good agreement

of the RSE results with the exact values for the three cases. Using the regularized
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matrix elements for chirality perturbation outside the sphere leads to one order of

magnitude rise in the relative error, in comparison to the perturbation inside the sphere.

The matrix elements are provided in AppendixB in Sec. B.1 for homogeneous chirality

perturbations inside and outside the sphere.

6.5 Application 2: a core-shell system

While the magnetic sphere of ε = µ provides a proof of principle to our theory, we

tested the theory on a non-magnetic core-shell system located in vacuum as a more

realistic system. We employ here the core-shell system of ε1 = 4 and thickness ∆R =

0.1R2, and show in Fig. 6.3(a) the real parts of TE and TM modes for a selected range

of the permittivity of the shell. The selected range corresponds to modes having high

quality factor of ≈ 108. The modes in the centre of Fig. 6.3(a) are shown in Fig. 6.3(b)

and used as a basis to calculate the perturbed modes (black lines) due to homogeneous

chirality perturbation κ = 10−3 in the core.

Since chirality couples the electric and magnetic fields of TE and TM polarizations,

the perturbed modes are a mixture of both TE and TM resonant states. This is

demonstrated in Fig. 6.3(c), showing the absolute square of the expansion coefficients

c1 and c2 of the lower perturbed mode, where the subscripts 1 and 2 refer to TE and

TM, respectively. The expansion coefficients are nearly one half at ε2 = 2, where the

modes are quasi-degenerate, and exactly half of each polarization at the crossings of

the modes. The expansion coefficients of the upper perturbed mode (not shown) is

the mirror-image of the lower modes. The splitting of the pair of quasi-degenerate

modes, k1R2 = 179.409 − 3.08 × 10−7i and k2R2 = 179.408 − 3.69 × 10−7i, at ε2 = 2

are plotted in Fig. 6.3(d) as functions of chirality, considered in the core, shell and

surrounding medium. The splitting of the quasi-degenerate modes is linear and falls as

one order of magnitude for each case, respectively. The reduction in the splitting for the

perturbation in the shell and surrounding medium is again attributed to smaller values

of the overlap integral over the perturbed volumes in the matrix element V12. The

overlap integral has the values 1.33, 0.1, and 0.007, for the core, shell, and surrounding
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Figure 6.3. Real parts of the wavenumbers of TE (blue dots) and TM (red dots)
modes with l = 200, of a core-shell system, with ε1 = 4 in the core, shell thickness
∆R = 0.1R2 versus the permittivity of the shell ε2. The quasi-degenerate modes
at the centre of (a) are enlarged in (b), showing the split of the modes as chirality
perturbation κ = 10−3 is applied to the core. The expansion coefficients of the lower
perturbed mode are shown in (c). The splitting of the two quasi-degenerate modes at
ε2 = 2 (k1R2 = 179.409− 3.08× 10−7i and k2R2 = 179.408− 3.69× 10−7i) as a function of
κ is shown in (d), considering chirality in the core (black), shell (blue), and outside the
system (green), with the corresponding schematics shown to the right. The tangential
components of the electric field of the TE mode (blue) and magnetic field of TM mode
(red) are shown in (e). Note that the red curve in panel (e) and the blue and green in
(e) are scaled for clarity. The actual results can be obtained by multiplying the curves
with the factors of the same color.
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Figure 6.4. The real parts of the unperturbed wavenumbers of TE (blue line) and TM
(red lines) modes with l = 200, of a core-shell system, having permittivity ε1 = 4 of
the core and thickness of the shell ∆R = 0.1, used to calculate the perturbed modes
(black lines) due to applying chirality in the (a) core, (b) shell, (c) surrounding medium,
versus the permittivity of the shell ε2. The splitting of the modes k1R2 = 181.3804 −
4.01× 10−6i and k2R2 = 181.3803− 2.87× 10−6i at ε2 = 1.6887, as a function of chirality
strength κ, considering chirality in (d) the core, (e) shell, and (f) surrounding medium.
The position of κ in the schematics on the right refers to the corresponding region of
perturbation inside or outside the sphere, and the color of κ represents the chirality
perturbation in the matching lines.
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medium, respectively. For smaller values of κ, the splitting of the modes due to the

presence of chirality in the surrounding medium appears quadratic for smaller values

of κ below 5 × 10−4. This is because k1V12 is comparable to the initial splitting

|k1 − k2| ≈ 8.2 × 10−4, see the inequality Eq. (6.13). Figure 6.3(e) shows comparable

values of the tangential components of the electric and the magnetic fields, at least

within the core, due to introducing the shell which compensates for the difference

between them.

Figure 6.4 shows another area in Fig. 6.3(a) with the real parts of the unperturbed

modes and the perturbed due to applying chirality in the core (a), shell (b) and the

surrounding medium (c) versus the permittivity of the shell. The quasi-degenerate

modes at ε2 = 1.6887 are k1R2 = 181.3804 − 4.01 × 10−6i and k2R2 = 181.3803 −

2.87× 10−6i, have smaller initial splitting |k1 − k2| ≈ 10−5 and quality factor ≈ 107. The

smaller initial splitting makes the linear splitting possible for smaller values of κ for the

case of chiral surrounding medium. The splitting of the other modes due to chirality

perturbation κ = 10−3 in the core, shell, and surrounding medium can be seen in

Fig. 6.5(a,b) as a function of both ε2 (∆R = 0.1) and ∆R (ε2 = 2). The dips represent

the points of minimal initial splitting, where the response to chirality perturbations is

more pronounced. The expansion coefficients as a function of the shell permittivity

displaying both quasi-degenerate modes at ε2 = 2 and ε2 = 1.6887 are shown in

Fig. 6.6. The crossing of expansion coefficients indicates full exchange of TE and TM

resonant states at these positions as also demonstrated in [29]. The matrix elements for

homogeneous chirality perturbations within the core, shell and the surrounding medium

of the core-shell system are provided in Appendix B in Sec. B.1.

Lastly, we consider applying a point-like chiral perturber, expressed as Dirac delta

function κ(r) = κpVpδ(r− rp), where the parameters κp and Vp are the effective chirality

and volume of the particle, respectively, and rp = (rp, θp, φp) is the position of the

particle. The presence of the chiral particle breaks the spherical symmetry, and the

matrix elements in this case have contributions from all the degenerate modes with

the magnetic quantum number m for a certain l. This means that the full RSE has

to be considered with the matrix elements V 12
lm,l′m′ , where the labels lm and l′m′ now
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Figure 6.5. The splitting of the modes due to applying chirality perturbation κ = 10−3

in the core (blue), shell (red), and the surrounding medium (green) versus (a) the shell
thickness ∆R/R2 and (b) the shell permittivity ε2. The initial splitting (black) when
κ = 0 corresponds to the unperturbed modes used as a basis to calculate the chirality-
induced splitting.
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Figure 6.6. The absolute square of the expansion coefficients |cTE|2 (blue) and |cTM|2
(red) of the perturbed state, corresponding to the perturbed wavenumber k+ due to
chirality perturbation κ = 10−3 in the core. The top inset is as in Fig. 6.3(b) and the
bottom inset is as in Fig. 6.4(a), showing the real parts of the unperturbed and the
perturbed wavenumbers at the selected regions.
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correspond to the degenerate modes for certain l. However, for a particle placed at the

north pole Ωp = (0, φp), the only modes that contribute to the splitting are m = m′ =

±1 and m = m′ = 0, see AppendixB.2 for the matrix elements V 12
lm,l′m′ and for the

derivation of the selection rules m = m′ = ±1 and m = m′ = 0.

In Fig. 6.7, we illustrate the perturbation by a chiral particle by placing a chiral

particle of radius Rp ≈ 10−2R2 at the north pole, rp = (R2, 0, 0), of the core-shell

system. We used as a basis the same quasi-degenerate modes shown in Fig. 6.3(b) at

ε2 = 2, k1R2 = 179.409− 3.08× 10−7i and k2R2 = 179.408− 3.69× 10−7i, having angular

momentum l = 200 and only the modes of the magnetic quantum number m = 1 or

m = 0. The splitting of such modes transforms to linear splitting in the chirality of

the particle κp around 0.4 as shown in Fig. 6.7(a). Changing the location of the particle

by a distance d, including distances towards the system, produces oscillatory splitting

as shown in Fig. 6.7(b). These oscillations are roughly proportional to the oscillations

of the overlap of their wavefunctions, see Fig. 6.3(e). As the particle moves away from

the system, the splitting falls quickly with distance, and has a discontinuity for the case

m = 0 at the shell surface because the matrix element in this case maintains only the

normal components of the electric and magnetic fields of TE and TM polarizations. We

observed that changing the chirality of the particle itself yields a more pronounced

effect compared to modifying the chirality of the surrounding medium, which may

potentially constrain practical applications.

6.6 Summary

We have presented linear splitting of quasi-degenerate modes in chirality. We used

the RSE, recently generalized to include chiral media, to demonstrate the transition of

chirality contribution in mode splitting from second-order effect to first-order, using two

quasi-degenerate modes of TE and TM polarization in spherically symmetric systems.

We have employed the degeneracy conditions discussed in the previous chapter to

illustrate the linear splitting of strictly degenerate modes of a magnetic sphere and the

quasi-degenerate modes of a core-shell system. The linear splitting was demonstrated in

S. F. Almousa 123



Employing degenerate modes for chirality sensing

Figure 6.7. (a) The splitting of the modes, k1R2 = 179.409 − ×10−7i and k2R2 =
179.408− 3.69× 10−7i, due to a presence of a chiral particle of radius Rp ≈ 0.01R2 on the
surface of the core-shell system as a function of the chirality of the particle κp, for the
magnetic quantum numbers m = 0 (black) and m = 1 (red). (b) The splitting of the
modes as the particle moves a distance d away and toward the system.
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Summary

such systems due to the presence of chirality, either homogeneously inside or outside

the resonators or within the shell in the case of the core-shell system. Further, we

have demonstrated linear splitting due to a point-like chiral perturber which breaks

the spherical symmetry. In this case, all the degenerate resonant states with different

magnetic quantum number m are perturbed differently. Through selection rules of a

particle placed at the north pole, only few states are perturbed by the chiral particle.

While the linear splitting of quasi-degenerate modes is handedness-blind because

the modes split simultaneously and equally for both positive and negative chirality κ,

the linear splitting is concentration-dependent since κ is proportional to the number

of chiral molecules. Also, although the proposed systems may be challenging to be

achieved experimentally, the numerical and analytical calculations may be insightful

for developing novel chiral sensing schemes, contributing to the comprehension of the

interaction of optical modes with chiral systems.
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Chapter 7

Conclusion

7.1 Thesis Overview

The resonant states of an open optical system are the eigen solution to the source-

free Maxwell’s equations, considering purely outgoing boundary conditions. These

states are characterized by complex wavenumbers with negative imaginary parts,

resulting in the resonant state having a finite lifetime and experiencing exponential

growth with distance in the region outside the system. Owing to the boundary of

optical systems, orthonormality conditions have been successfully formulated, and a

rigorous perturbation theory, RSE, has been developed for perturbations within the

boundaries of the system where the resonant states are complete. However, developing

a perturbation theory to treat perturbations in the entire space outside the system’s

boundaries presents a challenge. This has limited perturbation theories to first or

second order for perturbations in a finite range in the vicinity of the system or to

first-order perturbations in the entire space outside the system. In this thesis, we

developed a rigorous theory based on the RSE and several approximations to mainly

treat homogeneous perturbations in an isotropic medium surrounding an arbitrary

optical system. Our theoretical framework focuses on reciprocal optical systems with a

linear response.

Developing a rigorous theory for treating perturbations in the surrounding medium
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was achieved through the RSE. This was accomplished by developing a transformation

matrix to map the Maxwell’s equations of the perturbed system into an effective

system that encloses the perturbation within its boundaries, where the resonant states

are complete. The RSE can then rigorously treat the resonant states in this effective

system. From the proposed approaches, we distinguished two approximations: the

diagonal and the simplified diagonal approximations. In the diagonal approximation,

only the diagonal elements of the RSE matrix are maintained in the basis, and all the

matrix elements are neglected in its simplified version.

In the case of dispersion, where the system is described by the generalized Drude-

Lorentz model, the transformation scales the poles of dispersion. This requires using

the infinitesimal-dispersive RSE method, which involves adding the scaled pole resonant

states to the basis. However, since the scaled poles are perturbation-dependent, they

need to be recalculated whenever the perturbation changes. To avoid this complication,

we proposed a transformation of the original pole resonant states to generate an

alternative set of fixed pole resonant states that can be used for all perturbations. For a

dispersive surrounding medium, the transformation becomes state-dependent and may

not work. In this case, one may transform both the unperturbed and perturbed systems

and then apply the RSE to treat the effective perturbation to find the perturbed modes

at least in the-first order. For chiral systems, the basis system has to be chiral to apply

the transformation.

We provided an attempt to develop an alternative basis based on regularization

to directly treat changes in the surrounding medium of an open optical system

without the transformation as an intermediate step. We developed orthonormality

conditions and Poynting’s theorem for the regularized resonant states and expressed

the integrals of the regularized resonant states over the infinite volume outside the

system in terms of the integrals over the system volume. The regularized resonant

state expansion failed to converge to the exact solution for an example of a dielectric

sphere, indicating a lack of completeness in such states. Nevertheless, we formulated

a regularized diagonal approximation of single mode only to calculate the shift of

the regularized resonant states due to small changes in a dispersive or non-dispersive
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medium surrounding the system. We proved that the first order of this approximation

is identical to the first-order perturbation theory available in the literature, which

is presently the best available approximation, and they both meet at the first-order

with the RSE-based approach for non-dispersive surrounding medium. The regularized

diagonal approximation became particularly useful for treating chiralty perturbation

when the basis system is non-chiral.

We applied the RSE-based method and the other approximations—diagonal

approximations, regularized, and first-order—to realistic materials, including plasmonic

nanoparticles of different sizes, shapes, and materials and dielectric microresonators.

We calculated perturbed modes in such systems due to changes in the surrounding

medium. We evaluated the performance of each approach by calculating its accuracy

relative to exact values obtained analytically or numerically.

The full RSE-based approach shows a quick convergence to the exact modes falling

as N−3, where N is the number of the resonant states in the basis, similar to the

standard RSE method. By replacing the perturbation-dependent pole resonant states

(pRSs I) with the perturbation-independent pole resonant states (pRSs II) in the

basis of the infinitesimal RSE, the 1/N3 convergence to the exact solution was almost

maintained.

Remarkably, the diagonal approximations show higher accuracy than other

approximations beyond the first-order, with one order of magnitude reduction of the

diagonal approximation more than its simplified version for the considered plasmonic

particles described by the Drude model. The regularized diagonal approximation

exhibits lower accuracy than other approximations but is nevertheless better than

the first-order. For the considered example of a microresonator, all the single-mode

approximations failed to accurately predict the change of the fundamental whispering

gallery mode. We replaced the single-mode approximations with a local basis of

whispering gallery modes, achieving considerable accuracy with only a few modes in the

RSE basis.

Additionally, we employed the high accuracy of the diagonal approximation of
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Drude systems to propose a method to find the integral of the normalized fields

over the system’s volume, which are used in the calculations of both the diagonal,

regularized diagonal, and first-order approximations for arbitrarily shaped systems.

Using the diagonal approximation, we accurately calculated this integral using

numerically obtained wavenumbers. For a configuration of more than one system,

we constructed a system of linear equations to solve for the integral for each system.

Interestingly, this method enabled us to calculate the perturbed modes using the

proposed approximations for a system on a substrate, which is not solvable by the

standard RSE for internal perturbations or the proposed RSE-based approach for

external perturbations. This is because the substrate introduces inhomogeneity in the

surrounding medium.

We discussed the possibility of achieving degeneracy of TE and TM resonant

states in homogeneous spherical systems of isotropic response through the analytical

solution and secular equations of a simple sphere and a core-shell system. We then

demonstrated quasi-degenerate whispering gallery modes in a dielectric core-shell

system for different values of the shell permittivity and thickness.

Lastly, since the effect of chirality in most sensing schemes is weak due to its

extremely small values, we developed a theoretical framework to convert the impact

of chirality in mode shift from a second-order effect to a first-order effect. We derived

a linear splitting of quasi-degenerate modes using the RSE, with a focus on spherical

systems. The deduced degeneracy conditions for spherical systems were employed to

provide two quasi-degenerate TE and TM modes in the basis for illustrating their linear

splitting due to chirality perturbation. We considered various possibilities, including

homogeneous chirality perturbation either inside or outside a magnetic sphere and

a core-shell system. We also considered a perturbation by a chiral molecule, which

breaks the spherical symmetry and perturbs different resonant states differently.

Owing to selection rules for a particle placed at the north pole, the affected resonant

states are reduced to a few states. The quasi-degenerate modes of a core-shell system

exhibit linear splitting for a particle placed at the north pole. Although handedness

cannot be distinguished from the linear splitting of the modes, the linear splitting
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is concentration-dependent since chirality is proportional to the number of chiral

molecules. The systems we suggested involve artificial materials such as solid chiral

shells or chiral spheres, which may be challenging for experimental realization.

Nevertheless, the calculations may provide insights for developing chiral sensing schemes

and understanding the interaction of optical modes with chiral materials.

7.2 Future work

As a next step, a comprehensive analysis could be taken to develop a clear

understanding of the accurate results of the diagonal approximation, especially for

the results achieved for nanodimers, i.e., the bow-tie antenna or the dolmen. A rigid

understanding of the diagonal approximation would also help with understanding the

proposed method for calculating the integral of the square of the normalized fields

based on the accuracy of the diagonal approximation.

The proposed method for calculating the integral for the normalised field requires

prior information about the resonance shift, which was obtained numerically in this

work. This could be examined on measured data to develop a perturbation theory for

arbitrary resonators and for a larger class of perturbations without any computational

loads. Additionally, the calculated fields from this approach can be compared with

other normalization conditions and studied for their impact on the convergence of the

RSE.

The RSE-based approach could be incorporated with the fit program used

for generating Drude parameters to provide open resources for identifying the

electromagnetic properties of the medium from their spectral changes.

For chiral sensing, the work can be taken to an experimental level, and the

sensitivity of the chiral particle could be increased by considering polarizability of the

chiral particle.
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Appendix A

Dielectric slab

By considering a non-magnetic slab with thickness 2a and dielectric properties

described by,

ε(z) =

εs , |z| ≤ a

1 , |z| ≥ a ,

(A.1)

and considering polarized electric field in the x̂ direction with zero in-plane wavenumber

k, the wave equation for the electric field has the form

[
d2

dz2
+ ε(z)k2

]
E(z) = 0 . (A.2)

The above equation is satisfied by the general solution

f(z) =


Aei

√
εskz +Be−i

√
εskz for |z| < a

Ceikz +De−ikz for z ≥ a

Eeikz + Fe−ikz for z ≤ −a ,

(A.3)
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having time dependence e−iωt, where ω = ck, and secular equation of the form

Aei
√
εska +Be−i

√
εska = Ceikz +De−ikz,

Ae−i
√
εska +Bei

√
εska = Ee−ikz + Feika,

A
√
εse

i
√
εska −B

√
εse

−i√εska = Ceika −De−ikz,

A
√
εse

−i√εska −B
√
εse

i
√
εska = Ee−ikz − Feika . (A.4)

The secular equation is obtained from the continuity of the tangential components of

the electric and magnetic fields across the slab’s boundaries. Now, considering three

cases of additional boundary conditions, given by

D = 0 , E = 0 , for outgoing boundary conditions , (A.5)

C = 0 , F = 0 , for incoming boundary conditions , (A.6)

D = 0 , F = 0 , for transparent boundary conditions , (A.7)

in the secular equation Eq. (A.4) results in quantization of the wavenumber k, with n

labelling the state. For the outgoing boundary conditions, the wavenumber becomes

complex with negative imaginary part:

kn =
1

2a
√
εs
(nπ − i lnα) for n = 0,±1,±2, . . . , (A.8)

with α =
√
εs+1√
εs−1

. For the incoming boundary conditions, the wavenumber takes the form

kn =
1

2a
√
εs
(nπ + i lnα) for n = 0,±1,±2, . . . (A.9)

which is also complex-valued but with real imaginary part. The wavenumber for the

transparent boundary conditions is real:

kn =
nπ

2a
√
εs

for n = 0,±1,±2, . . . (A.10)
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Now, by using the normalization condition for the slab [13]

∫ a

−a
εsfnfmdz +

fn(a)
dfm(a)
dz

− fm(−a)dfn(−a)dz

k2m − k2n
= δnm, (A.11)

and kn for the corresponding boundary conditions, one obtains the normalization

constants for each case. The normalization constants in the case of outgoing boundary

conditions are [13]

An =
(−i)n

2
√
aεs

, Cn =
e−ikna√
a(εs − 1)

, (A.12)

with Bn = (−1)nAn and Fn = (−1)nCn. The constants for the incoming boundary

conditions are

An =
(−i)n

2
√
aεs

, Dn =
eikna√
a(εs − 1)

, (A.13)

with Bn = (−1)nAn as in the outgoing case, and En = (−1)nDn. Lastly, for the

transparent boundary conditions, the constants take the form

An =
(−i)n

√
α

2
√
aεs

, Cn =
e−ikna√
a(εs − 1)

, En = (−1)neiφnCn, (A.14)

where φn = 2kna.
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Matrix elements of the RSE

B.1 Matrix elements for homogeneous chirality perturbations

Considering two resonant states of TE and TM polarizations of a non-chiral spherical

system in the RSE matrix to treat chirality perturbations, the matrix elements Vnm

become

V11 =

∫
V

E1 ·∆εE1 dr −
∫
V

H1 ·∆µH1 dr , (B.1)

V22 =

∫
V

E2 ·∆εE2 dr −
∫
V

H2 ·∆µH2 dr , (B.2)

and

V12 = V21 = −i
∫
V

[E1 · κH2 + H1 · κE2] dr , (B.3)

To evaluate the matrix elements for spherical systems, we use the expansions of the

electric and magnetic fields in the VSH’s for TE and TM resonant states,

E1 = E1lm(r)Y1lm(Ω) , (B.4)

H1 = H2lm(r)Y2lm(Ω) +H3lm(r)Y3lm(Ω) , (B.5)

E2 = E2lm(r)Y2lm(Ω) + E3lm(r)Y3lm(Ω) , (B.6)

H2 = H1lm(r)Y1lm(Ω) , (B.7)
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where the subscripts 1 and 2 refer to the TE and TM resonant states, respectively.

Using the radial functions Ejlm(r) = rEjlm(r) and Hjlm(r) = riHjlm(r) in Eqs. (B.4)–

(B.7) and their definitions Eqs. (5.18) and (5.19) for TE and TM respectively, the

matrix elements Eqs. (B.1), (B.2), and (B.3) yields

V11 = ∆ε

∫
V

ψ1(r)ψ1(r)dr +∆µβ2

∫
V

[
ψ′
1(r)ψ

′
1(r) +

α2
l

r2
ψ1(r)ψ1(r)

]
dr , (B.8)

V22 =
∆ε

β2

∫
V

[
ψ′
2(r)ψ

′
2(r) +

α2
l

r2
ψ2(r)ψ2(r)

]
dr +∆µ

∫
V

ψ2(r)ψ2(r)dr (B.9)

V12 = −κ
∫
V

[
ψ1(r)ψ2(r) + ψ′

1(r)ψ
′
2(r) + α2

l

ψ1(r)

r

ψ2(r)

r

]
dr , (B.10)

where all degenerate modes of l′ and m′ are vanished by the spherical symmetry using

the orthonormality of the VSHs.

Magnetic sphere

For homogeneous chirality perturbation in the magnetic sphere, the modes are strictly

degenerate, i.e, k1 = k2. The matrix element V12 Eq. (B.10) is evaluated as [61]

V12 = −κR
[
A2

1J
2
1 (z)

(
1− α2

l

(nk1R)
2

)
+ A2

1J
′2
1 (z)

]
. (B.11)

For chirality perturbation inside the sphere. For perturbation in the surrounding

medium, it takes a regularized form

V12 = κR

[
B2

1H
2
1 (knR)

(
1− α2

l

(k1R)
2

)
+B2

1H
′2
1 (knR)

]
. (B.12)

Core-shell system

For homogeneous chirality perturbation in the core-shell system, the modes are quasi-

degenerate. In this case, the matrix element V12 Eq. (B.10) is evaluate as [61]

V12 = −κ
[
ψ1(r)ψ

′
2(r)− ψ′

1(r)ψ2(r)

n(r)(k1 − k2)

]r2
r1

, (B.13)
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taking the explicit form

V12 = −κ A1J1(z11)A2J
′
2(z11)− A1J

′
1(z11)A2J2(z11)

n1(k1 − k2)
, (B.14)

for chirality perturbation inside the core, and

V12 = −κ K1(z22)K
′
2(z22)−K ′

1(z22)K2(z22)−K1(z21)K
′
2(z21) +K ′

1(z21)K2(z21)

n2(k1 − k2)
, (B.15)

for chirality perturbation in the shell. The matrix element for the perturbation outside

the core-shell system is evaluated by regularization as

V12 = κ
B1H1(z32)B2H

′
2(z32)−B1H

′
1(z32)B2H2(z32)

(k1 − k2)
. (B.16)

B.2 Matrix elements for the point-like chiral perturber

A perturbation by a point-like chiral source, expressed as Dirac delta function κ =

κpVpδ(r − rp), where the parameters κp and Vp are the chirality and volume of the

particle, respectively, and rp = (rp, θp, φp) is the position of the particle, breaks the

spherical symmetry and results in the matrix element,

V 12
lm,l′m′ = −i

∫
V

[
E1
lm · κH2

l′m′ + H1
lm · κE2

l′m′

]
dr , (B.17)

where subscripts 1 and 2 refer to TE and TM, respectively, with TE mode having l and

m quantum numbers, and TM having l′ = l and m′, such that

E1
lm = E1lm(r)Y1lm(Ω) , (B.18)

H1
lm = H2lm(r)Y2lm(Ω) +H3lm(r)Y3lm(Ω) , (B.19)

E2
l′m′ = E2l′m′(r)Y2l′m′(Ω) + E3l′m′(r)Y3l′m′(Ω) , (B.20)

H2
l′m′ = H1l′m′(r)Y1l′m′(Ω) , (B.21)
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Using the radial functions Ejlm(r) = rEjlm(r) and Hjlm(r) = riHjlm(r) in Eqs. (B.18)–

(B.21) and their definitions Eqs. (5.18) and (5.19) for TE and TM respectively, the

matrix element Eq. (B.17) yields

V 12
lm,l′m′ = −κpVp

∫
1

r2 sin θ

[
ψ1(r)ψ2(r)Y1lm(Ω) · Y1l′m′(Ω)

+ ψ′
1(r)ψ

′
2(r)Y2lm(Ω) · Y2l′m′(Ω)

+ α2
l

ψ1(r)

r

ψ2(r)

r
Y3lm(Ω) · Y3l′m′(Ω)

]
(B.22)

× δ(r − rp)δ(θ − θp)δ(φ− φp)drdΩ . (B.23)

where the degenerate modes now with the magnetic quantum number m for a certain l

form the RSE matrix. Evaluating the above integral of Dirac delta function yields

V 12
lm,l′m′ = −κpVp

1

r2p

[
ψ1(rp)ψ2(rp)Y1lm(Ωp) · Y1l′m′(Ωp)

+ ψ′
1(rp)ψ

′
2(rp)Y2lm(Ωp) · Y2l′m′(Ωp)

+ α2
l

ψ1(rp)

rp

ψ2(rp)

rp
Y3lm(Ωp) · Y3l′m′(Ωp)

]
, (B.24)

having the following explicit forms of vector spherical harmonics,

Y1lm(Ωp) =
Clm
αl

[
χm(φp)

dP
|m|
l (cos θp)

dθ
φ̂− 1

sin θp
P

|m|
l (cos θp)

dχm(φp)

dφ
θ̂

]
, (B.25)

Y2lm(Ωp) =
Clm
αl

[
χm(φp)

dP
|m|
l (cos θp)

dθ
θ̂ +

1

sin θp
P

|m|
l (cos θp)

dχm(φp)

dφ
φ̂

]
, (B.26)

Y3lm(Ωp) = χm(φp)P
|m|
l (cos θp)r̂ , (B.27)

where Clm =
√

2l+1
2

(l−|m|)!
(l+|m|)! . All degenerate modes corresponding to m in this case should

be taken into account in calculating the perturbed modes. However, for a particle

situated at the north pole Ωp = (0, φp), all degenerate modes uncoupled from the basis

except for |m| = 1 and m = 0. We prove such selection rules imposed by placing the

particle at the north pole in the following.

To evaluate the VSHs at the north pole, we need to evaluate both the associated
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Legendre polynomial P |m|
l (cos θp) and its derivative dP

|m|
l (cos θp)

dθ
at θp = 0 as well as the

azimuthal dependence χm(φp) and its derivative dχm(φp)

dφ
. The azimuthal dependence

and its derivative are straightforward, and the definition of χm(φ) is given by Eq. (5.6).

For P |m|
l (cos θp) at θp = 0, we know that [68]

Pm
l (1) =

1 , if m = 0

0 , otherwise .
(B.28)

Now, the first derivative of P |m|
l (cos θ) with respect to θ is given by [68]

dPm
l (cos θ)

dθ
=
l cos θPm

l (cos θ)− (l +m)Pm
l−1(cos θ)√

1− cos2 θ
, (B.29)

where

Pm
l (cos θ) = (−1)m

(
1− cos2 θ

)m/2 dm

d cosm θ
Pl(cos θ) , (B.30)

and Pl is the Legendre polynomial. The derivative Eq. (B.29) at θp = 0 is zero for all

choices of m except for |m| = 1. For |m| = 1, one needs to evaluate dPl(1)
d cos θ

and dPl−1(1)

d cos θ
.

These values can be obtained with the help of the generating function [68],

∞∑
l=0

Pl(cos θ)t
l = (1− 2xt+ t2)−

1
2 (B.31)

which can be expanded to compare coefficients. This helps to obtain the values of
dPl(1)
d cos θ

and dPl−1(1)

d cos θ
to be used in Eq. (B.29) to find dP 1

l (1)

dθ
. This evaluation leads to the

following,

dPm
l (1)

dθ
=


l(l+1)

2
, if m = ±1

0 , otherwise ,
(B.32)

As a result from Eqs. (B.28) and (B.32), for a particle at the north pole, all

degenerate modes do not contribute except for m = m′ = 1, m = m′ = −1 and
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m = m′ = 0. The matrix element V 12
lm,l′m′ for m = m′ = 1 then can be written simply as

V 12
lm,l′m′ = −κpVp

l(l + 1)

8π

cosφp
r2p

[
ψ1(rp)ψ2(rp)ψ

′
1(rp)ψ

′
2(rp)

]
, (B.33)

Similarly, for m = −1, the matrix element in this case is

V 12
lm,l′m′ = −κpVp

l(l + 1)

8π

sinφp
r2p

[
ψ1(rp)ψ2(rp)ψ

′
1(rp)ψ

′
2(rp)

]
. (B.34)

Lastly, for m = 0, the only surviving term of the matrix element in Eq. (B.24) is the

third term when m′ = 0:

V 12
lm,l′m′ = −κpVp

l(l + 1)

4π

1

r2p

[
α2
l

ψ1(rp)

rp

ψ2(rp)

rp

]
. (B.35)

The table below summarizes the values of the functions dP
|m|
l (1)

dθ
, χm(φp), P

|m|
l (1), and

dχm

dφ
(φp) at the north pole for m = ±1 and m = 0.

m
dP

|m|
l (1)

dθ
χm(φp) P

|m|
l (1) dχm

dφ
(φp)

1 l(l+1)
2

π−1/2 cosφp 0 −π−1/2 sinφp
−1 l(l+1)

2
π−1/2 sinφp 0 π−1/2 cosφp

0 0 (2π)−1/2 1 0

Table B.1. The functions in the vector spherical harmonics at Ωp = (0, φp), where
Ωp = (0, φp) is the location of the chiral particle.
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Appendix C

More results

C.1 Effective-pole resonant states generated by Bessel function

C.2 Application of regularized diagonal approximation to

refractive index sensing
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Figure C.1. (a) The imaginary part of refractive index of the first few pRSs in TM
polarization of a gold nanosphere of radius R = 200nm described by Drude model
as functions of the permittivity of the surrounding medium εb, calculated exactly, via
Eq. (2.60) (ñr, crosses), and by using the Bessel function Eq. (2.65) and Eq. (2.66). (b)
The relative error for the approximation shown in (a).
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Application of regularized diagonal approximation to refractive index sensing

0

1 0 0 0

2 0 0 0

3 0 0 0

4 0 0 0

1 0 1 5 2 0 2 5 3 0 3 5 4 0 4 5 5 0

1 0 - 7

1 0 - 6

1 0 - 5

1 0 - 4

( b )

Re
fra

ctiv
e i

nd
ex

A u ,  T M  p o l a r i z a t i o n

( a )

Re
lat

ive
 di

ffe
ren

ce
 

R  ( n m )

m =  7
m =  6
m =  5
m =  4
m =  3
m =  2
m =  1
m =  0

Figure C.2. As Fig. C.1 but for the dependence on the sphere radius R, for ε = 2.
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More results

Figure C.3. (a) Resonance energy (ReE), (b) linewidth (-2ImE), and (c) relative
error of the complex energy E of the fundamental surface plasmon mode of a gold
nanosphere (R = 200nm) as functions of the background permittivity εb, calculated
analytically (thin black lines with open squares), using the diagonal dispersive RSE (red
lines), regularized diagonal (black line), and first-order approximation (green lines). (c)
Relative error of the first-order (green), regularized diagonal (black), simple diagonal
(cyan), and diagonal approximation (solid red line), as well as of the full RSE with
N = 50 (dashed blue), 100 (dotted blue) and 200 (solid blue line).
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Application of regularized diagonal approximation to refractive index sensing

Figure C.4. (a) Complex energy of the fundamental surface plasmon mode of a gold
nanosphere surrounded by vacuum (unperturbed) and by a dielectric with εb= 2 (exact
and first-order) as functions of the sphere radius R given by the color code. (b) Relative
error of first-order (green), regularized diagonal (black) simple diagonal (cyan), and
diagonal approximation (red), as well as of the full RSE (blue line), as functions of R.
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More results

Figure C.5. (a) Resonance energy (ReE) and (b) linewidth of a gold bow-tie antenna
mode as functions of the permittivity of the surrounding medium εb, calculated using
COMSOL [73] (black squares), diagonal dispersive RSE (red), regularized diagonal
(black line), and the first-order approximations (green). (c) Electric field of the
unperturbed mode. (d) Error of the first-order approximation (green), regularized
diagonal (black), simple diagonal (cyan), and diagonal approximation (red) relative
to COMSOL data. The inset shows schematics and dimensions of the system, with
corners rounded to arcs with a radius of 8 nm.
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Application of regularized diagonal approximation to refractive index sensing

Figure C.6. (a) Real part and (b) relative error of the wave number k of the l =
450 TM fundamental WGM of a silica micro-sphere as functions of the background
permittivity εb, calculated exactly (black line with squares), using the full RSE with
different basis sizes N as given, using the diagonal (N = 1) RSE (dotted red lines),
regularized diagonal (cyan), and first-order (dashed green) approximations.
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