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QUANTUM SYMMETRIES OF NONCOMMUTATIVE TORI

DAVID E. EVANS, COREY JONES

This paper is dedicated to the memory of Huzihiro Araki

Abstract. We consider the problem of building non-invertible quantum symmetries (as char-
acterized by actions of unitary fusion categories) on noncommutative tori. We introduce a
general method to construct actions of fusion categories on inductive limit C*-algberas using
finite dimenionsal data, and then apply it to obtain AT-actions of arbitrary Haagerup-Izumi
categories on noncommutative 2-tori, of the even part of the E8 subfactor on a noncommutative
3-torus, and of PSU(2)15 on a noncommutative 4-torus.

1. Introduction

Fusion categories are algebraic objects that characterize generalized finite symmetries in many
areas of quantum physics and mathematics. They are the structures underlying the standard
invariants of finite depth subfactors, and characterize the algebraic structure of superselection
sectors in quantum field theory. In both of these contexts, a fusion category “acts by bimodules”
on a von Neumann (or C*) algebra A, generalizing the notion of a (cocycle) group action. This
provides a framework for non-invertible quantum symmetries. More precisely, an action of a
unitary fusion C on a C*-algebra is a C*-tensor functor from C to the C*-tensor category Bim(A)
of bimodules.1

This perspective on quantum symmetries originated in Vaughan Jones’ theory of subfactors
[Jon83]. Popa’s fundamental results on subfactors translate to a complete classification of fusion
category actions on amenable factors [Pop90, Pop95]. Much less is known for fusion category
actions on simple amenable C*-algebras, and the situation is expected to be significantly more
complicated. Recently, however, there has been significant interest in this direction [Izu02,
CHPJ24, AKK23, GPN23, EGP23, Izu24, Pac23] (see the introduction to [GS23] for a guide
to recent progress on the closely related problem of classifying group actions on amenable C*-
algebras). Using the machinery of subfactor theory, it is fairly straightforward to construct (and
even classify in some instances) a wide variety of actions on AF-algebras [Ocn88, EK98, Pop90,
CHPJ24] and Cuntz-Kreiger algebras [Izu98, Izu01]. However, there appears to be a lack of
examples in the literature beyond these cases.

A natural family of stably finite amenable C*-algebras to consider beyond the AF case are
noncommutative tori. Given a skew-symmetric real n × n matrix Θ, AΘ is the universal C*-
algebra generated by n unitaries U1, . . . Un satisfying UkUj = e2πiΘj,kUjUk. This is the algebra of
continuous functions on the noncommutative n-torus. If the R× valued bicharacter bΘ(x, y) :=

e2πi〈x,Θy〉 on Zn is nondegenerate, then AΘ is a simple nuclear AT C*-algebra with unique trace
[Phi06]. The algebras AΘ (and their smooth subalgebras) have wide-ranging applications in
both condensed matter [BvESB94, Bel86] and high-energy physics [CDS98, DN01], and are the
paradigmatic example in Connes’ noncommutative geometry [Con94].

The motivation for this paper is to address the problem of finding genuine “quantum” sym-
metries of noncommutative tori. The canonical examples of fusion categories beyond the group
theoretical setting are the fusion categories SU(2)k, which play an important role in subfactor

1by bimodule of C*-algebra we mean a correspondence and we also assume our C*-algebras are unital

1

http://arxiv.org/abs/2404.14466v1


theory and conformal field theory. Our investigation starts with a no-go result, which uses
elementary ordered K-theory and a bit of number theory:

Theorem 1.1. The fusion categories SU(2)k with k + 2 an odd, square-free integer, and k + 1
not a power of 2 admit no action on any noncommutative torus of any rank.

This result demonstrates (perhaps unsurprisingly) that noncommutative tori are not universal
for finite quantum symmetries. Obtaining positive results about the existence of actions is more
difficult, and as the above no-go result demonstrates, will necessarily depend on the details of
the fusion category in question.

The basic idea we exploit in this paper comes from the results of [EE93, Phi06], which demon-
strate that simple non-commutative tori are inductive limits of C*-algebras of the form C(T, A),
where A is a finite dimensional C*-algebra. In other words, simple noncommutative tori are
AT-algebras. Our strategy consists of building actions of fusion categories on “building block”
C*-algebras C(T, A), and then choosing sufficiently nice connecting maps between these blocks
to build an inductive limit action on an AT-algebra, which can be identified with a noncom-
mutative torus via general classification results. In general, we call actions built from circle
algebras in this way AT-actions 2.9. The technical result we will use to produce our actions
is summarized in Theorem 2.13, which gives a construction of an AT action from some basic
categorical data.

Our methods are very general and can be easily applied to build actions of fusion categories
on a wide range of amenable C*-algebras, realized as inductive limits of elementary building
blocks. In this paper, we apply our framework to obtain the following existence results for
quantum symmetries on noncommutative tori:

(1) (Section 3.2). Any Haagerup-Izumi fusion category H over any abelian group G admits
an AT-action on a simple noncommutative 2-torus.

(2) (Section 3.3). The even part of an E8 subfactor admits an AT-action on a simple non-
commutative 3-torus.

(3) (Section 3.4). The fusion category PSU(2)15 admits an AT-action on a simple noncom-
mutative 4-torus.

In each of the cases mentioned above, we actually produce two a-priori different actions of
each of the fusion categories on noncommutative tori (see Remark 2.14). One is manifestly an
AT-action, but for the other it is not clear if it is AT. Determining whether these actions are
equivalent is an interesting test case for any proposed classification of fusion category actions
beyond the AF-setting.

One of the main motivations for considering actions of fusion categories on noncommutative
tori is the ubiquity of these algebras in applications of operator algebras to mathematical physics,
as mentioned above. Our hope is that we can give concrete applications of fusion categorical
symmetries in these situations. We plan to pursue this in future work.

2. Actions of unitary tensor categories on C*-algebras

Recall that a unitary tensor category is a rigid C*-tensor category with simple unit object
(our C*-tensor categories are always assumed to be unitarily Cauchy complete, i.e. closed
under taking orthogonal direct sums and summands). A unitary fusion category is a unitary
tensor category with finitely many isomorphism classes of simple objects. Standard examples
are Rep(G) where G is a finite (quantum) group, and the categories C(g, k), where g is a simple
Lie algebra, k ∈ N, which arise in the contexts of conformal field theory and Drinfeld-Jimbo
quantum groups (see [EK23, Sch20] for overviews). In this paper, we typically use the “loop
group” notation and identify SU(2)k = C(sl2, k).
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Associated to a unital C*-algebra A is a C*-tensor category Bim(A). It consists of all (right)
A-A C*-correspondences, which are finitely generated projective as right Hilbert modules. The
relative tensor product is denoted ⊠A. See [CHPJP22, Section 2.2] and references therein for
definitions and discussion related to C* correspondences.

Definition 2.1. An action of a unitary fusion category C on a unital C*-algebra is a C*-tensor
functor F : C → Bim(A).

We will often use the notation We use the notation C F
yA. Actions of fusion categories

generalize (cocyle) group actions. Indeed, any G action on a C*-algebra yields an action of
the fusion category Hilb(G) of G-graded finite dimensional Hilbert spaces on A.

Remark 2.2. Actions of fusion categories on finite dimensional C*-algebras can be completely
understood in terms of their module categories via an equivalence of 2-categories. We will
sketch how this works at the level of objects, but for a more detailed explanation, see [CHPJ24,
Proposition 3.4]).

Let C be a unitary fusion category.

• Given a (right) unitary, finitely semisimple module category M, pick a progenerator (or
in other words, m ∈ M which contains every simple object in M up to isomorphism.
Then A := End(m) is a finite dimensional C*-algebra andM ∼= Rep(A), where the latter
denotes the C*-category of (right) finite dimensional Hilbert space representations of A.
Thus the C*-tensor category of ∗-endofunctors Bim(A)op ∼= End(M) with X 7→ ·⊠A X.
Hence a right module category gives rise to an action on the finite dimensional algebra
A.

• Conversely, given an action F : C → Bim(A), the category M := Rep(A) is a finitely
semisimple, C*-category. The equivalence Bim(A)op ∼= End(M) as above leads to a right
C-module structure on M. This construction is inverse to the one above.

Typically, when a new class of fusion categories is discovered, one of the first problems to
consider is a characterization of all their module categories. This has resulted in a fairly com-
prehensive understanding of all actions of fusion categories on finite-dimensional C*-algebras.

2.1. Inductive limit actions. One way to build an action of a fusion category C on a C*-
algebra A is to realize A as the inductive limit of a sequence of C*-algebras A1 →ι1 A2 →ι2 · · · →
A, and build actions at each level. We then equip the connecting maps with “C-equivariant”
structures. This will yield an action of C on A as in [CHPJ24, Proposition 4.4], [GPN23, Section
4].

When each level in an inductive limit decomposition is finite-dimensional, the resulting alge-
bras are AF-algebras and the resulting actions are called AF-actions. Given a unitary fusion
category, these are all realized using the combinatorial data of C and its module categories (as
explained in the previous section) via a generalized Bratteli diagram [CHPJ24, Definition 4.10].
Furthermore, such actions can be completely classified using K-theoretic invariants, which is the
main result in [CHPJ24].

Our goal is to use inductive limit approximations to build actions on algebras beyond the
class of AF-algebras, but using the AF-actions as a starting point. Indeed, all classifiable C*-
algebras can be realized as inductive limits of C*-algebras with relatively simple building blocks
[Ell93, Ell96]. This is also true for many cases of group actions as well [Bla90, Section 6], [BS17,
Section 4] and so it is conceivable that this approach will lead to a construction of all possible
actions (at least, that are “classifiable” in some yet-to-be-determined sense).

The following gives a suitable notion of “equivariant homomorphism” between unital C*-
algebras equipped with a C-action.
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Definition 2.3. [CHPJ24, Lemma 3.8] Let C F
yA and C G

yB be actions of a fusion category on
unital C∗-algebras, and let ι : A → B be an injective, unital C∗-algebra homomorphisms. An
equivariant structure on ι consists of a family of linear maps

{jX : F (X) → G(X)}X∈C

such that

(1) jX(a⊲ x⊳ a′) = ι(a)⊲ jX(x)⊳ ι(a′) for a, a′ ∈ A and x ∈ F (X).
(2) For any morphism f ∈ C(X → Y ), G(f) ◦ jX = jY ◦ F (f);
(3) ι(〈x|y〉A) = 〈jX(x)|jX (y)〉B for x, y ∈ F (X);
(4) jX(F (X))B = G(X);
(5) The following diagram commutes:

F (X) ⊗
C

F (Y ) F (X)⊠A F (Y ) F (X ⊗ Y )

G(X) ⊗
C

G(Y ) G(X) ⊠B G(Y ) G(X ⊗ Y )

jX⊗jY

µF
X,Y

jX⊗Y

µG
X,Y

For v ∈ F (X), w ∈ F (Y ), this reads jX⊗Y (µF
X,Y (v ⊠A w)) = µG

X,Y (j
X(v)⊠B jY (w))

Definition 2.4. Let C F
yA and C G

yB be actions, ι : A → B a unital ∗-homomorphism, and
{jX : F (X) → G(X)} and equivariant structure on ι. Define

BC
ι := {b ∈ B : for all X ∈ C, x ∈ X, b ⊲ jX(x) = jX(x) ⊳ b}.

Note that BC ⊆ B is a unital subalgebra and that [BC , ι(A)] = 0. Indeed, we will think of this
as a generalized “relative commutant” of the whole included action j(C).

Now we describe the fundamental construction we use to pass from a C action on a finite-
dimensional C*-algebra A to an action on A⊗C for an arbitrary (unital) C*-algebra C without
any extra data.

Definition 2.5. Given an action C F
yA and any unital C*-algebra C, we define a new action

C F̃
yA⊗ C called the tensor extension of F by C by setting

F̃ (X) := F (X)⊗ C.

Here, the bimodule structure is specified (on simple tensors) by

(a⊗ c) ⊲ (v ⊗ d) ⊳ (a′ ⊗ c′) := (a ⊲ v ⊳ a′)⊗ cdc′,

with right A⊗ C valued inner product

〈v ⊗ c | w ⊗ d〉A⊗C := 〈v | w〉A ⊗ c∗d.

This is positive definite on the algebraic tensor product, and thus we complete F̃ (X) in the
induced norm. In this paper, either F (X) or A will be finite-dimensional and thus no completion
is required. Furthermore, for f ∈ C(X,Y ), we can define

F̃ (f)(v ⊗ c) := F (f)(v)⊗ c

for v ∈ X. It is easy to see that F̃ gives a functor from C to Bim(A⊗ C).

We use the obvious structure morphisms to build the monoidal structure on F̃ ,
4



µF̃
X,Y ((v ⊗ c)⊠A⊗C (w ⊗ d)) := µF

X,Y (v ⊠A w)⊗ cd

This is well-defined and satisfies the required coherences.

The next lemma is a technical tool for extending actions on finite-dimensional building blocks
to circle algebras.

Lemma 2.6. Let ι : A → B be a unital inclusion of C*-algebras, C F
yA and C G

yB be actions,
and let {jX : F (X) → G(X)}X∈C be an equivariant structure on ι with respect to these actions.
Let C be a unital C*-algebra, and ν : A⊗ C → B ⊗ C a unital inclusion such that

(1) ι⊗ idC = ν|A⊗1C

(2) ν(1⊗ C) ⊆ BC
ι ⊗ C

Then there exists a canonical equivariant structure {kX : F̃ (X) → G̃(X)}X∈C on ν with respect
to the tensor extensions of F and G.

Proof. We define kX : F̃ (X) → G̃(X) for a simple tensor v ⊗ c ∈ F (X)⊗ C by

kX(v ⊗ c) = (jX(v) ⊗ 1C) ⊳ ν(1⊗ c).

First we check the isometry property, which will guarantee kX extends to a isometry on all

of F̃ (X):

〈kX(v ⊗ c) | kX(w ⊗ d)〉B⊗C = 〈(jX (v)⊗ 1C) ⊳ ν(1⊗ c) | (jX(w)⊗ 1C) ⊳ ν(1⊗ d)〉B⊗C

= ν(1⊗ c)∗
[
〈jX(v) | jX(w)〉B ⊗ 1C

]
ν(1⊗ d)

= ν(1⊗ c)∗(ι(〈v | w〉A)⊗ 1C)ν(1⊗ d)

= ν(1⊗ c∗)(ν(〈v | w〉A ⊗ 1C)ν(1⊗ d)

= ν(〈v | w〉A ⊗ c∗d)

= ν(〈v ⊗ c | w ⊗ d〉A⊗C).

Now we check this satisfies the compatibility with ν on simple tensors

kX((a⊗ c) ⊲ (v ⊗ d) ⊳ (a′ ⊗ c′)) = (jX(a ⊲ v ⊳ a′)⊗ 1C) ⊳ ν(1⊗ cdc′)

=
(
ι(a) ⊲ jX(v) ⊳ ι(a′)⊗ 1C

)
⊳ ν(1⊗ c)ν(1 ⊗ d)ν(1 ⊗ c′)

=
[
ν(a⊗ 1C) ⊲ (j

X(v)⊗ 1C) ⊳ (ν(a
′ ⊗ 1C)

]
⊳ ν(1⊗ c)ν(1⊗ d)ν(1 ⊗ c′)

= ν(a⊗ c) ⊲
[
(jX (v)⊗ 1C

]
⊳ ν(1⊗ d)) ⊳ ν(a′ ⊗ c′)

= ν(a⊗ c) ⊲ kX(v ⊗ d) ⊳ ν(a′ ⊗ c′).

In the third equality we have used the hypothesis that ι(a)⊗ 1C = ν(a⊗ 1C) and in the fourth
equality we have used ν(1A ⊗ C) ⊂ BC

ι . For naturality, let f ∈ C(X,Y ). Then we compute for

a simple tensor v ⊗ c ∈ F̃ (X) = F (X)⊗ C
5



G̃(f)(kX(v ⊗ c) = (G(f)⊗ idC)
[
(jX(v) ⊗ 1C)ν(1A ⊗ c)

]

= (G(f)jX (v)⊗ 1C)ν(1A ⊗ c)

= (jY F (f)(v)⊗ 1C)ν(1A ⊗ c)

= kY (F (f)(v)⊗ c)

= kY
[
F̃ (f)(v ⊗ c)

]

Now for non-degeneracy, note that since ν is unital, ν(1A ⊗ C)B ⊗ C = B ⊗ C, so

kX(F̃ (X))(B ⊗ C) = (jX(F (X)) ⊗ 1C)ν(1A ⊗ C)(B ⊗ C)

= jX(F (X))B ⊗ C

= G(X) ⊗C.

Finally, it remains to check the commutativity of the diagram (5). For a = v⊗c and b = w⊗d

kX⊗Y (µF̃
X,Y (a⊠A⊗C b)) = kX⊗Y

[
µF
X,Y (v ⊠A w)⊗ cd

]

=
[
jX⊗Y (µF

X,Y (v ⊠A w)) ⊗ 1C
]
⊳ ν(1A ⊗ cd)

= µG
X,Y

[
jX(v)⊠B jY (w)⊗ 1C

]
⊳ ν(1A ⊗ cd)

= µG̃
X,Y

(
kX(v ⊗ c)⊠B⊗C kY (w ⊗ d)

)
.

�

We now recall some definitions from [CHPJ24] (c.f. [GPN23]).

Definition 2.7. Let C be a fusion category and A1 →ι1 A2 →ι2 · · · be a tower of unital inclusions
of C*-algebras. Inductive limit action data consists of a family of actions CFn

yAn, and for each
n, a C-equivariant structure jn on the homomorphism ιn : An → An+1.

This is the same thing as a unitary tensor functor from C to the 2-category IndLimC*-alg.
We record the following proposition:

Proposition 2.8. [CHPJ24, Proposition 4.4] Given inductive limit action data on a tower of

unital inclusions A1 →ι1 A2 →ι2 · · ·, there is an action C F
y lim−→An.

Setting A = lim−→An, the construction of the A − A bimodules F (X) closely parallels the

construction of inductive limit C*-algebras. As many interesting C*-algebras arise as inductive
limits of simpler building blocks, this gives a powerful tool for constructing actions of fusion
categories on interesting C*-algebras. Up until now, this has mainly been applied to building
actions of fusion categories on AF-algebras, using ideas from subfactor theory going back to V.
Jones [Jon83], Ocneanu [Ocn88], and Popa [Pop90] (see [JS97, EK98]).

There are two types of inductive limit actions we will be concerned with in this paper.

Definition 2.9. An inductive limit action is called

(1) an AF-action if each An is finite dimensional.
(2) an AT-action if each An is finite dimensional algebra tensored with C(T).

Note that an AF-action is necessarily on an AF-algebra, and an AT-action is on an AT-algebra,
but not all actions on AF or AT algebras are AF or AT. However, the following corollary gives
us an explicit tool for extending AF-actions to AT-actions.
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Corollary 2.10. Suppose we have an inductive limit sequence A1 →ι1 A2 →ι2 · · · with actions

CFn
yAn and C-equivariant structures jn for each ιn. Further, let C be a unital C*-algebra and

suppose we have a sequence of homomorphisms νn : An⊗C → An+1⊗C such that νn(a⊗ 1C) =
ιn(a)⊗ 1C and νn(1A ⊗C) ⊆ (An+1)

C
ιn ⊗C. Then each νn carries an equivariant structure with

respect to the actions C F̃n
yAn ⊗ C. In particular, there exists an action C F̃

y lim−→An ⊗ C.

2.2. Extending simple stationary actions. Given a unitary fusion category C and a right
finitely semisimple C-module category M (for definitions see [REFs]), recall that the dual cat-
egory C∗

M = EndC(M)mp is the monoidal opposite of the (multi)-fusion category of C-module
endofunctors on M. For example, the “trivial” C-module category (C-acting on itself by right
tensoring), the dual category is C itself.

Construction 2.11. Stationary AF-actions. Given a unitary fusion category C with tensor
product denoted ⊠, a right finitely semisimple C-module category M, an object X ∈ C∗

M and
a choice of m ∈ M containing every isomorphism class of simple in M as a summand, we can
define an AF-action of C as follows (see also [EPJ24, Section 5]):

Set Ln := X⊠n ⊠m ∈ M. Define the finite dimensional C*-algebras An := EndM(Ln). Then
we have an action Fn : H → Bim(An) given by

Fn(Y ) := HomM(Ln, Ln ⊗ Y )

This naturally has the structure of a (right) An correspondence, with left and right actions
given by

a ⊲ f ⊳ b := (a⊠ 1Y ) ◦ f ◦ b
and right An valued inner product

〈f |g〉 := f∗ ◦ g
The tensorators are easy to write down. Note this is simply the action of C on M ∼=

Mod(End(Xn ⊗ n)), translated to the bimodule formalism (as in Remark 2.2). The algebra
connecting maps ιn : An → An+1 are defined by ιn(a) := 1X ⊗ a, and the bimodule connecting
maps jYn : Fn(Y ) → Fn+1(Y ) are defined by jYn (f) := 1X ⊗ f .

AF-actions built this way are called stationary AF-actions. If in addition the module category
M is indecomposable and the fusion matrix X ⊗· has no non-zero entries we call the stationary
action simple.

Remark 2.12. The assumption that X is a strong tensor generator guarantees that the AF
algebra A is simple and has a unique trace. The indecomposability condition is mostly for
convenience, since it ensures C∗(M) is unitary fusion rather than unitary multi-fusion. This
assumption can almost certainly be removed with care, but we find it convenient to have a
simple unit in C∗

M for the proofs below.

Theorem 2.13. Let C be a unitary fusion category and let C F
yA be a simple stationary AF-

action with corresponding data (M,m,X). Then if X contains 1 with multiplicity l > 1 in C∗
M ,

there exists a simple, unital AT C*-algebra B with unique trace, K0(B) ∼= K0(A), K1(B) ∼=
Z

rank(M) and an AT-action C F
yB.

Proof. Given the simple stationary data (M,m,X), let An, Fn, ιn and jYn be as above. The
resulting AF algebra A is simple with unique trace. Set Bn := C(T)⊗An. Our goal is to define
homomorphisms νn : Bn → Bn+1 which satisfy the hypotheses of Lemma 2.6 with respect to this
data, in such a way that the resulting inductive limit algebra B = lim−→Bn satisfies the desired
conclusion of the theorem.

7



To simplify notation, let D := C∗
M . By definition, we have the algebra EndD(X)⊠1Ln ⊆ AC

n+1.
For each simple object x ∈ Irr(D), let Zx ∈ EndD(X) be the central projection onto the simple
summand corresponding to x. Pick an orthonormal basis {ei}li=1 for the space HomD(1,X) with
respect to the composition pairing. Note l > 1 by hypothesis. Then the set {ei ◦ e∗j} is a set of

matrix units for the matrix summand of EndD(X) corresponding to the simple object 1.
Now, define the unitary in C(T)⊗ EndD(X)

W (z) := z ⊗ (e1 ◦ e∗n) +
l∑

i=1

1C(T) ⊗ (ei ◦ e∗i−1) +
∑

x∈Irr1C(T)⊗(D)−{1}

1C(T) ⊗ Zx

We define νn : C(T)⊗An → C(T)⊗An+1 on simple tensors by

νn(f(z)⊗ a) := f(W (z))⊠ a ∈ C(T)⊗ EndD(X) ⊠ EndM(Lm) ⊆ Bn+1,

where by f(W (z)) we mean in the sense of functional calculus. We are also making use of the
canonical identification C(T) ⊗ D ∼= C(T,D) for any unital C*-algebra D, given on simple
tensors by

a =
∑

n∈Z

zn ⊗ an 7→ ã(z) (1)

where ã(ω) :=
∑

n∈Z ω
nan.

The map νn we have defined extends to an injective ∗-homomorphism νn : Bn → Bn+1.
Furthermore, by construction νn|1C(T)⊗An= ιn. Since EndH∗(X) ⊠ 1Ln ⊂ (An+1)

C
ιn
, we also

have νn(C(T) ⊗ 1Ln) ⊆ C(T) ⊗ (An+1)
C
ιn , and thus the conditions of Lemma 2.6 are satisfied

for each n. By Corollary 2.10, this data assembles into an inductive limit action C F̃
yB, where

B = limBn.
Now we compute the K-theory of B. Note that the map An → C(T) ⊗ An = Bn given

by a 7→ 1C(T) ⊗ a induces an (order) isomorphism on K0. Thus we have that the commuting
diagram

A1 A2 A3 . . .

B1 B2 B3 . . .

·⊗1

ι1 ι2

·⊗1 ·⊗1

ι3

ν1 ν2 ν3

induces a commuting diagram of (ordered) K0 groups such that the vertical arrows are isomor-
phisms. Thus K0(A) is order isomorphic to K0(B)

To understand K1, we recall that for the algebra

D := C(T)⊗ (Mm1(C)⊕Mm2(C)⊕ . . .⊕Mmt(C)),

we have K1(D) ∼= Zt. The generating unitaries of the t copies of Z are given by

ui := Im1 ⊕ . . .⊕
[
z 0
0 Imi−1

]
⊕ . . .⊕ Imt

Applying this to the algebras Bn = C(T) ⊗ An, we denote the generating unitaries in Bn by
un,i, where 1 ≤ i ≤ m, and m = rank(M). Then by construction of νn, we see l[νn(un,i)]1 =

[νn,i(un,i)
l]1 = l[un+1,i]1, since each K1 is a free abelian group. Thus K1(νn)([un,i]1) = [un+1,i]1,

hence under the above indentification of K1(Bn) ∼= Z

t, we see that the νn maps induce the
identity map on K1. This implies that we obtain an isomorphism in the limit K1(B) ∼= Zt.
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Now we will show that B is simple, using essentially the original argument for simplicity of
Bunce-Deddens algebras [BD75].

Let {Pi,n}mi=1 denote the minimal central projections in Bn corresponding to the objects
n1, . . . , nm respectively. Suppose I ⊆ B is an ideal. Then I ∩ Bn is an ideal of Bn, and
I = lim−→ I ∩ Bn. Suppose for some n that Pi,n(I ∩ Bn) 6= 0. Note Pi,n(I ∩ Bn) = I ∩ Pi,nBn is
an ideal in Pi,nBn. Utilizing the isomorphism from 1, there exists a closed subset Ti,n ⊆ T such
that I ∩ Pi,nBn = {a ∈ Bn : a = Pi,na, and ã(ω) = 0 for all ω ∈ Ti,n}.

Our claim is that Ti,n+1 6= ∅ and if t ∈ Ti,n+1, then all the lth roots of t are in Ti,n. For
a =

∑
n∈Z z

n ⊗ an ∈ Bn with Pi,na = a, for t ∈ Ti,n+1 we have

˜Pi,n+1ιn(a)(t) = 0,

which is equivalent to the Fourier expansion

Pi,n+1(
∑

n∈Z

W (t)n ⊠ an) = 0.

But W (t) = 1⊗ t(e1 ◦ e∗n) +
∑l

i=1 1C(T) ⊗ (ei ◦ e∗i−1) +
∑

x∈Irr(D)−{1} 1C(T) ⊗ Zx has eigen-

values consisting of all lth roots of t, {t1, . . . tl}, and possibly 1 with some multiplicity. But by
construction all of the ti have components that survive cutting down by Pn+1,i (this is because
the only non-trivial terms live over tensoring with 1 in D). This implies

ã(ti) = 0.

Thus ti ∈ Ti,n. Since Pi,n(Bn ∩ I) 6= 0 implies Pi,n+1(Bn+1 ∩ I) 6= 0 since any ιn(a) will have
non-zero component in Pi,n+1(Bn+1 ∩ I) for any a ∈ Pi,n(Bn ∩ I). We now claim Ti,n+1 6= ∅. If
it were, then Pi,n+1(I ∩Bn+1) = Pi,n+1Bn+1 6= 0. But this implies Pi,n+1An+1 ⊆ I ∩An+1, and
thus I ∩A is a non-zero ideal in A, contradicting simplicity of the AF algebra A.

Continuing inductively, we see Ti,n+k 6= 0 for all k, and for every sk ∈ Ti,n+k, all the (lk)th

roots of sk are in Ti,n. But for any sequence {sk}∞k=1 ⊆ T, the set ∪k{(lk)th roots of sk} ⊆ Ti,n

is dense in T, and since Ti,n is closed, we have equality. This contradicts Pi,nI ∩Bn = 0. Thus
B is simple.

It remains only to show that B has a unique trace. Note that A has a unique trace, and thus
any trace on B must restrict to the unique trace on A. For each Bn, any trace is determine by
a “trace vector”

−→τ n := (λ1,nµ1,n, . . . , λm,nµm,n)

where µi,n is a state on C(T), and λi,n are positive scalars with
∑

i λi,n

√
dim(Pi,nAn) = 1.

Then the corresponding state on Bn is given by
τn(f(z)⊗ x) :=

∑
λi,nµi,n(f(z))Tri,n(Pi,nx).

Note that the uniqueness of trace on A implies the λi,n are completely determined. We will
show that compatibility of the trace with the connecting maps ιn totally determines the µi,n.
We compute

τn+1(ιn(Pi,nz
k)) :=

{∑
x∈Irr(D)−{1} τn+1(Pi,n ⊗ Zx) k 6= 0 mod l

τn+1(Pi,n ⊗ Z
1

)µi,n+1(z
k
l ) +

∑
x∈Irr(D)−{1} τn+1(Pi,n ⊗ Zx) k = 0 mod l

Now, since Pi,n⊗Z
1

∈ An+1 and τn+1 is completely determine on A, the values τn+1(Pi,n⊗Z
1

)
are fixed. But we have the consistency condition

τn+1(ιn(Pi,nz
k)) = τn(Pi,nz

k) = τn(Pi,n)µi,n(z
k),
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and since τn(Pi,n) 6= 0, we have

µi,n(z
k) =

τn+1(ιn(Pi,nz
k))

τn(Pi,n)
.

Thus if k 6= 0 mod l, the value of µi,n(z
k) is completely determined by τ |A. If k = 0 mod l,

let d be the largest power of l that divides k. Then µi,n(z
k) is determined by µi,n+1(z

k
l ), which

inductively is determined by µi,n+d(z
k

ld ) which, by the above argument is determined by τ |A
since k

ld
6= 0 mod l. Therefore, there is at most one trace τ on B. Since B is stably finite and

nuclear, it admits a trace (for example, [Haa14]).
�

Remark 2.14. If the fusion matrix for X on M is in GLrank(M)(Z), then K0(A) ∼= Zrank(M)

as abelian groups. Then one could take the AF-action of C on the AF-algebra A built from
the above data and simply tensor with the classifiable C*-algebra D with K0

∼= K1
∼= Z with

unique trace. Then by the Kunneth product formula ([RS87]) and the classification theorem for
simple nuclear C*-algebras [GLN14, EGLN15], the algebra B ∼= D⊗A. In particular, the tensor
extension of the action on A to A⊗D yields an action of C on B, which has the nice regularity
property of being manifestly Z-stable in the sense of [EPJ24]. However, it was communicated to
us by George Elliott that D is not itself AT, so it is not clear whether the action constructed this
way is an AT-action. This raises a question that could serve as a first goal for any attempt to
classify fusion category actions on C*-algebras: are the actions on the AT-algebras constructed
via the above theorem above equivalent to the ones obtained by tensoring the underlying AF-
action by D?

In general, however, Theorem 2.13 produces actions on AT-algebras B which are not obviously
isomorphic to A⊗D for any AF-algebra A and any classifiable C*-algebra D.

3. Actions on noncommutative tori

Noncommutative tori are a family of noncommutative algebras that have many interesting
properties and applications. As mentioned in the introduction, they are the prototype for
Connes’ noncommutative geometry [Con94] and have applications in both high energy [CDS98]
and condensed matter physics [BvESB94]. Noncommutative spaces come in several flavors. For
example, we can consider algebraic, smooth and topological noncommutative spaces. We briefly
recall all three versions for the noncommutative torus here.

First we consider the algebraic version. Let Θ be an n×n skew-symmetric real matrix. Then
define A0

Θ to be the unital, associative ∗-algebra generated by unitaries U1, . . . Un satisfying the
defining relations

UiUj = e2πiΘjiUjUi

This can be viewed as a twisted group algebra C[Zn] by a 2-cocycle defined by Θ. A0
Θ is

a very natural multiplicative version of the Weyl algebra, and is often conceptualized as the
algebra of polynomial functions on a noncommutative torus.

The topological version of the noncommutative torus AΘ is the universal C* generated by
unitaries satisfying the defining relations above. For any fixed Θ, we have inclusions

A0
Θ ⊆ AΘ

The matrix Θ is said to be degenerate if there exists an x ∈ Qn such that 〈x, θy〉 ∈ Q for
all y ∈ Qn. Then by [Phi06], if Θ is non-degenerate than AΘ is a simple AT C*-algebra with
unique trace and real rank 0, which gives us access to Elliot’s classification theorem [Ell93]. This
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allows us to build C*-algebras isomorphic to B by constructing a simple AT algebra with with
the appropriate K-theory and traces.

As abelian groups, K0(AΘ) ∼= K1(AΘ) ∼= Z

2n−1
. Furthermore, in the simple case the order

structure on K0(AΘ) is completely determined by the value of the unique trace τ , i.e. [p]− [q] ∈
K0(A) is positive if and only if τ(p) − τ(q) > 0 (or the class itself represents 0). The range of
the trace in R is in general somewhat complicated, but is determined in [Ell82].

In this paper, the goal is to construct actions of interesting fusion categories on the topological
noncommutative torus AΘ. We say an action of a tensor category C on AΘ is algebraic if it
restricts to an action on A0

Θ.

3.1. No-go results. . We now give a series of no-go results that suggest the existence of an
action of a fusion category on any noncommutative torus is non-trivial.

Theorem 3.1. Let C be a fusion category containing an object with non-integral dimension.
Then there is no algebraic action of C on any AΘ of any dimension.

Proof. Any algebraic action on AΘ by definition yields a linear monoidal functor C → Bim(A0
Θ).

But K0(A
0
Θ)

∼= Z (see, for example [Art97, Theorem 7.1]). Thus if we had an action of C on
A0

Θ, this would give a unital ring homomorphism from the fusion ring Fus[C] → End(Z) ∼=
Z. This extends to a character on the complexified fusion algebra which sends [1] to 1, and
thus by [EGNO15, Proposition 3.3.6], this must be the Frobenius-Perron dimenison FPdim,
contradicting the existence of an object with non-integral dimension. �

The obstruction above is due to the fact that K0 is Z for the algebraic noncommutative torus,
or in other words, every projective module is stably free. This is not the case for the topological
noncommutative torus, and thus we have hope of building interesting fusion category actions
in that setting. Nevertheless, we have the following no-go theorem, which shows that certain
fusion categories admit no topological action whatsoever on any noncommutative torus of any
rank.

Proposition 3.2. Suppose C is a unitary fusion whose dimensions are rationally independent.
Then if rank(C) is not a power of 2, there is no action of C on any noncommutative torus.

Proof. By hypothesis, the dimension function FPdim : Q[C] → R is a ring isomorphism onto its
image. But since the set Irr(C) forms a basis for the rational fusion ringQ[C] and the dimensions
of these objects are algebraic integers [EGNO15, Proposition 3.3.4], Q[C] is a field. Therefore
K := Q[C] is a field, and [K : Q] = rank(C). Then, if C had an action on the noncommutative

torus AΘ of rank n, this would induce a Z[C]-module structure on K0(AΘ) ∼= Z2n−1
. Extending

scalars gives a Q[C]-module structure on K0(AΘ) ⊗Z ⊗Q ∼= Q2n−1
. But as pointed out above,

Q[C] is a field, so this module is free, i.e. as Q[C]-modules,

Q

2n−1 ∼= Q[C]m
for some m. This implies 2n−1 = m · rank(C), so rank(C) divides 2n−1. �

The condition that the dimensions of simple objects are rationally independent is very strong.
We know of only one family of fusion categories satisfying this condition. Recall PSU(2)k for k
odd is a unitary fusion category with k+1

2 simple objects {Ya}0≤a≤ k−1
2

and fusion rules

Ya ⊗ Yj
∼= ⊕N c

abYc

N c
ab = δ0≤c≤min{l−(a+b),a+b}

If we set q = e
πi

k+2 and [n]q =
qn−q−n

q−q−1 , then we have dim(Ya) = [2a+ 1]q.
11



The following lemma was communicated to us by Andrew Schopieray:

Lemma 3.3. Suppose k > 1 and k + 2 is odd and square-free. Then the dimensions of simple
objects of PSU(2)k are rationally independent.

Proof. Now, since q = e
πi

k+2 , [m]q = [k + 2−m]q for m = 0, 1, . . . k+1
2 . This implies that the set

of dimensions

{dim(Ya)}0≤a≤ k−1
2

= {[m]q}1≤m≤ k+1
2
.

If this set is linearly dependent over Q, after clearing denominators, we could find integers
am such that

k+1
2∑

m=1

am[m]q = 0.

Multiplying by q − q−1 gives

k+1
2∑

m=1

am(qm − q−m) =

k+1
2∑

m=1

am(qm − q2(k+2)−m) = 0.

But for m odd qm all of the roots of unity appearing in the above sum are distinct primitive
roots of unity (see, for example [ht]), and since k + 2 is odd and square-free, hence 2(k + 2) is
square-free hence the primitve 2(k + 2)th roots of unity are rationally independent. �

Corollary 3.4. Let k > 1 such that k + 2 is odd and square-free and k + 1 6= 2n. Then any
unitary fusion category containing PSU(2)k as a full subcategory admits no topological action on
a noncommutative torus of any rank. In particular, for these values of k, SU(2)k do not admit
actions on noncommutative tori.

We will see in a later section examples of actions of PSU(2)15 on noncommutative tori, which
satisfy 15 + 1 = 24.

3.2. Actions of Haagerup-Izumi on noncommutative 2-tori. Let G be an abelian group.
The Haagerup-Izumi fusion ring over G has a set of isomorphism classes of simple objects indexed
by G ∪ {gρ}g∈G, where we identify eρ = ρ for the unit e ∈ G, and 1 = e. The fusion rules are
determined by

g ⊗ h ∼= gh , g ⊗ ρ ∼= gρ , ρ⊗ g ∼= g−1ρ ,

ρ⊗ ρ ∼=


⊕

g∈G

gρ


⊕ 1

In this paper, by a Haagerup-Izumi fusion category over an abelian group G we will mean any
unitary categorification of the above described Haagerup-Izumi fusion ring with the additional
condition that the subcategory of invertible objects is equivalent to Hilb(G). In particular, we
assume the cohomology class of the associator restricted to the pointed part is trivial. In
Haagerup-Izumi categories, there are exactly |G| objects with dimension 1 and |G| objects with
dimension

|G|+
√

|G|2+4

2 .
Haagerup-Izumi fusion categories were first introduced as a family by Izumi [Izu01] gener-

alizing Haagerup’s original example (corresponding to the case G = Z/3Z) constructed with
Asaeda in the context of subfactors [AH99], after a proof of existence was previously announced
in [Haa94]. In [Izu18] these categories are studied extensively under the name “generalized
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Haagerup categories”. It is not currently known whether there are infinitely many abelian
groups G such that the Haagerup-Izumi fusion ring has a unitary categorification [EG11].

In this section, we will construct actions of Haagerup-Izumi categories (assuming they exist)
on noncommutative 2-tori. An important observation for us is that any Haagerup-Izumi category
has a canonical rank 2 module category, which we describe below.

Proposition 3.5. Let H be a Haagerup-Izumi category over an abelian group G. Then there
exists a canoncial indecomposable rank 2 (right) H-module category M. The dual category H∗

has the following properties:

(1) H∗ contains a copy of Hib(Ĝ), and each γ ∈ Ĝ acts trivially as a functor on M
(2) There is a simple object π ∈ H∗ with dimension

|G|+
√

|G|2+4

2 whose fusion matrix for M
is the same as ρ.

(3) The isomorphism classes of simple objects are Ĝ ∪ Ĝπ, hence H∗ has rank 2|G|.
Proof. Let H be a Haagerup-Izumi fusion category over G. Let A = C[G] ∈ Hilb(G) ≤ H be
the standard group algebra Q-system. Then we define the (right) H-module category M :=A H
to be the category of left A modules. The dual category is denoted H∗, which is equivalent to
the fusion category of A-A bimodules, AHA.

First we claim thatM is rank 2. Indeed, the functors g⊗· : H → H assemble into a categorical
action of G on H (the latter is viewed as a linear category, not a fusion category). Then we have
an equivalence of categories AH ∼= HG, where the superscript denotes the equivariantization. But
simple objects in the equivariantization are classified up to isomorphism by orbits and projective
representations of the stabilizer subgroup of a point in the orbit, where the 2-cohomology class
governing the projective representations is derived from the G-action [BN13]. In our case, this
G action has 2-orbits, both of which have trivial stabilizer subgroups.

Thus there are precisely 2 isomorphsim classes of simple objects in M, which are described
explicitly as left A modules by m1 := A ⊗ ρ ∼=

⊕
g∈G gρ and m2 := A =

⊕
g∈G g , with the

obvious left A-module structures. Now notice that each invertible g ∈ H acts trivially (as a
functor up to natural isomorphism) on M. The fusion rules with ρ are thus

m1 ⊗ ρ ∼= m2 ⊕m
⊕|G|
1

m2 ⊗ ρ ∼= m1

In matrix form, we have m 7→ m⊗ ρ represented by the matrix
[
|G| 1
1 0

]

Recall that there is a canonical “dual” Q-system B ∈ H∗ such that H∗
B
∼=A H and BH

∗
B
∼= H.

Indeed, realizing H∗ ∼=A HA, then B ∼= A ⊗ A with the obvious A-A bimodule structure, with
algebra map induced by the evaluation cup between middle factors (this is simply the “basic
construction” Q-system from subfactor theory). For a general group G, if A is the group algebra
Q-system then AHilb(G)A ∼= Rep(G), and B ∼= Fun(G) (the latter being the algebra of functions

on G with pointwise multiplication). If G is abelian, then Rep(G) ∼= Hilb(Ĝ), and under any

choice of this isomorphism, Fun(G) ∼= C[Ĝ].

Thus we have that Hilb(Ĝ) ≤ H∗ is a fusion subcategory, and the Q-system B, dual to A,

lies in this subcategory and is isomorphic to the group algebra C[Ĝ]. But since H∗
B
∼=A H has

rank 2, there are precisely 2 simple right B modules. But by the logic we used above, this

implies tensoring on the right with Ĝ has precisely two orbits, and each orbit has no stabilizer
subgroups. Thus we can write the (isomorphism classes of) simple objects of H∗ as

Ĝ ∪ {πγ}
γ∈Ĝ
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where π is some object in the orbit not containing 1. Fix such a π. Notice that by construction

γ ∈ Ĝ satisfies γ ⊗m2
∼= m2, and since the γ are invertible, they must act by equivalences on

M so that γ⊗m1
∼= m1. This implies that each πγ will have the same fusion rules with respect

to m1 and m2 as any πγ′.
Now for any object in H∗, it’s fusion matrix on M must commute with

[
|G| 1
1 0

]
,

hence is of the form

[
a+ b|G| b

b a

]
= a

[
1 0
0 1

]
+ b

[
|G| 1
1 0

]

for a and c non-negative integers. Note that if an object π ∈ H∗ has matrix representation with

a and b as above, then the quantum dimension is d(π) = a+ b
|G|+

√
|G|2+4

2 . Let φ =
|G|+

√
|G|2+4

2 .
Now, since H and H∗ have the same global dimension (they are Morita equivalent) we have

|G|+
∑

g∈G

d(gρ)2 = |Ĝ|+
∑

γ∈Ĝ

d(πγ)2

And since G is abelian and each object in the non-trivial orbit has the same dimension, this
reduces to

φ2 = (a+ bφ)2

If b = 0, and we have φ2 = a2, but φ2 = |G|φ + 1, and since φ is irrational this is a
contradiction. Thus b 6= 0, but then we must have a = 0 and b = 1. In particular, the fusion
matrix for π⊗ has the required form.

�

Remark 3.6. Note that H∗ looks suspiciously like a Haagerup-Izumi catgeory. Indeed, all
known examples where H∗ has been explicitly determined are themselves Haagerup-Izumi cat-

egories over Ĝ ∼= G. If G is cyclic or |G| is odd, then corresponding dual Haagerup-Izumi
categories are explicitly identified as Haagerup-Izumi categories [Izu18].

Now we turn to building actions of Haagerup-Izumi categories on noncommutative 2-tori. For

any finite abelian group G, set φG :=
|G|+

√
|G|2+4

2 . Note this is always irrational. Define

ΘG :=

[
0 φG

−φG 0

]

Theorem 3.7. For any Haagerup-Izumi category H over the abelian group G, there is an action
on the noncommutative 2-torus AΘG

.

Proof. Pick the rank 2 H-module category M we just described, and choose X = π⊗4. Choose
m = m1 ⊕ m2, and let M be the module category in question. Then (M,m,X) satisfies the
hypothesis of Theorem 2.13. Theorefore we have an action of H on a simple AT C*-algebra
B with unique trace and K1(B) ∼= Z

2, and K0(B) ∼= K0(C), where C is the corresponding
AF-algebra. But from [Eff81, Chapter 6], K0(C) ∼= Z + Z[φ] ∼= K0(AΘG

) as ordered abelian
groups, but the isomorphism takes the order unit in [1C ] ∈ K0(A) to |G| in Z+ Z[φ]. Thus we
obtain B ∼= M|G|(AΘG

).
�

Theorem 3.8. For any Haagerup-Izumi category H over the abelian group G, there is an action
of the Drinfeld center Z(H) on the noncommutative 2-torus AΘG

.
14



Proof. One obvious way to do this would be simply to compose the canonical forgetful functor
Z(H) → H and then apply the action constructed in the previous theorem. However, this action
will not be fully faithful. Instead, notice that M as above is a rank 2 module category for Z(H),
whose dual category is Hmp⊠H∗. Choose the object ρmp⊠π, which generates the dual category.
Then since ρmp ⊠ π has the same fusion graph as π2, the argument from Theorem 3.7 applies
to give a nice action of Z(H) on AΘG

. �

3.3. Action of adjoint subcategory of E8 quantum subgroup on a noncommutative 3-
torus. There are two unitary fusion categories which arise as the adjoint subcategory of the E8

quantum subgroup of SU(2) (or E8 subfactor) which have the same fusion ring and are related
by complex conjugation [Izu94]. In this section, we will refer to either of these categories by E .

Then E has four isomorphism classes of simple objects {1, A,B, τ} satisfying the following
fusion rules [Bis94]:

A2 = 1⊕A⊕B

AB = BA = A⊕ 2B ⊕ τ

Aτ = τA = B

B2 = 1⊕ 2A⊕ 3B ⊕ τ

Bτ = τB = A⊕B

τ2 = 1⊕ τ

The subcategory {1, τ} is equivalent to the unitary Fib category.
We have

α := FPdim(A) =
1

4
(3 +

√
5 +

√
6(5 +

√
5))

β := FPdim(B) =
1

2
(2 +

√
5 +

√
3(5 + 2

√
5))

φ := FPdim(τ) =
1 +

√
5

2
which have minimal polynomials

pα(x) = x4 − 3x3 − x2 + 3x+ 1, pβ(x) = x4 − 4x3 − 4x2 + x+ 1, pφ(x) = x2 − x− 1

We consider M = E as the indecomposable right E-module category, so that E∗
M

∼= E . Set
m to be the sum over simples, and choose X = A⊗4. Then the triple (M,m,X) satisfies the
hypotheses of Theorem 2.13, and thus we have an action on a simple AT-algebra B with unique
trace with K1(B) ∼= Z4.

With the natural ordering m1 = 1,m2 = A,m3 = B and m4 = τ , the fusion matrix for X
(and hence the connecting diagram for ιn) is



3 7 10 3
7 20 30 10
10 30 50 17
3 10 17 6


 ∈ GL(4,Z)+

In particular, each inclusion ιn is an isomorphism on K0, and hence K0(B) ∼= Z4 as an abelian
group. Recall that the order structure on K0(B) is completely determined by the trace, in the
sense that K+

0 (B) = {[p]− [q] : τ(p)− τ(q) > 0} ∪ {0}. We have the following theorem, which
will give us a nice basis with which to compute the trace pairing with K0.

Lemma 3.9. There exists a set of finitely generated projective Hilbert modules {HC}C∈Irr(E) of
B which generate K0(B) and satisfy τ [HC ] = dim(C).
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Proof. Consider the inductive limit action F : E → C∗Alg(B), and set HC := B⊠BF (C) ∼= F (C)
as a right Hilbert B module.

Then since τ induces the unique state on K0, it must be the case that τ([HC ]) = τ([BB ⊠B

F (C)]) = τ([BB ])dim(C) = dim(C) [CHPJP22, Proposition 5.2].
Thus it suffices to show that {[HC ]} forms a basis for Z4. Let H1

C = F1(C) as a right
B1 = C

4 ⊗ C(T) module. Then [HC ] is the image of [H1
C ] under the inductive limit inclusions,

all of which are isomorphism. Hence if the {H1
C} are a basis if and only in the {HC} are. But

using the fusion rules we compute

[H1
1

] =




1
1
1
1


 , [H1

A] =




1
3
4
1


 , [H1

B] =




1
4
7
2


 , [H1

τ ] =




1
1
2
2




but we see that the matrix




1 1 1 1
1 3 4 1
1 4 7 2
1 1 2 2


 ∈ GL(4,Z)+

Thus {[H1
C ]}C∈Irr(E) form a basis for K0(B1) ∼= Z4.

�

Now, consider the skew symmetric matrix Θ :=




0 φ α
−φ 0 β
−α β 0




Then let AΘ be the corresponding noncommutative 3-torus.

Lemma 3.10. Θ is non-degenerate, hence AΘ is a simple AT algebra with unique trace.

Proof. Suppose x =




a
b
c


 ∈ Q3 satisfies that property that for all y ∈ Q3, 〈x,Θy〉 ∈ Q.

Then




−bφ− cα
aφ− βc
aα+ bβ


 · y ∈ Q

for all y ∈ Q3. Choosing y =




1
0
0


 ,




0
1
0


 respectively yields

−bφ− cα, aφ − βc ∈ Q.

But φ is quadratic and α, β are quartic, hence the sets {1, α, φ} and {1, β, φ} are rationally
independent. This implies a = b = c = 0, so Θ is non-degenerate. �

Corollary 3.11. B ∼= AΘ, and thus we have an action of E on a noncommutative 3-torus.
16



Proof. B and AΘ are both simple AT algebras with unique trace, with both K0 and K1 iso-
morphic to Z4. It remains to show that K0(B) and K0(AΘ) are order isomorphic. But in both
cases, the order is determined by the traces, and there is a basis for Z4 whose trace values are
precisely the Θi,j (for B, by our lemma, for AΘ by [Cha20, Section 4.3].). The map sending
basis elements to their counterpart with the same trace value is thus an order isomorphism. �

3.4. Action of PSU(2)15 on a noncommutative 4-torus. Let F := PSU(2)15, where we
use notations and conventions as described in Section 3.1. This fusion category is rank 8, and
we consider M := F as a right F-module category, and we set m =

∑
a Ya. Note F∗

M
∼= F .

Then set X = Y ⊗4
1 . The triple (M,m,X) satisfies the hypothesis of Theorem 2.13, and thus we

obtain an action of F on the simple AT-algebra B with unique trace and K1(B) ∼= Z8.
To compute K0, the fusion matrix for X ⊗ · is the 8× 8 matrix




3 6 6 3 1 0 0 0
6 15 15 10 4 1 0 0
6 15 19 16 10 4 1 0
3 10 16 19 16 10 4 1
1 4 10 16 19 16 10 1
0 1 4 10 16 19 16 9
0 0 1 4 10 16 18 12
0 0 0 1 4 9 12 9




∈ GL(8,Z)+

In particular, since the connecting maps of the Bratteli diagram are K0 isomorphisms, this
implies K0(B) ∼= Z8. We now prove an analogue of Lemma 3.9.

Lemma 3.12. There exists a set of finitely generated projective Hilbert modules {Ha}0≤a≤7 of
B which generate K0(B) and satisfy τ [Ha] = FPdim(Ya).

Proof. The proof follows closely Lemma 3.9. Let F : F → C∗Alg(B) constructed in 2.13. Then
sinceB has unique trace τ , settingHa = B⊠BF (Ya) we have τ([Ha]) = FPdim(Ya). Now to show
these are generators, since the connecting maps in the Bratteli diagram for B are isomorphisms
on K0, it suffices to show H1

a = B1 ⊠B F1(Ya) are a basis for K0(B1). But B1 = C8, with the
minimal projections indexed by the simple objects Ya. These form a basis for K0(B1) ∼= Z8 and
with the obvious order from the index a, we compute

[H1
0 ] =




1
1
1
1
1
1
1
1




, [H1
1 ] =




1
3
3
3
3
3
3
2




, [H1
2 ] =




1
3
5
5
5
5
4
2




, [H1
3 ] =




1
3
5
7
7
6
4
2




, [H1
4 ] =




1
3
5
7
8
6
4
2




[H1
5 ] =




1
3
5
6
6
6
4
2




, [H1
6 ] =




1
3
4
4
4
4
4
2




, [H1
7 ] =




1
2
2
2
2
2
2
2
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The matrix whose columns are these vectors has determinant 1, so is in GL(8,Z)+. Thus
{[Ha]}0≤a≤7 form a basis for K0(B).

�

Corollary 3.13. K0(B) ∼= Z[dim(Y0), . . . dim(Y7)] ⊂ R as partially ordered abelian groups

Proof. By the previous lemma τ : K0(B) → Z[dim(Y0), . . . dim(Y7)] is surjective. But by Lemma
3.3 this is an isomorphism. �

Our next goal is to identify the B constructed above with a rank 4 noncommutative torus.

With q = e
iπ
17 and [n]q as above, define

Θ :=




0 [2]q [8]q [14]q
−[2]q 0 [6]q [10]q
−[8]q −[6]q 0 [4]q
−[14]q −[10]q −[4]q 0




.

Theorem 3.14. B ∼= AΘ, and thus F admits an action on a noncommutative 4-torus.

Proof. By Lemma 3.3 Θ is non-degenerate, so AΘ is simple with unique trace τ . K0(AΘ) ∼=
K1(AΘ) ∼= Z8, which agrees with B. It remains to show K0(AΘ) is order isomorphic to K0(B).
But since Θ is totally irrational, τ : K0(AΘ) → R is an isomorphism onto its image. Furthermore,
by [Ell82, Cha20], we have

τ(K0(A)) = Z[[2]q, [4]q , [6]q, [8]q , [10]q , [14]q,pf(Θ)]

where pf(Θ) = [2]q[4]q − [8]q[10]q + [6]q[14]q, which an easy computation shows is −[12]q. Thus
we have τ(K0(A)) = Z[[2]q, [4]q , [6]q, [8]q , [10]q, [14]q ,pf(Θ)], hence as partially ordered abelian
groups

K0(A) ∼= Z[dim(Y0), . . . dim(Y7)] ∼= K0(B)

where the last isomorphism is from the above corollary. �
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