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Abstract
In this article, convolution-type fractional derivatives generated by Dickman subor-
dinator and inverse Dickman subordinator are discussed. The Dickman subordinator
and its inverse are generalizations of stable and inverse stable subordinators, respec-
tively. The series representations of densities of the Dickman subordinator and inverse
Dickman subordinator are also obtained, which could be helpful for computational
purposes.Moreover, the space and time-fractional Poisson-Dickman processes, space-
fractional Skellam Dickman process and non-homogenous Poisson-Dickman process
are introduced and their main properties are studied.
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1 Introduction

Over last decades, subordinators and their stopping-times have attracted the atten-
tion of many researchers. In general, a subordinator is a non-decreasing Lévy process
[54]. Some well-known examples of subordinators include the gamma, lower incom-
plete gamma, inverse Gaussian, inverse gamma, α-stable, tempered stable, geometric
stable, iterated geometric stable, and Dickman subordinators [9, 13, 15, 16, 33,
59]. Subordinators play a crucial role in defining new class of stochastic processes
called subordinated stochastic processes which have applications in finance, statis-
tical physics in modelling of anomalous diffusion and fractional partial differential
equations. Further, these processes have interesting connections to the scaling limit
of continuous time random walks [42, 43, 62]. The Dickman subordinator with Lévy
measure proportional to 1

x 1(0,1)(x)dx can be considered a truncated 0-stable subor-
dinator, by analogy with the α-stable subordinator whose Lévy measure is [13]

να(dx) = c

x1+α
1(0,∞)(x)dx, c > 0, α ∈ (0, 1),

where

1(a,b)(x) =
{
0, x /∈ (a, b),

1, x ∈ (a, b).

The marginal density of the Dickman subordinator, related to the Dickman function,
arises in many areas of mathematics ranging from number theory to combinatorics,
population genetics, and the theory of random trees etc., see e.g. [20, 45, 47, 48]. The
Dickman function was introduced by Karl Dickman in 1930 [20] and later studied
by Bruijn [18]. The Dickman function appears even earlier in Ramanujan’s unpub-
lished paper (see [51]). The applications to marginally relevant disordered systems
of Dickman subordinators are given in [13]. For a recent survey article on Dickman
distribution see [45]. For infinite divisibility of two widely studied probability dis-
tributions associated with Dickman function see [23]. Interestingly, one of these is
infinitely divisible and the other is not. The size-biased sampling from the Dickman
distribution is explored in [28] and simulations of Dickman random numbers are given
in [19].

The first passage times of subordinators, also called inverse subordinators, are
of interest for researchers due to their connections with fractional derivatives. First
passage times are stopping time processes which arise naturally in areas such as
finance, insurance, process control and survival analysis. The inverse subordinators
are used as a time-change for Brownian motion and Poisson process see e.g. [1, 7, 26,
35, 36, 58]. The governing equations for Poisson processes time-changed by general
inverse subordinator have been studied by Buchak and Sakhno in [12]. In recent
papers by Kochubei [30] and Toaldo [58], the new types of differential operators
are introduced which are related to Bernstein functions and generalize the classical
Caputo-Djrbashian and Riemann-Liouville fractional derivatives which are closely
associated with inverse stable subordinator, see e.g. [44]. For the first time, the concept
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Generalized fractional derivatives generated by Dickman... 1529

of general fractional calculus (GFC) was discussed in [30]. In the papers [30, 31] the
general fractional integral (GFI) and general fractional derivative (GFD) are defined.
This approach is completely based on the concept of the Sonin kernels and associated
kernels. The most important results regarding GFC are discussed in [37–39], which
include the general fundamental theorems for GFI and GFD and the work is further
extended to arbitrary order of GFC. In [37], operational calculus for equations with
GFD is proposed.

In this article, we introduce an inverse Dickman subordinator which is the right
continuous inverse of Dickman subordinator. The closed form representations of prob-
ability density functions of Dickman subordinator and its inverse are given. As an
application, Dickman subordinator and its inverse are used as time change to define
different kind of subordinated Poisson processes. The rest of the paper is organized
as follows. In Section 2, generalized fractional derivatives are defined. Further, the
main properties of Dickman subordinator are discussed in Section 2. Inverse Dickman
subordinator and their distributional properties are established in Section 3. Section 4
deals with the space-fractional Poisson-Dickman, time-fractional Poisson-Dickman
and fractional compound Poisson-Dickman processes. Further in Section 4, we intro-
duce time changed Poisson process, Poisson process of order k, Skellam process and
non-homogeneous Poisson process by considering the Dickman subordinator and its
inverse as time changes. The last section concludes.

2 Dickman subordinator and its properties

In this section, we provide some basic definitions and results to be used in this paper.
Further, we introduce the Dickman subordinator and its distributional properties. The
governing fractional partial differential equation and asymptotic form of fractional
order moments are given.

2.1 Fractional and generalized fractional derivatives

The Caputo-Djrbashian (CD) fractional derivative of a function g(t), t ≥ 0 of order
α ∈ (0, 1], is defined as

Dα
t g(t) = 1

Γ (1 − α)

∫ t

0

dg(τ )

dτ

dτ

(t − τ)α
, α ∈ (0, 1].

Note that the class of functions for which the CD derivative is well defined is discussed
in [43] (Sec. 2.2, 2.3). For a comprehensive reference on fractional derivatives and
applications see [49]. The Riemann-Liouville tempered fractional derivative is defined
by (see [2])

D
α,ζ
t g(t) = e−ζ t

D
α
t [eζ t g(t)] − ζ αg(t), ζ > 0, α ∈ (0, 1],
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1530 N. Gupta et al.

where

D
α
t g(t) = 1

Γ (1 − α)

d

dt

∫ t

0

g(u)du

(t − u)α
,

is the usual Riemann-Liouville fractional derivative of order α ∈ (0, 1). Let f be a
Bernstein function with an integral representation

f (s) = a + bs +
∫ ∞

0
(1 − e−xs)ν(dx), s > 0,

where the non-negative Lévy measure ν on R+ ∪ {0} satisfies
∫ ∞

0
(x ∧ 1)ν(dx) < ∞, ν([0,∞)) = ∞.

Wewill use the generalized Caputo-Djrbashian derivativewith respect to the Bernstein
function f , which is defined on the space of absolutely continuous functions as follows
(see [58], Def. 2.4)

D f
t u(t) = b

d

dt
u(t) +

∫
∂

∂t
u(t − s)ν̄(s)ds, (2.1)

where ν̄(s) = a + ν(s,∞) is the tail of the Lévy measure. The generalized Riemann-
Liouville derivative according to the Bernstein function f is given by (see [30] and
[58], Def. 2.1)

D
f
t u(t) = b

d

dt
u(t) + d

dt

∫
u(t − s)ν̄(s)ds. (2.2)

The relation between D
f
t and D f

t is (see [30] and [58], Prop. 2.7)

D
f
t u(t) = D f

t u(t) + ν̄(t)u(0). (2.3)

For more details regarded the generalization of CD derivatives and some historical
comments, see [6] and [52].

2.2 Dickman subordinator

In this subsection, the α-stable and the Dickman subordinators are discussed. Let
Dα(t) be the one-sided stable Lévy process also known as α-stable subordinator with
the Laplace transform (LT) (see e.g. [53])

E(e−sDα(t)) = e−tsα , s > 0, α ∈ (0, 1),
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Generalized fractional derivatives generated by Dickman... 1531

with Lévy measure

να(du) = α

Γ (1 − α)
u−1−αdu.

The right tail of the α-stable subordinator behaves like

P (Dα(t)) > τ) ∼ τ−α

Γ (1 − α)
, τ → ∞.

Note that for the α-stable subordinator, the derivative defined in eq.(2.1) becomes the
Caputo-Djrbashian (CD) fractional derivative Dα

t of order α ∈ (0, 1):

Dα
t u(t) = 1

Γ (1 − α)

∫ t

0

∂

∂s

u(t)

(t − s)α
ds = D

α
t u(t) − u(0)

1

Γ (1 − α)tα
,

where Dα
t is Reimann-Liouville fractional derivative of order α ∈ (0, 1).

Next,we introduceDickman subordinator (DS). Let D(t)be theDSwith probability
density function f (x, t). The DS is an increasing Lévy process with LT (see [13])

Lx { f (x, t)} = f̃ (s, t) = E(e−sD(t))

= exp

(
−tθ

∫ 1

0

(1 − e−su)

u
du

)
= e−tθEin(s), (2.4)

where s > 0 and Ein(·) is the modified exponential integral defined as (see [41])

Ein(z) =
∫ z

0

1 − e−u

u
du =

∞∑
k=1

(−1)k+1zk

k · k! .

It is a “truncated 0-stable subordinator”, by analogy with the well-known α-stable
subordinator. In this case α = 0, and due to the condition of Lévy measure∫ ∞
0 min (1, x)να(dx) < ∞, its Lévy measure is restricted to (0, 1), which is given by

νD(du) = θ

u
1(0,1)(u)du, θ > 0.

The characteristic function of Dickman distribution is

E(ei zD(1)) = exp

(
−θ

∫ 1

0

(1 − ei zu)

u
du

)
, z ∈ R.

Note that DS is infinite divisible and self-decomposable (see [13, 19]). Further, it is
well known that the class of self-decomposable distributions is a subclass of infinity-
divisible distributions, see e.g. [54]. The process has strictly increasing sample paths.
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2.3 The density of the Dickman subordinator

The density forms ofDS are discussed in [13, 17, 25, 27] by using different approaches.
The density form of DS (see [13]) is

f (x, t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
e−γ tθ xθ t−1

Γ (θ t)
, x ∈ (0, 1]

e−γ tθ xθ t−1

Γ (θ t)
− tθxθ t−1

∫ x−1

0

f (a, t)

(1 + a)tθ
da, x ∈ (1,∞).

(2.5)

where γ = − ∫ ∞
0 log ue−udu ≈ 0.577, is the Euler-Mascheroni constant. In [17],

Covo provided the cumulative distribution function of the DS as follows

P(D(t) ≤ x) = e−γ tθ

Γ (tθ + 1)

(
xtθ

+
�x�−1∑
m=1

(−tθ)m
∫
C1;m (x)

(
x −

m∑
i=1

ui

)tθ
du1 · · · dum
u1 · · · um

)
,

(2.6)

where

C1;m(x) = {u ∈ R
m : 1 < u1 < · · · < uk, u1 + u2 + · · · + um ≤ x},

and then the density f (x, t) of the DS as

f (x, t) = e−γ tθ

Γ (tθ)

⎛
⎝xtθ−1 +

�x�−1∑
m=1

(−tθ)m
∫
C1;m (x)

(
x −

m∑
i=1

ui

)tθ−1
du1 · · · dum
u1 · · · um

⎞
⎠ .

(2.7)

In [25] Griffiths provided a series representation of f (x, t) with an algorithm for
the calculations of the series coefficients. Next we will provide an alternative series
representation for f (x, t).

Proposition 1 The density f (x, t) of DS can also be written as

f (x, t) = e−γ tθ xθ t−1

Γ (θ t)

�x�−1∑
k=0

ϕk(x, t), (2.8)

where ϕk(x, t) is given by

ϕ0(x, t) = 1,
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and

ϕk(x, t) =

⎧⎪⎨
⎪⎩
0, x ≤ k,∫ x−1

k−1
(1 + ak)

−tθatθ−1
k ϕk−1(ak, t) dak, x > k,

(2.9)

for k = 1, 2, 3, . . ..

Proof See Appendix 6. 
�

It is interesting to note that using eq.(2.9) recursively, we can write ϕk(x, t) as an
iterated integral, namely

ϕk(x, t) =
∫ x−1

k−1

∫ ak−1

k−2
· · ·

∫ a3−1

1

∫ a2−1

0
(a1a2 · · · ak−1ak)

tθ−1

· da1
(1 + a1)tθ

da2
(1 + a2)tθ

· · · dak−1

(1 + ak−1)tθ

dak
(1 + ak)tθ

,

(2.10)

and changing the integration variables from (a1, . . . , ak) to (u1, . . . , uk) given by

ai = 1

ui

⎛
⎝x −

k∑
j=i

u j

⎞
⎠ (i = 1, . . . , k), (2.11)

and following the steps of [22] we obtain eq.(2.7). Indeed, from eq.(2.11) we see that

∂am
∂u j

= 0, j = 1, 2, . . . ,m − 1, m = 2, 3, . . . , k,

and consequently

J = ∂(a1, a2, . . . , ak)

∂(u1, u2, . . . , uk)
= ∂a1

∂u1

∂a2
∂u2

· · · ∂ak
∂uk

= (−1)k
(1 + a1)

u1

(1 + a2)

u2
· · · (1 + ak)

uk
.

The intervals of integration

k − 1 ≤ ak ≤ x − 1,

k − ( j + 1) ≤ ak− j ≤ ak−( j−1) − 1, ( j = 1, . . . , k − 1),

in eq.(2.10), in terms of (u1, u2, . . . , uk), become

1 ≤ uk ≤ x/k,

uk−( j−1) ≤ uk− j ≤ 1

k − j

⎛
⎝x −

j−1∑
i=0

uk−i

⎞
⎠ , ( j = 1, . . . , k − 1).
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1534 N. Gupta et al.

Collecting the above expressions in eq.(2.10) we obtain

ϕk(x, t) = x1−tθ
∫ x/k

1
· · ·

∫ [
x−∑ j−1

i=0 uk−i

]
/(k− j)

uk−( j−1)

· · ·
∫ x−(uk+···+u2)

u2

[x − (u1 + u2 + · · · + uk)]
tθ−1 du1

u1
· · · duk− j

uk− j
· · · duk

uk
,

which by substituting in eq.(2.8) gives eq.(2.7) (for more details, see [22]).

Proposition 2 The function ϕk(x, t) in Proposition 1 can be written as

ϕk(x, t) =
∞∑
n=0

Ck
n (tθ)xn+tθ+k−1

(k) , (k = 1, 2, . . .), (2.12)

with

x(k) = (x − k)+
x − k + 1

, (k = 1, 2, . . .) (2.13)

and

(x − k)+ =
{
x − k, x > k,

0, x ≤ k,

and Ck
n (tθ) is defined recursively as

C1
n(tθ) = 1

tθ + n
,

and

Ck
n (tθ) = k[(k − 1)/k]tθ

tθ + k − 1 + n

n∑
j=0

σ k−1
n− j (tθ)(tθ) j

j ! [k(k − 1)] j+1 2F1(− j,− j; 1 − tθ − j; k(2 − k)),

for k = 2, 3, . . ., where (a) j = Γ (a + j)/Γ (a) is the Pochhammer symbol, 2F1(·) is
the Gauss hypergeometric function, and we used the notation

σ k−1
n− j (tθ) =

n− j∑
m=0

Ck−1
m (tθ).

Proof See Appendix 7. 
�
We should note that although the series in eq.(2.12) has the same form as the

series obtained in [25], the algorithms for calculating the coefficients of the series are
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Fig. 1 Plots of f (x, t) for fixed t ∈ {1/2, 1, 3/2} (left) and for fixed x ∈ {1/2, 1, 3/2} (right).

Fig. 2 3D-Plot of f (x, t) for
x ∈ (0, 4] and t ∈ (0, 4].

different. In our opinion, the expression in eq.(2.12) is more computationally friendly.
In Figure 1 we have the plots of f (x, t) for some fixed values of x and t and in Figure 2
we have the 3D plot of f (x, t). These plots were made with Mathematica 13.3 using
the series representation of ϕk(x, t) as in eq.(2.12).

Next the convolution type fractional derivatives or non-local operators correspond-
ing to DS are defined. The Lévy measure for DS is

ν̄D(s) = νD(s,∞) =
∫ ∞

s

θ

u
1(0,1)(u)du =

{−θ log s, s ∈ (0, 1]
0, s ∈ (1,∞).

Using eq.(2.1), the generalized Caputo fractional derivative corresponding to the DS
is of the form:

Dθ
t u(t) =

{−θ d
dt

∫ t
0 u(s) log(|t − s|)ds + u(0) log(tθ ), t ∈ (0, 1]

0, t ∈ (1,∞).
(2.14)
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1536 N. Gupta et al.

Further, the generalized Riemann-Liouville fractional derivative corresponding to DS
is

D
θ
t u(t) =

{−θ d
dt

∫ t
0 u(s) log(|t − s|)ds, t ∈ (0, 1]

0, t ∈ (1,∞).
(2.15)

Now, taking LT on both sides of eq.(2.15), yields

Lt {Dθ
t u(t)} = Lt {−θ

d

dt

∫ ∞

0
u(s) log(|t − s|)ds}

= −θ yLt {log t}Lt {u(t)} (see [24], entry 8.367 (12), p. 906.)

= ũ(y)θ
∫ 1

0

(1 − e−yt )

t
dt .

Similarly, the LT of eq.(2.14) is

Lt {Dθ
t u(t)} = ũ(y)θ

∫ 1

0

(1 − e−yt )

t
dt − u(0)

θ

y

∫ 1

0

(1 − e−yt )

t
dt .

Proposition 3 The probability density function f (x, t) of D(t) governs the following
fractional differential equation

⎧⎪⎨
⎪⎩

∂
∂t f (x, t) = −D

θ
x f (x, t) x > 0, t > 0,

f (x, 0) = δ(x),

f (0, t) = 0.

Proof We follow the same arguments as discussed in Theorem 4.1 of [58]. Taking the
LT in both sides of eq.(3) with respect to x , which leads to

∂

∂t
f̃ (s, t) = exp

(
−tθ

∫ 1

0

(1 − e−su)

u
du

)
f̃ (s, t).

Further, using the LT with respect to the time variable t and f̃ (s, 0) = 1, it follows

˜̃f (s, y) = 1

y + θ
∫ 1
0

(1−e−su)
u du

. (2.16)

The result follows by comparing eq.(2.16) and the LT of eq.(2.4) with respect to t .

�

Next, we discuss the asymptotic behavior of the q-th order moments E[D(t)q ],
0 < q < 1, of DS.
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Proposition 4 For 0 < q < 1, the asymptotic behavior of the q-th order moments of
DS is given by

E[D(t)q ] ∼ θq tq , as t → ∞.

Proof Using the result in [34],

E[D(t)q ] = (−1)

Γ (1 − q)

∫ ∞

0

d

ds
exp

(
−tθ

∫ 1

0

(1 − e−su)

u
du

)
s−qds

= tθ

Γ (1 − q)

∫ ∞

0
s−q−1 exp

(
−tθ

∫ 1

0

(1 − e−su)

u
du

)
(1 − e−s)ds.

By choosing f (s) = θ
∫ 1
0

(1−e−su)
u du and g(s) = s−q−1(1 − e−s), it follows

f (s) = θ

∞∑
k=0

(−1)ksk+1

(k + 1)(k + 1)! = f (0) +
∞∑
k=0

aks
k+β,

where f (0) = 0, a0 = θ
1.1! and β = 1. Further,

g(s) =
∞∑
k=0

(−1)k+1sk−q

(k + 1)! =
∞∑
k=0

bks
k+γ+1,

where b0 = −1, b1 = 1/2! and γ = 1− q > 0. Using Laplace-Erdelyi theorem, (see
in [21]), we have

E[D(t)q ] ∼ tθ

Γ (1 − q)

∞∑
k=0

Γ (k + 1 − q)
Ck

tk+1−q
, (2.17)

where Ck in term of coefficients ak and bk is given by

Ck = 1

a(k+γ )/β
0

k∑
j=0

bk− j

j∑
i=0

(− k+γ
β

i

)
1

ai0
B j,i (a1, a2, ...a j−i+1),

where B j,i are partial ordinary Bell polynomials (see e.g. [3]). The Bell polynomials
arise naturally fromdifferentiating a composite function n times and exhibits important
applications in combinatorics, statistics, numerical solutions of non-linear differential
equations and other fields, and is given by (see e.g. [3, 8, 14])

B j,i (a1, a2, ...a j−i+1) =
∑ i !

m1!m2! · · ·m j−i+1!a1
m1a2

m2 · · · a j−i+1
m j−i+1,
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1538 N. Gupta et al.

where the sum is taken over the sequences satisfying

m1 + m2 + · · · + m j−i+1 = i,m1 + 2m2 + · · · + ( j − i + 1)m j−i+1 = j,

where m1,m2, . . . ,m j−i+1 ≥ 0. For large t the dominating term in eq.(2.17) is the
first one, which implies

E[D(t)q ] ∼ tqθq , as t → ∞.


�

3 Inverse Dickman subordinator and its properties

Let ED(t) be the right continuous inverse of DS D(t), defined by

ED(t) = inf{u > 0 : D(u) > t}, t > 0.

The process ED(t) is called inverse of the DS (IDS). It is non-decreasing and its
sample paths are almost sure continuous [10]. Let h(x, t) be the density of the IDS.
The LT of IDS with respect to t ([42])

Lt {h(x, t)} = h̃(x, y) =
∫ ∞

0
e−yt h(x, t)dt = φ(y)

y
e−xφ(y),

where φ(y) = θ
∫ 1
0

(1−e−yu)
u du. Again taking the LT with respect to x :

Lx [Lt {h(x, t)}] = ˜̃h(s, y) = Lx {h̃(x, y)} = φ(y)

y(s + φ(y))
. (3.1)

Note that ED(t) is non-Markovianwith non-stationary increments. The tail probability
of the IDS is given by

P{ED(t) > x} = P{D(x) ≤ t} = P{e−uD(x) ≥ e−ut } (Markov inequality)

≤ exp

[
ut − xθ

∞∑
k=1

(−u)k

k · k!

]
,

(3.2)

which implies that all moments of ED(t) are finite, i.e., E[ED(t)k] < ∞ for any
k > 0.

123
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3.1 The density of the inverse Dickman subordinator

Proposition 5 The density h(x, t) of the IDS ED(t) is given by

h(x, t) = −θe−γ xθ

Γ (xθ)

⎡
⎣ψ0(x, t) +

�t�−1∑
k=1

(−xθ)kψk(x, t)

⎤
⎦ , (3.3)

where

ψ0(x, t) =
∫ t

0
H(1 − t + τ) log (t − τ)τ xθ−1 dτ,

or

ψ0(x, t) =
∫ t

max(t−1,0)
log (t − τ)τ xθ−1 dτ, (t ≥ 0),

and

ψk(x, t) =
∞∑
n=0

Ck
n (xθ)Kk,n(x, t) (3.4)

with

Kk,n(x, t) =
∫ t

0
H(1 − t + τ) log (t − τ)τ xθ−1τ xθ+k+n−1

(k) dτ, (3.5)

where H(·) is the Heaviside step function, or

Kk,n(x, t) =
∫ t

max(t−1,k)
log (t − τ)τ xθ−1τ xθ+k+n−1

(k) dτ, (t ≥ k),

where we used the fact that τ(k) is such that τ(k) = 0 for τ ≤ k, and thusKk,n(x, t) = 0
for t ≤ k.

Proof Let us consider the LT

H(x, s) = Lt [h(x, t); s].

Recalling that

F(k, t) = Lx [ f (x, t); k] = e−tθEin(k),

where Ein(k) is the modified exponential integral, we have

H(x, s) = θEin(s)

s
e−xθEin(s). (3.6)
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From the fact that

H(x, s) = H(0, s)F(s, x),

we can write the density of the IDS as the convolution

h(x, t) = h(0, t) ∗ f (t, x) =
∫ t

0
h(0, t − τ) f (τ, x) dτ. (3.7)

The expression for h(0, t) can be evaluated explicitly (see Appendix 8) and the result
is

h(0, t) = −θH(1 − t) log t . (3.8)

Using eq.(2.8) and eq.(3.8) in eq.(3.7), which completes the proof. 
�
Proposition 6 The functions ψ0(x, t) and ψk(x, t) in Prop. 5 can be written, respec-
tively, as

ψ0(x, t) = −Hxθ + log t − Bt(1) (1 + xθ, 0), (3.9)

where Hr denotes the harmonic number for r ∈ R and Bz(·, ·) is the upper incomplete
beta function, and

ψk(x, t) =
∞∑
n=0

Mk
n (xθ, t)

(
tn+xθ+k
(k) − tn+xθ+k

(k+1)

)
, (k = 1, 2, . . .), (3.10)

where we defined

Mk
n (xθ, t) = kxθ−1

xθ + k + n

n∑
j=0

Ck
n− j (xθ)Uk

j (xθ, t)

k j j ! ,

with

Uk
j (xθ, t) =

j∑
r=0

(− j)r (−1 − j)r (k − 1)r

r !
[
(1 + xθ) j−r log t

− (2 + xθ) j−r 3F2
(
1, 1, 2 + xθ + j − r; 2, 2 + xθ; k/t)k

t

]
,

where 3F2 is the (3, 2)-generalized hypergeometric function with three upper param-
eters and two lower parameters.

Proof See Appendix 9. 
�

Next, we discuss the alternative form of the density of IDS.
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Proposition 7 The density h(x, t) of ED(t) is given by

h(x, t) = γ θe−γ xθ + e−γ xθ
∫ ∞
0 e−y yθx log ydy

(Γ (θx + 1))2

·
⎡
⎣t xθ +

�t�−1∑
m=1

(−xθ)m
∫
C1;m (t)

(
t −

m∑
i=1

u1

)xθ
du1 · · · dum
u1 · · · um

⎤
⎦

− e−γ xθ

Γ (xθ + 1)

⎡
⎣θ t xθ log t +

�t�−1∑
m=1

⎛
⎝(−θ)mmxm−1

∫
C1;m (t)

(
t −

m∑
i=1

u1

)xθ
du1 · · · dum
u1 · · · um

+(−xθ)m
∫
C1;m (t)

(
t −

m∑
i=1

u1

)xθ

θ log

(
t −

m∑
i=1

u1

)
du1 · · · dum
u1 · · · um

⎞
⎠
⎤
⎦ ,

where

C1;m(t) = {u ∈ R
m : 1 < u1 < · · · < uk, u1 + u2 + · · · + um ≤ t}.

Proof We have

h(x, t) = d

dx
P(ED(t) ≤ x) = − d

dx
P(D(x) < t),

from eq.(2.6), we have

h(x, t) = − d

dx

[
e−γ xθ

Γ (xθ + 1)

(
θ t xθ log t

+
�t�−1∑
m=1

(−xθ)m
∫
C1;m (t)

(
t −

m∑
i=1

u1

)xθ
du1 · · · dum
u1 · · · um

)]
.

Now, take the derivative with respect to x , then we get the desired result. 
�
In Figure 3 we have the plots of h(x, t) for some fixed values of x and t and in

Figure 4 we have the 3D plot of h(x, t). These plots weremade withMathematica 13.3
using the expression for h(x, t) given in eq.(3.3) with ψ0(x, t) given by eq.(3.9) and
ψk(x, t) given by eq.(3.4) along with numerical integration of the integral in eq.(3.5).

Proposition 8 The probability density function h(x, t) of ED(t) governs the following
fractional differential equation

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

D
θ
t h(x, t) = − ∂

∂x h(x, t), x > 0, t ∈ (0, 1],
h(x, 0) = δ(x),

h(0, t) =
{−θ log t, t ∈ (0, 1],
0, t ∈ (1,∞).

(3.11)
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Fig. 3 Plots of h(x, t) for fixed t ∈ {1/2, 1, 3/2} (left) and for fixed x ∈ {1/2, 1, 3/2} (right).

Fig. 4 3D-Plot of h(x, t) for
x ∈ (0, 4] and t ∈ (0, 4].

Proof A similar approach as in Prop. 3 is used here. Take the Laplace-Laplace trans-
form of eq.(3.11) with respect to t and x leads to the same Laplace-Laplace transform
as given in eq.(3.1). 
�

Further, we discuss the asymptotic behavior of q-th order moments Mq(t) =
E(ED(t))q , q > 0, of ED(t). The LT of Mq(t) is given by Mq(s) = Γ (1+q)

s(φ(s))q

(see e.g. [34, 59, 60]), where φ(s) is the Laplace exponent given in eq.(2.4). We have,

Mq(s) = Γ (1 + q)

sθq
(∑∞

k=1
(−1)k+1sk

kk!
)q

Mq(s) ∼ Γ (1 + q)

θqsq+1 , as s → 0.

ApplyingTauberian theorem [9], we have the following asymptotic behavior forMq (t)

Mq(t) ∼ tq

θq
, as t → ∞.
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Fig. 5 Dickman (left) and inverse Dickman (right) subordinators sample trajectories.

Simulation of DS and inverse DS: The algorithm for generating the sample trajec-
tories of DS shown in Fig. 5 is as follows:

1. take a particular value of parameter θ ; generate iid random numbers U ∼ Uni-
form[0, 1];

2. generate the increments of the DS D(t), see in [46], using the relationship D(t +
dt) − D(t)

d= D(dt)
d= U 1/dtθ (1 + D(dt)), i.e.

D(dt)
d=

∞∑
j=1

⎛
⎝ j∏

i=1

U
1

θdt
i

⎞
⎠ ;

3. cumulative sum of increments gives the DS D(t) sample trajectories. The inverse
DS sample trajectories are obtained by reversing the axis.

4 Applications of DS and IDS as time changes

In this section, we introduce a time-changed Poisson process and Poisson process of
order k by considering DS and IDS as time-changes. We also define space-fractional
Skellam Dickman and non-homogeneous Poisson Dickman processes by subordinat-
ing Skellam process and non-homogeneous Poisson process by DS. We discuss the
governing fractional differential equations of these time-changed processes.

The homogeneous Poisson process N (t), t ≥ 0, with parameter λ > 0 is defined
as,

N (t) = max{n : T1 + T2 + . . . + Tn ≤ t}, t ≥ 0,

where the inter-arrival times T1, T2, . . . are iid exponential randomvariableswithmean
1/λ. The probability mass function (PMF) PN

n (t) = P(N (t) = n) is given by

PN
n (t) = e−λt (λt)n

n! , n = 0, 1, . . .
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The PMF of the Poisson process obeys the differential-difference equation of the form

d

dt
PN
n (t) = −λ(PN

n (t) − PN
n−1(t)),

with initial condition

PN
n (0) = δn,0 =

{
0, n �= 0,

1, n = 0.

Further, PN
n (t) = 0, n ≤ −1.Next, we introduce and study space- and time-fractional

Poisson-Dickman processes and discuss their main properties.

4.1 Space-fractional Poisson-Dickman process (SFPDP)

Here, we introduce the space-fractional Poisson-Dickman process ND(t) by subordi-
nating the homogeneous Poisson process with the DS, defined by

ND(t) = N (D(t)), t ≥ 0.

The characteristic function of SFPDP is

E[eizN D(t)] = exp

[
−tθ

∫ 1

0

1 − e−uλ(1−eiz)

u
du

]
. (4.1)

The mean, variance and covariance of SFPDP can be easily calculated by using the
characteristic function,

E[ND(t)] = θλt;
Var[ND(t)] = θλt(1 + λ/2);

Cov[ND(t), ND(s)] = λθs + λ2θs

2
, s < t .

Proposition 9 The Lévy density νND (x) of SFPDP is given by

νND (x) = θ

∞∑
k=1

(−1)kλk

k · k!
k∑

n=0

(−1)n
(
k

n

)
δn(x).

Proof Using the Lévy-Khintchine formula (see [54]), it follows

∫
R\{0}

(eisx − 1)θ
∞∑
k=1

(−1)kλk

k · k!
k∑

n=0

(−1)n
(
k

n

)
δn(x)dx
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= θ

[ ∞∑
k=1

(−1)kλk

k · k!
k∑

n=0

(−1)n
(
k

n

)
(eisn − 1)

]

= θ

∞∑
k=1

(−1)kλk

k · k! (1 − eis)k,

which is the characteristic exponent of SFPDP given in eq.(4.1). 
�

4.2 Time-fractional Poisson-Dickman process (TFPDP)

Next, we define the time-fractional Poisson-Dickman stochastic process:

NE (t) = N (ED(t)), t ≥ 0, (4.2)

where N (t) is homogeneous Poisson process with parameter λ and the IDS ED(t) is
independent of N (t). Note that this process is non-Markovian due to the time-change
component of ED(t), which is not a Lévy process. The state probability P[NE (t) =
n] = PE

n (t) is given by

PE
n (t) =

∫ ∞

0

e−λy(λy)n

n! h(y, t)dy =
∫ t

0

λn

n! h(0, t − τ)

(∫ ∞

0
e−λy yn f (τ, y)dy

)
dτ,

for n = 0, 1, 2, . . ..

Proposition 10 The state probability PE
n (t) of NE (t) satisfies

Dθ
t P

E
n (t) = −λ(PE

n (t) − PE
n−1(t))

with initial condition

PE
n (0) = δn,0.

Proof Note that,

PE
n (t) =

∫ ∞

0
Pn(y)h(y, t)dy.

Taking generalized Riemann-Liouville derivative given in eq.(2.2) and using Prop. 8

D
θ
t P

E
n (t) =

∫ ∞

0
Pn(y)D

f
t h(y, t)dy

= −
∫ ∞

0
Pn(y)

∂

∂ y
h(y, t)dy

= −Pn(y)h(y, t)|y=∞
y=0 +

∫ ∞

0

d

dy
Pn(y)h(y, t)dy
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=
∫ ∞

0

d

dy
Pn(y)h(y, t)dy + Pn(0)h(0, t)

= −λ(PE
n (t) − PE

n−1(t)) + Pn(0)h(0, t).

Using eq.(2.3) and the fact that PE
n (0) = Pn(0) = 1, it completes the proof. 
�

The process NE (t) is renewal process such that

NE (t) = max{n : T1 + T2 + · · · + Tn ≤ t},

where T ′
i s are IID inter-arrival times of the NE (t), which satisfy

P(Tn > t) = E[e−λED(t)] =
∫ ∞

0
e−λyh(y, t)dy.

The renewal function of the process NE (t) is

U (t) = E[ED(t)] =
∫ ∞

0
xh(x, t)dx .

Then, we can obtain the covariance function of the process NE (t), that is (see [35])

Cov[NE (t), NE (s)] =
∫ min(t,s)

0
(U (t − τ) +U (s − τ))dU (τ ) −U (t)U (s), s, t ≥ 0.

The next statement is the analogous of celebrated Watanabe martingale character-
ization of homogeneous Poisson processes and fractional Poisson processes, see [1,
61].

Proposition 11 Let {M(t), t ≥ 0} be a {Ft }t≥0 adapted simply locally finite point
process and D(t) be the strictly increasing subordinators such that ED(t) = inf{u ≥
0 : D(u) > t} is the inverse of D(t). Suppose ED(t) is L p bounded for some p > 1.
The process {M(t) − λED(t)} is a right continuous martingale with respect to the
filtration Ft = σ(M(s), s ≤ t) ∨ σ(ED(s), s ≤ t) for some λ > 0 iff M(t) is a
TFPDP NE (t).

Proof The proof follows using similar steps as discussed in [1, 26]. Let {M(t) −
λED(t)} beFt -martingale and D(t) = inf{x ≥ 0 : ED(x) ≥ t} be the collections of
stopping times for t ≥ 0 of ED(t). Then by optional sampling theorem (see Theorem
6.29 [29]) {M(D(t))−λED(D(t))} is amartingale, i.e. {M(D(t))−λt} is amartingale.
Because the composition ED(D(t)) = t, ∀ t . By the Watanabe characterization (see
[11, 61]), it follows thatM(D(t)) = N (t) = N (ED(D(t))) is a homogeneous Poisson
process with intensity λ > 0. Thus M(t) is the TFPDP denoted by NE (t) .

Conversely, if M(t) = NE (t), then we have to show that {NE (t) − λED(t)} is
Ft -martingale. Since M ≥ 0 and ED(t) is bounded in L p, p > 1 given by eq.(3.2),
which implies that {NE (t) − λED(t), 0 ≤ t ≤ T } is uniformly integrable. The result
follows using Doob’s optional sampling theorem (see e.g. Theorem 6.29 in [29]),
because N (t) − λt is a martingale and ED(t) is a stopping time. 
�
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4.3 Time-fractional Poisson-Dickman process of order k (TFPDPoK)

Here, we introduce the time-fractional Poisson-Dickman process of order k based on
the jump distribution of Xi . Let Xi , i = 1, 2, · · · , be the discrete uniform random
variables such that P(Xi = j) = 1

k , j = 1, 2, · · · , k and N (t) be the Poisson process
with parameter kλ. Then the process defined by

Zk
E (t) =

NE (t)∑
i=1

Xi ,

is called the time-fractional Poisson-Dickman process of order k (FPDPoK). The
marginals of Zk

E (t) can be obtained by time-changing the Poisson process of order k
denoted by Nk(t) (see [32]) with an independent IDS ED(t), such that

ZK
E (t)

d= Nk(ED(t)).

Further, we define the time-fractional compound Poisson-Dickman process,

Zη
E (t) =

NE (t)∑
i=1

Xi ,

under the assumption of Xi , i = 1, 2, · · · , are exponentially distributed with
parameter η and Poisson process with parameter λ. This process Zη

E (t) can be

written Z(ED(t)) in terms of the time-change in CPP Z(t) = ∑N (t)
i=1 Xi , where

Xi , i = 1, 2, . . . are exponentially distributed random variables, with IDS ED(t).
The LT of the density PZ ,η

x (t) is given by

Lx [PZ ,η
x (t)] = E[e−sZη

E (t)] = E[e−λED(t) s
s+η ].

Proposition 12 The density PZ ,η
x (t) of Zη

E (t) governs the following fractional differ-
ential equation

ηDθ
t P

Z ,η
x (t) = − [

λ + Dθ
t

] ∂

∂x
PZ ,η
x (t),

with conditions

PZ ,η
x (0) = 0,

∫ ∞

0
PZ ,η
x (t)dx = 1 − E[e−λED(t)].

Proof Note that

PZ ,η
x (t) =

∫ ∞

0
Px (y)h(y, t)dy.
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Taking generalized Riemann-Liouville derivative given in eq.(2.2) and using Prop. 8,
we get

D
θ
t P

Z ,η
x (t) =

∫ ∞

0
Px (y)D

f
t h(y, t)dy.

= −
∫ ∞

0
Px (y)

∂

∂ y
h(y, t)dy

= −Px (y)h(y, t)|∞0 +
∫ ∞

0

∂

∂ y
Px (y)h(y, t)dy.

The density Px (y) of CPP satisfies the following equation with some condition (see
[7]),

η
∂

∂t
Px (t) = −

[
λ + ∂

∂t

]
∂

∂x
Px (t).

Using eq.(2.3), it completes the proof. 
�

4.4 Space-fractional Skellam Dickman stochastic process (SFSDP)

Let S(t) be a Skellam process, such that

S(t) = N1(t) − N2(t), t ≥ 0,

where N1(t) and N2(t) are two independent homogeneous Poisson processes with
intensity λ1 > 0 and λ2 > 0, respectively. This process is symmetric only when
λ1 = λ2. The PMF PS

n (t) = P(S(t) = n) of S(t) is given by

PS
n (t)(t) = e−t(λ1+λ2)

(
λ1

λ2

)n/2

I|n|(2t
√

λ1λ2), n ∈ Z,

where In is modified Bessel function of first kind,

In(z) =
∞∑
i=0

(z/2)2i+n

i !(n + i)! .

The PMF PS
n (t) satisfies the following differential-difference equation

d

dt
PS
n (t) = λ1(P

S
n−1(t) − PS

n (t)) − λ2(P
S
n (t) − PS

n+1(t)), n ∈ Z,

with initial conditions PS
0 (0) = 1 and PS

n (0) = 0, n �= 0. Next we introduce the
space Skellam-Dickman process (SSDP) SD(t) by subordinating the Skellam process
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S(t) with the DS D(t), defined by

SD(t) = S(D(t)), t ≥ 0.

The LT of SSDP is

E[e−sSD(t)] = exp

[
−tθ

∫ 1

0

1 − e−u(λ1(1−e−s )+λ2(1−es))

u
du

]
.

The mean and covariance of SSDP can be easily calculated by using the LT,

E[SD(t)] = θ(λ1 − λ2)t;

Cov[SD(t), SD(s)] = (λ1 + λ2)θs + (λ1 − λ2)
2θs

2
, s < t .

Proposition 13 The Lévy density νSD (x) of SSDP is given by

νSD (x) = θ

[ ∞∑
i=1

(−1)iλi1
i · i !

i∑
n1=0

(−1)n1

(
i

n1

)
δn1(x)

+
∞∑
j=1

(−1) jλ j
2

j · j !
j∑

n2=0

(−1)n2

(
j

n2

)
δ−n2(x)

]
.

Proof Substituting the Lévy densities νND
1

(x) and νND
2

(x) of the Poisson-Dickman

processes ND
1 (t) and ND

2 (t) with parameters λ1 > 0 and λ2 > 0 respectively, we
obtain

νSD (x) = νND
1

(x) + νND
2

(x),

which gives the desired result. 
�

Further, we consider the time-changed Skellam process by time-changing the Skel-
lam process S(t)with the independent IDS ED(t). The time-changed Skellam process
is defined by

SE (t) = S(ED(t)), t ≥ 0. (4.3)

Proposition 14 The state probability P[SE (t) = n] = QS
n (t) of SE (t) satisfies

Dθ
t Q

S
n = −λ1(Q

S
n (t) − QS

n−1(t)) − λ2(Q
S
n (t) − QS

n+1(t))

with initial condition

QS
n (0) = δn,0.
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Fig. 6 Dickman Poisson process (left) and Skellam Dickman process (right) sample trajectories.

Proof The result follows using the steps of Prop. 10. 
�

Next, we simulate the sample paths of Poisson-Dickman process ND(t) and Skel-
lamDickman process SD(t) defined in eq.(4.2) and eq.(4.3) respectively. By taking the
superposition of the independent subordinator D(t) and the Poisson processes N (t),
we obtain the trajectories of the Poisson-Dickman process. Similarly, the sample tra-
jectories of Skellam Dickman process are obtained by the superposition of Skellam
process and DS see Fig. 6.

4.5 Non-homogeneous Poisson-Dickman process

Consider a non-homogeneous Poisson process (NHPP) H(t) = N (Λ(t)), t ≥ 0,with
intensity function

λ(t) : [0,∞) → [0,∞).

We denote for 0 ≤ s < t

Λ(s, t) =
∫ t

s
λ(u)du,

where the function Λ(t) = Λ(0, t) is known as rate function or cumulative rate func-
tion. Thus, H is a stochastic process with independent, but not necessarily stationary
increments. The probability mas function for 0 ≤ μ < t (see [36]),

PH
n (t, μ) = P[H(t + μ) − H(μ) = n] = e−Λ(μ,t+μ)(Λ(μ, t + μ))n

n! , n = 0, 1, 2 . . . .

The distribution PH
n (t) satisfies the difference-differential equation

d

dt
PH
n (t, μ) = −λ(PH

n (t, μ) − PH
n−1(t, μ))
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with initial condition PH
n (0, μ) = δn,0 and PH−1(t, μ) = 0. We introduce non-

homogeneous Poisson-Dickman stochastic process (NHPDSP). A time-changed
representation of NHPDSP can be written as

NH
D (t) = H(ED(t)) = N (Λ(ED(t)), t > 0,

where ED(t) is IDS and independent of NHPP H(t).We consider a stochastic process

I (t, μ) = N (Λ(t + μ)) − N (Λ(μ)),

and

I D(t, μ) = I (ED(t), μ) = N (Λ(ED(t) + μ)) − N (Λ(μ)).

Their marginal distribution can be written as follows:

QH
n (t, μ) = P[N (Λ(ED(t) + μ)) − N (Λ(μ)) = n]

=
∫ ∞

0

e−Λ(μ,y+μ)(Λ(μ, y + μ))n

n! h(y, t)dy.

Proposition 15 The PMF QH
n (t, μ) satisfy the following fractional differential-

difference integral equations:

Dθ
t Q

H
n (t, μ) =

∫ ∞

0
−λ(μ + y)(QH

n (y, μ) − QH
n−1(y, μ))h(y, t)dy,

with usual initial condition.

Proof The proof follows on similar lines as discussed in Theorem 1 in [12]. 
�

5 Conclusions

The Dickman distribution also known as Dickman-Goncharov distribution has its
origin in analytical number theory. The Dickman distribution is infinitely divisible
and has its support on positive real line. Hence, one can define a continuous time
Lévy process with non-decreasing sample paths known as DS having marginals as
Dickman distribution. Inverse subordinators which are right continuous inverse of
subordinators play a crucial role in defining time-changed stochastic processes by
changing the clock of the original process with inverse subordinators. The DS is
discussed in literature with no discussion on inverse DS as per our knowledge. With
the help of DS and IDS, new class of time-changed Poisson processes namely space-
fractional Dickman Poisson, time-fractional Dickman Poisson are discussed here.
Note that space-fractional Dickman Poisson and time-fractional Dickman Poisson
processes can be viewed as generalizations of space-fractional Poisson and time-
fractional Poisson processes respectively, which are extensively studied in literature
in recent years.
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Appendix

In the appendix,we prove some results for the density ofDS and IDS, stated in Sections
2 and 3.

6 Proof of Proposition 1

To simplify the expressions, given f (x, t) as in eq.(2.5), let us define g(x, t) as

f (x, t) = e−γ tθ xtθ−1

Γ (tθ)
g(x, t).

Then eq.(2.5) can be rewritten in terms of g(x, t) as

g(x, t) =

⎧⎪⎨
⎪⎩
1, x ∈ (0, 1]

1 − tθ
∫ x−1

0
(1 + a)−tθatθ−1g(a, t) da, x ∈ (1,∞).

Let us denote by g(α,β](x, t) the function g(x, t) for x ∈ (α, β]. Thus

g(0,1](x, t) = 1

and

g(1,2](x, t) = 1 − tθ
∫ x−1

0
(1 + a)−tθatθ−1 da.

We can write a single expression for x ∈ (0, 2] as

g(0,2](x, t) = ϕ0(x, t) − tθϕ1(x, t) (6.1)

with the definition

ϕ0(x, t) = 1

and

ϕ1(x, t) =

⎧⎪⎨
⎪⎩
0, x ≤ 1,∫ x−1

0
(1 + a1)

−tθatθ−1
1 ϕ0(a1, t) da1, x > 1.

(6.2)

For g(2,3](x, t) we have

g(2,3](x, t) = 1 − tθ
∫ x−1

0
(1 + a2)

−tθatθ−1
2 g(0,2](a2, t) da2
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and using eq.(6.1),

g(2,3](x, t) = 1 − tθϕ1(x, t) + (−tθ)2
∫ x−1

1
(1 + a2)

−tθatθ−1
2 ϕ1(a2, t)da2,

where in the last term we used the fact that ϕ1(a2, t) = 0 for a2 ≤ 1 in order to replace
the lower endpoint a2 = 0 of the integral by a2 = 1. Thus we can write a single
expression for x ∈ (0, 3] as

g(0,3](x, t) = 1 − tθϕ1(x, t) + (−tθ)2ϕ2(x, t)

with the definition

ϕ2(x, t) =

⎧⎪⎨
⎪⎩
0, x ≤ 2,∫ x−1

1
(1 + a2)

−tθatθ−1
2 ϕ1(a2, t)da2, x > 2.

Using induction it is not difficult to see that the general expression for g(x, t) is

g(x, t) =
�x�−1∑
k=0

(−tθ)kϕk(x, t), (6.3)

with ϕk(x, t) as in eq.(2.9). Note that the series in eq.(6.3) stops at �x� − 1 = n for
x ∈ (n, n + 1].

7 Proof of Proposition 2

Let us start by evaluating ϕ1(x, t) as in eq.(6.2). Using the change of variable

u = a1/(a1 + 1)

we rewrite ϕ1(x, t) as

ϕ1(x, t) =
∫ x(1)

0
utθ−1(1 − u)−1 du,

where we used the notation in eq.(2.13). Using the geometric series for (1− u)−1 we
obtain

ϕ1(x, t) = xtθ(1)

∞∑
n=0

xn(1)
tθ + n

. (7.1)

123



1554 N. Gupta et al.

The integral in eq.(2.9) can be conveniently rewritten with the change of variable

u = ak − (k − 1)

ak − (k − 2)
,

which gives

ϕk(x, t) =
∫ x(k)

0
[k − (k − 1)u]−tθ [(k − 1) − (k − 2)u]tθ−1(1 − u)−1ϕk−1(u, t) du.

(7.2)

We will look for an expression for ϕk(x, t) similar to eq.(7.1), that is,

ϕk(x, t) =
∞∑
n=0

Ck
n (tθ)xn+tθ+k−1

(k) .

Using this expression in eq.(7.2), the geometric series for (1 − u)−1, and the change
of variable u = x(k)y, we obtain

ϕk(x, t) =
∞∑
n=0

(
n∑

m=0

Ck−1
m (tθ)

)
Λk−1

n (x(k), t)x
n+tθ+k−1
(k) , (7.3)

where

Λk−1
n (x(k), t) =

∫ 1

0
[k − (k − 1)x(k)y]−tθ [(k − 1) − (k − 2)x(k)y]tθ−1ytθ+k−2+n dy.

For k = 2, 3, . . . we have

Λk−1
n (x(k), t) = k−tθ (k − 1)tθ−1·

·
∫ 1

0

[
1 − (k − 1)

k
x(k)y

]−tθ [
1 − (k − 2)

(k − 1)
x(k)y

]tθ−1

ytθ+k−2+n dy.

(7.4)

The above integral is of the form

M(α, β, β ′;μ, ν, x) =
∫ 1

0
(1 − μxz)−β(1 − νxz)−β ′

zα−1 dz, (7.5)

with μ �= ν. This integral is related to Appell F1 function, defined as [5]

F1(α;β, β ′; γ ; x, y) =
∞∑

m=0

∞∑
n=0

(α)m+n(β)m(β ′)n
(γ )m+n m!n! xm yn

123



Generalized fractional derivatives generated by Dickman... 1555

for |x | < 1 and |y| < 1, and which can be represented by the Picard integral

B(α, γ − α)F1(α;β, β ′; γ ; x, y) =
∫ 1

0
uα−1(1 − u)γ−α−1(1 − xu)−β(1 − yu)−β ′

du

for Reα > 0 and Re(γ −α) > 0 and where B(·, ·) is the beta function. Thus we have

M(α, β, β ′;μ, ν, x) = 1

α
F 1(α;β, β ′;α + 1;μx, νx),

where we used B(α, 1) = 1/α. When y = t x we have the relation [5]

F1(α;β, β ′; γ ; x, t x) =
∞∑

m=0

(α)m(β)m

(γ )mm! 2F1(−m, β ′, 1 − β − m, t)xm,

and using it we obtain

M(α, β, β ′;μ, ν, x) =
∞∑

m=0

μm(β)m

m!(α + m)
2F1

(
−m, β ′, 1 − β − m,

ν

μ

)
xm,

(7.6)

where we have used (α)m/(α + 1)m = α/(α + m). Moreover, using the identity [4]

2F1(a, b; c; z) = (1 − z)−a
2F1(a, c − b; c; z/(z − 1)),

we can also write

M(α, β, β ′;μ, ν, x)

=
∞∑

m=0

(μ − ν)m(β)m

m!(α + m)
2F1

(
−m, 1 − β − β ′ − m, 1 − β − m,

ν

ν − μ

)
xm .

(7.7)

Since (−N ) j = 0 for j = N + 1, N + 2, . . ., the hypergeometric function 2F1 in
eq.(7.6) or eq.(7.7) is a polynomial of degree m in ν/μ or ν/(ν − μ), respectively,
due to the parameter −m. However, there is also the parameter −1 − β − m in 2F1.
If β is not an integer, then (1 − β − m) j does not vanish. If β is an integer, then for
β = 1, 2, . . . we still have a polynomial of degree m in ν/μ or ν/(ν − μ), but for
β = 0,−1,−2, . . . the expression for 2F1 diverges. So we assume β > 0 in eq.(7.6)
or eq.(7.7).
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For the integral in eq.(7.4) we have α = tθ + k + n − 1 , β = tθ , β ′ = 1 − tθ ,
μ = (k − 1)/k and ν = (k − 2)/(k − 1), and so

Λk−1
n (x(k), t) = k−tθ (k − 1)tθ−1

tθ + k + n − 1

· F1
(
tθ + k + n − 1; tθ, 1 − tθ; tθ + k + n; k − 1

k
x(k),

k − 2

k − 1
x(k)

)

or, using the hypergeometric function,

Λk−1
n (x(k), t) =k−tθ (k − 1)tθ−1

∞∑
j=0

k− j (k − 1)− j

tθ + k − 1 + n + j

(tθ) j

j !
· 2F1(− j,− j; 1 − tθ − j; k(2 − k))x j

(k).

(7.8)

Finally, using eq.(7.8) in eq.(7.3) and using the summation index n + j = r gives
eq.(2.12) (with r → n).

8 Proof of eq.(3.8)

Let us recall that

Lx [ f (x, t); p] = e−tθEin(p),

where Ein(·) is the modified exponential integral function, defined as

Ein(z) =
∫ 1

0

(1 − e−zu)

u
du.

It is related to the exponential integral E1(·), i.e.,

E1(z) =
∫ ∞

1

e−zu

u
du,

through the relation

Ein(z) = γ + log z + E1(z). (8.1)

It is known (see, for example, [40], page 267) that

L−1
p [p−1E1(p); t] = H(t − 1) log t . (8.2)

It is also known that (see, for example, [50], page 100) that

Lt [log t; p] = −γ + log p

p
. (8.3)
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From eq.(3.6) we have

H(0, s) = θ
Ein(s)

s
.

Using eq.(8.1) we have

H(0, s) = θ
(E1(s) + γ + log s)

s

Thus, using eq.(8.2) and eq.(8.3), we obtain

h(0, t) = θ(H(t − 1) log t − log t),

which gives eq.(3.8).

9 Proof of Proposition 6

Evaluation of eq.(3.9): Note that, due to the presence of H(1 − t + τ), the integral
ψ0(x, t) is such that

ψ0(x, t) =
∫ t

max(t−1,0)
log (t − τ)τ xθ−1 dτ.

Thus we have an integration over [0, t] for 0 ≤ t ≤ 1 or over [t − 1, t] for t ≥ 1.
Using the Taylor series for log(1 − z) we obtain for z = τ/t that

∫
log (t − τ)τ xθ−1 dτ = τ xθ

xθ

[
log t − xθ

∞∑
n=1

1

n(n + xθ)

(τ

t

)n] + C . (9.1)

We will analyse integration along [0, t] and [0, t − 1] in separate. Thus for the inte-
gration along [0, t] with t ≥ 0 we have

∫ t

0
log (t − τ)τ xθ−1 dτ = t xθ

xθ
(−Hxθ + log t) ,

where Hr denotes the harmonic number for r ∈ R defined as [55]

Hr = Ψ (r + 1) + γ =
∫ 1

0

1 − ur

1 − u
du,

where Ψ (·) is the digamma function, which can be written as the series [56]

Hr = r
∞∑
n=1

1

n(n + r)
.
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For the integration along [0, a] with a < t we use

1

n(n + xθ)
= 1

nxθ
− 1

xθ(n + xθ)

in eq.(9.1), and then

∫ a

0
log (t − τ)τ xθ−1 dτ = axθ

xθ
log (t − a) + axθ

xθ

∞∑
n=1

1

n + xθ

(a
t

)n
.

The series can be written as

axθ

xθ

∞∑
n=1

1

n + xθ

(a
t

)n = axθ+1

t xθ

∞∑
n=0

1

n + xθ + 1

(a
t

)n

= axθ+1

t xθ(xθ + 1)
2F1(1, xθ + 1; xθ + 2; a/t) = t xθ

xθ
Ba/t (1 + xθ, 0),

where Bz(·, ·) is the upper incomplete beta function and in the last equality we used
its representation in terms of the hypergeometric function 2F1 as given in [57]. Thus
for a = t − 1 we have

∫ t−1

0
log (t − τ)τ xθ−1 dτ = t xθ

xθ
B(t−1)/t (1 + xθ, 0).

Finally we have

ψ0(x, t) =
⎧⎨
⎩

t xθ
xθ (−Hxθ + log t) , 0 ≤ t < 1,

t xθ
xθ

(−Hxθ + log t − B(t−1)/t (1 + xθ, 0)
)
, t ≥ 1,

If we use the notation introduced in the previous appendix as x(k) now for the variable
t , that is, t(1) = 0 for t < 1 and t(1) = (t − 1)/t for t ≥ 1, we can write the above
expressions as

ψ0(x, t) = t xθ

xθ

(−Hxθ + log t − Bt(1) (1 + xθ, 0)
)
,

which is eq.(3.9).
Evaluation of eq.(3.10): In order to evaluate ψk(x, t) we need to evaluate eq.(3.5).

Due to the presence of H(1 − t + τ), the lower limit of integration in the integral
Kk,n(x, t) is max(t − 1, 0). Furthermore, we recall that τ(k) is such that τ(k) = 0 for
τ ≤ k. So, if t ≤ k, we have

Kk,n(x, t) = 0, t ≤ k.
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For t > k, we have

Kk,n(x, t) =
∫ t

max(t−1,k)
log (t − τ)τ xθ−1τ xθ+k+n−1

(k) dτ.

So we have an integration along [k, t] for k ≤ t ≤ k + 1 and an integration along
[t − 1, t] for t ≥ k + 1. Let us start with the integral along [k, t]. Using the Taylor
series for log (1 − z) we have

Kk,n(x, t) = log t
∫ t

k
τ xθ−1τ xθ+k+n−1

(k) dτ −
∞∑

m=1

1

mtm

∫ t

k
τ xθ+m−1τ xθ+k+n−1

(k) dτ.

(9.2)

Both integrals are of the form

I (ρ, σ, k, t) =
∫ t

k
τσ−1τ

ρ−1
(k) dτ. (9.3)

In terms of the variable u = (τ − k)/(τ − k + 1) we have

I (ρ, σ, k, t) =
∫ t(k)

0
[k − (k − 1)u]σ−1(1 − u)−(1+σ)uρ−1 du,

where t(k) = (t − k)+/(t − k + 1). Taking u = t(k)z we obtain

I (ρ, σ, k, t) = kσ−1tρ(k)M
(

ρ, 1 + σ, 1 − σ ; 1, k − 1

k
, t(k)

)
,

where we used eq.(7.5). So we have

I (ρ, σ, k, t) = kσ−1
∞∑
j=0

(1 + σ) j

k j (ρ + j) j ! 2F1 (− j,−1 − j,−σ − j, 1 − k) t j+ρ

(k) .

(9.4)

Using eq.(9.4) in eq.(9.2) we obtain

Kk,n(x, t) = kxθ−1
∞∑
j=0

Uk
j (xθ, t)

k j (xθ + k + n + j) j ! t
xθ+k+n+ j
(k) , (9.5)

where

Uk
j (xθ, t) = log t(1 + xθ) j 21 (− j,−1 − j,−xθ − j, 1 − k)
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−
∞∑

m=1

1

m

(
k

t

)m

(1 + xθ + m) j 2F1 (− j,−1 − j,−xθ − m − j, 1 − k) .

(9.6)

The last term in the above expression can be written, using the series representation
of 2F1, as

∞∑
m=1

1

m

(
k

t

)m

(1 + xθ + m) j 2F1 (− j,−1 − j,−xθ − m − j, 1 − k)

=
j∑

r=0

(− j)r (−1 − j)r (1 − k)r

r !
∞∑

m=1

1

m

(
k

t

)m (1 + xθ + m) j

(−xθ − m − j)r

Using the identities

(−a)r = (−1)r
Γ (1 + a)

Γ (1 + a − r)
, (a)m+1 = a(1 + a)m,

we can write

∞∑
m=1

(k/t)m

m

(1 + xθ + m) j

(−xθ − m − j)r

= (−1)r
Γ (1 + xθ + j − r)

Γ (1 + xθ)

∞∑
m=0

(1 + xθ + j − r)m+1

(1 + xθ)m+1

(k/t)m+1

m + 1

= (−1)r
Γ (2 + xθ + j − r)

Γ (2 + xθ)

k

t

∞∑
m=0

(1)m(1)m(2 + xθ + j − r)m
(2)m(2 + xθ)m

(k/t)m

m!

= (2 + xθ) j

(−1 − j − xθ)r

k

t
3F2(1, 1, 2 + xθ + j − r; 2, 2 + xθ; k/t),

where 3F2 is the generalized hypergeometric function with three upper parameters
and two lower parameters. Plugging this last expression in eq.(9.6), using again the
definition of 2F1 and identities involving the Pochhammer symbol, we obtain

Uk
j (xθ, t) =

j∑
r=0

(− j)r (−1 − j)r (k − 1)r

r !
[
(1 + xθ) j−r log t

− (2 + xθ) j−r 3F2
(
1, 1, 2 + xθ + j − r; 2, 2 + xθ; k/t)k

t

]
.

Let us recall that eq.(9.5) holds for k ≤ t ≤ k + 1.
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For t ≥ k + 1 we need to evaluate

Kk,n(x, t) = log t
∫ t

t−1
τ xθ−1τ xθ+k+n−1

(k) dτ −
∞∑

m=1

1

mtm

∫ t

t−1
τ xθ+m−1τ xθ+k+n−1

(k) dτ.

Wecan take advantage of the above computations bywriting the integral along [t−1, t]
as the integral along [0, t] minus the integral along [0, t − 1]. Replacing t by t − 1 in
eq.(9.3) and repeating the same steps, we obtain

I (ρ, σ, k, t − 1) = kσ−1
∞∑
j=0

(1 + σ) j

k j (ρ + j) j ! 2F1 (− j,−1 − j,−σ − j, 1 − k) t j+ρ

(k+1),

where we used the fact that

(t − 1)(k) = t(k+1).

Thus we obtain

Kk,n(x, t) =kxθ−1
∞∑
j=0

Uk
j (xθ, t)

k j (xθ + k + n + j) j !
(
t xθ+k+n+ j
(k) − t xθ+k+n+ j

(k+1)

)
, (9.7)

for t ≥ k + 1. Note that, since by definition – see eq.(2.13) – we have t(k+1) = 0 for
t < k + 1, we can use eq.(9.7) for both situations k ≤ t ≤ k + 1 and t ≥ k + 1.

Finally, using eq.(9.7) in eq.(3.4) and using n + j = s as summation index we
obtain eq.(3.10) (with s → n).
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