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A computational model for predicting axisymmetric single- and multi-phase viscoelastic flows 
based on the log-conformation formulation of the constitutive equation is presented. The 
governing equations are discretised using the finite element method and advanced in time using 
a projection scheme. The single-phase benchmark problem of viscoelastic flow past a sphere in a 
cylinder is considered and excellent agreement is found with the literature for the drag coefficient 
for an extensive range of Weissenberg numbers. The cause of the breakdown in stability due to 
a velocity inflection near the sphere is investigated. For multi-phase flows, enhanced stability 
of the conservative level-set method is obtained by introducing a diffused interface approach for 
normal calculations. This novel method is used to investigate the jump discontinuity phenomenon 
exhibited for a bubble rising in a viscoelastic fluid. Qualitative and quantitative agreement is 
found with contemporary literature in terms of the critical bubble volume as well as other 
phenomena such as the negative wake and trailing cusp.
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1. Introduction

Computational modelling of viscoelastic single- and multi-phase flows has applications in many contemporary research fields. A 
biological example of a single-phase flow is the flow of blood through narrow arteries. In the plastic manufacturing industry, the 
extrusion of polymer melts to create various products is an example of multi-phase flow that involves an interface between the molten 
polymer and surrounding air. The development of stable numerical schemes for simulating these flows is crucial when experiments 
involving viscoelastic fluids can be complex to construct [1,2].

Viscoelastic fluids differ from their traditional Newtonian counterparts in a number of significant ways [3]. They deform and 
flow like a Newtonian flow, but they also have the ability to exhibit memory dependent deformation and store/recover energy 
like an elastic solid. Thus the relationship between stress and strain is described by a non-linear rheological equation of state. The 
dimensionless group associated with elasticity is the Weissenberg number, Wi. For large values of Wi, many numerical schemes 
become unstable unless some form of stabilisation is implemented. The numerical instability is due to the inability of numerical 
schemes to capture the rapid changes in polymeric stress that can occur. This is known as the high Weissenberg number problem 
(HWNP) [4].

The study of single-phase axisymmetric viscoelastic flow encompasses a wide variety of physical and computational models. The 
benchmark problems in this field include axisymmetric contraction flow (see McKinley et al. [5]) and flow through an infinitely long 
pipe (see Larson et al. [6]). Some components of the numerical scheme we present here are based on the numerical scheme developed 
by the authors when studying the 2D flow past a cylinder in a channel [7]. Due to the wealth of studies available for this benchmark 
problem, the reader is referred to an early review of Tanner et al. [8] and a detailed literature survey in the monograph of Owens 
and Phillips [3] as well as a more recent overview in Faroughi et al. [9]. Historically, the problem has been incredibly difficult 
to solve computationally for two principal reasons. Firstly, the polynomial approximation functions associated with a particular 
numerical scheme are unable to capture the exponential profile of high Weissenberg number viscoelastic flow. This will cause the 
propagation of numerical errors in time. Secondly, normal stresses caused by elasticity on the surface of the sphere are propagated 
downstream and lead to viscoelastic instabilities. This results in a critical Weissenberg number, beyond which numerical solutions 
fail to converge. Dou and Phan-Thien [10] presented a theory explaining the viscoelastic instability by identifying an energy ratio 𝐼
as a critical parameter for predicting the onset of this behaviour. The value of 𝐼 is directly linked to the pressure gradient, which will 
cause the pressure within the shear layer on the cylinder to be much larger than the outside when a critical value of Wi is exceeded. 
A velocity inflection is then formed which results in the onset of instabilities in the numerical scheme.

Multi-phase axisymmetric viscoelastic flow is a broad and vibrant field of research. Recently, Turkoz et al. [11] and Zinelis et al. 
[12] simulated pressure induced viscoelastic jets, while Rubio et al. [13] investigated viscoelastic filament stretching and its possible 
application as an electrical conductor. The standard level set method was used in a finite element model to study viscoelastic two-fluid 
flow [14]. Additionally Amani et al. [15] used a conservative level set based finite volume framework to model viscoelastic droplet 
impact and flow through contractions / expansions using the log conformation formulation. The rise of an axisymmetric bubble 
in a viscoelastic fluid is one of the enduring multi-phase benchmark problems in computational rheology. Pioneering experimental 
and theoretical works by Astarita and Apuzzo [16] and Saffman et al. [17] were initiated back in the 1950s and 1960s, with the 
hypotheses that they posed still not satisfactorily resolved. The primary focus of this paper and most contemporary research in the 
field is to gain an understanding of the mechanism that causes the ‘jump discontinuity’ phenomenon. This occurs when the terminal 
rise velocity of a bubble experiences a discontinuity when plotted against bubble volume. The volume at which this discontinuity 
occurs is called the critical volume and varies depending on the type of viscoelastic fluid. The trailing cusp and negative wake are 
other characteristics of this problem that seem to contribute to the jump discontinuity since without them the phenomenon does not 
occur. The paper of Astarita and Apuzzo initially remarked that the trailing cusp shape was the primary factor behind the formation 
of the velocity jump, but this was later found not to be the case in the numerical study of Liu et al. [18] and the experimental work 
of Pilz and Brenn [19]. As the bubble rises, the velocity field in the wake is directed in the opposite direction to the rise, forming the 
negative wake structure. At one time this was thought to be the main cause of the jump but studies have shown the existence of one 
2

mechanism without the other [20]. Recently Bothe et al. [21] performed an investigation into the distribution of the circumferential 
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normal component of the polymeric stress tensor along the interface of the bubble and subsequently defined a unique mechanism to 
explain the velocity jump. This is explored in this paper using an axisymmetric formulation.

As previously mentioned, an axisymmetric geometric framework is used in this paper. This framework extends and builds on the 
computational model developed in a previous paper by the authors [7] for 2D planar flows. Making the assumption of axisymmetry 
harnesses the efficiency of planar simulations while retaining the ability to capture real world physical behaviour in three dimensions. 
The axisymmetric formulation of the governing equations for viscoelastic fluids is described by Kynch [22] while the implementation 
of the log-conformation formulation in this framework is novel. There is a wealth of research in viscoelastic flow that utilises 
an axisymmetric assumption for efficient computation. For example, Venkatesan et al. [23] presented an axisymmetric arbitrary 
Lagrangian-Eulerian (ALE) scheme for simulating viscoelastic rising bubbles and Rezaie et al. [24] investigated viscoelastic droplet 
impact onto thin films.

The novelty of this paper pertaining to single-phase flow is with respect to the further development of the understanding of 
the viscoelastic instability and its associated critical Weissenberg number for flow past a sphere. The inclusion of shear-thinning 
dynamics is investigated through use of the Giesekus model and compared with the Oldroyd B model. This work expands on the 
work of Claus et al. [25] who considered a planar formulation, and of Knechtges [26] who only considered Weissenberg number up 
to 15 for the Giesekus model. In this paper, numerical results are presented up to Wi = 100. The dependence of the drag on the sphere 
on Wi and the Giesekus mobility factor is presented. Additionally, detailed contour plots are provided for the polymeric stress and 
the pressure fields to aid the discussion of the velocity inflection. The log-conformation formulation of Fattal and Kupferman [27]

is utilised, enabling the HWNP to be circumvented. This solves the problem of the inability of polynomial basis functions to capture 
the exponential profile of polymeric stress and enables numerical results to be generated for Weissenberg numbers not currently 
available in the literature.

The novelty of the multi-phase framework used for simulating viscoelastic rising bubbles includes the conservative level-set 
method originally proposed by Olsson et al. [28]. This method itself is an extension of the original level-set method of Osher et 
al. [29]. The viscoelastic stresses that build up on the interface mean that mass conservation between the different phases of flow 
is crucially important. The use of non-conservative methods results in diffusion and eventual disappearance of one of the phases. 
The continuum surface force approach of Brackbill et al. [30] is used to model surface tension as a body force in the momentum 
equation and the diffused interface approach of Xie et al. [31] is used to calculate curvature while avoiding spurious velocities. 
This is the first time the diffused interface approach has been applied to the conservative level set method, being adapted from the 
VOF context in which it was implemented by Xie et al. [31]. The proposed multi-phase computational framework in this paper is 
benchmarked against the experimental results of Hnat and Buckmaster [32] to validate the numerical scheme. To the best of our 
knowledge, the conservative level-set method is combined with the log-conformation formulation of the constitutive equation within 
a finite element framework for the first time to create a stable and accurate state-of-the-art numerical scheme. This scheme is used to 
simulate bubbles rising in Newtonian and viscoelastic fluids for a wide range of initial bubble volumes to provide an interpretation 
on the unifying mechanism behind the velocity jump. To achieve this, 3D plots are presented for the bubble interface overlaid with 
axisymmetric slices of different fields. The velocity field is visualised between sub- and super-critical bubble volumes in order to 
identify the negative wake. Additionally, the normal components of the polymeric stress tensor are compared across different bubble 
volumes and instances of time.

The computational work is implemented in the FEniCS project [33], an open-source fully parallelised Python package which has 
been used to implement the specific formulations of all the equations presented in this paper. The back end of the FEniCS project 
framework is written entirely in C++, making simulations highly optimised. Additionally, a high performance computing cluster is 
used by the authors for all results given.

The remainder of the paper is structured as follows. Section 2 introduces the mathematical formulation of the governing equations 
and the equations that describe the conservative level-set method. Section 3 provides a description of the spatial and temporal 
discretisations of these equations. Section 4 is dedicated to single-phase flow and presents results for axisymmetric viscoelastic flow 
past a sphere in a pipe. Section 5 is concerned with multi-phase flow for a bubble rising in both Newtonian and viscoelastic fluids. 
Concluding remarks are made in Section 6.

2. Mathematical formulation

2.1. Governing equations

In this paper the governing equations for axisymmetric flow are formulated in a cylindrical polar co-ordinate frame (𝑟, 𝑧, 𝜃). The 
continuity and momentum equations are

∇ ⋅ u = 0 (1)

𝜌

(
𝜕u

𝜕𝑡
+ (u ⋅∇)u

)
=∇ ⋅ 𝝈 + F (2)

where u = (𝑢𝑟, 𝑢𝑧, 0)𝑇 is the velocity, 𝜌 is the density and F = F𝑔 + F𝜎 is the body force comprising the force due to gravity F𝑔 = 𝜌g

and the force due to surface tension F𝜎 (see Section 2.3). In addition 𝝈 is the Cauchy stress tensor, given by
3

𝝈 = −𝑝I+ 2𝜂𝑠D (u) + 𝝉 (3)
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where 𝑝 is the pressure, 𝜂𝑠 is the solvent viscosity, D (u) = 1
2

(
∇u +∇u𝑇

)
is the rate-of-strain tensor and 𝝉 is the polymeric stress 

tensor. This latter tensor can be expressed in terms of the conformation tensor c as follows

𝝉 =
𝜂𝑝

𝜆 (1 − 𝜁)
(c− I) (4)

where 𝜂𝑝 is the polymeric viscosity, 𝜆 is the relaxation time and 𝜁 is the slip parameter. The constitutive equation for c is

𝜕c

𝜕𝑡
+ 𝐮 ⋅∇c− E𝑇 ⋅ c− c ⋅ E = −(c− I)

𝜆
𝑓 (c) (5)

where E = ∇u − 𝜁D(u). The slip parameter is associated with the exponential Phan-Thien-Tanner (ePTT) model and characterises 
the degree to which the polymer chains within the fluid exhibit a non-affine response. When 𝜁 = 0, the response to deformation 
becomes affine and the left-hand-side of Eq. (5) simplifies to the upper convected derivative. This is the case for both the Oldroyd B 
and Giesekus models. The tensor function 𝑓 (c) is model dependent. In particular, we have

𝑓 (c) =

⎧⎪⎪⎨⎪⎪⎩

I Oldroyd B model

I+ 𝛼 (c− I) Giesekus model

exp
(

𝜅𝑒

1 − 𝜁
(tr(c) − 3)

)
I ePTT model

(6)

where 𝛼 is the Giesekus mobility factor and 𝜅𝑒 is a model parameter. The conformation tensor 𝒄 has the following representation:

𝒄 =
⎡⎢⎢⎣
𝑐𝑟𝑟 𝑐𝑟𝑧 0
𝑐𝑟𝑧 𝑐𝑧𝑧 0
0 0 𝑐𝜃𝜃

⎤⎥⎥⎦ (7)

The governing equations written in component form can be found in Appendix A.

2.2. Log-conformation formulation

Since the conformation tensor c is symmetric positive definite we can determine its spectral decomposition. Let 𝚲 be the diagonal 
matrix containing the eigenvalues 𝜆1, 𝜆2, 𝜆3, of c. Let R be the matrix whose columns are the corresponding eigenvectors. The 
spectral decomposition is defined as

c = R𝚲RT (8)

We can then use a law of matrix logarithms to define the logarithm of the conformation tensor 𝝍

𝝍 = lnc = R ln(𝚲)RT (9)

In order to derive an evolution equation for 𝝍 , we consider the following decomposition of the velocity gradient:

∇u =𝛀+ B +Nc−1, (10)

where 𝛀 and N are anti-symmetric, and B is symmetric, traceless and commutes with c, and where all tensors introduced in Eq. (10)

depend on ∇u and c. Upon substitution of Eq. (10) into Eq. (5) we obtain

𝜕c

𝜕𝑡
+ 𝐮 ⋅∇c− (𝛀 ⋅ c+ c ⋅𝛀) − 2B ⋅ c = −(c− I)

𝜆
𝑓 (c) (11)

We are now in a position to use Eq. (9) to rewrite Eq. (11) in terms of 𝝍
𝜕𝝍

𝜕𝑡
+ u ⋅∇𝝍 − (𝛀 ⋅𝝍 −𝝍 ⋅𝛀) − 2B = −(1 − 𝑒−𝝍 )

𝜆
𝑓 (𝑒𝝍 ) (12)

The details of this derivation can be found in Fattal and Kupferman [27]. It remains to show how the rotation and extension tensors 
𝛀 and B are constructed. They are formed from the eigenvalues of the conformation tensor and the entries of the decomposition of 
the velocity gradient, and constructed in such a way that they satisfy the structures of the tensors in Eq. (10).

The eigenvalues of c are expressed in the form

𝜆1, 𝜆2 =
tr(c) ∓

√(
𝑐𝑧𝑧 − 𝑐𝑟𝑟

)2 + 4𝑐2
𝑟𝑧

2
(13)

𝜆3 = tr(c) − 𝜆1 − 𝜆2 (14)

and the spectral decomposition of 𝝍 is, by Eq. (9)

𝝍 = R

⎡⎢ ln(𝜆1) 0 0
0 ln(𝜆2) 0

⎤⎥RT (15)
4

⎢⎣ 0 0 ln(𝜆3)
⎥⎦
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The eigenvector associated with the eigenvalue 𝜆1 is given as follows:

v̂1 =
⎡⎢⎢⎣
𝜆1 − 𝑐𝑧𝑧
𝑐𝑟𝑧
0

⎤⎥⎥⎦ (16)

and the corresponding normalised eigenvector is simply v1 = v̂1∕|v̂1|. The matrix of eigenvectors R is then calculated as follows

R =
⎡⎢⎢⎣

v11 −v12 0
v12 v11 0
0 0 1

⎤⎥⎥⎦ (17)

Define an intermediate tensor M

M =
⎡⎢⎢⎣
𝑀𝑟𝑟 𝑀𝑟𝑧 0
𝑀𝑧𝑟 𝑀𝑧𝑧 0
0 0 𝑀𝜃𝜃

⎤⎥⎥⎦ = RT (∇u − 𝜁D(u))R (18)

The extensional component B of Eq. (10) can now be defined as follows

B = R

⎡⎢⎢⎣
𝑀𝑟𝑟 0 0
0 𝑀𝑧𝑧 0
0 0 𝑀𝜃𝜃

⎤⎥⎥⎦RT (19)

We now introduce the scalar parameter 𝜔:

𝜔 =
𝜆2𝑀𝑟𝑧 − 𝜆1𝑀𝑧𝑟

𝜆2 − 𝜆1
(20)

which is used in the construction of the rotational component 𝛀 of Eq. (10) as follows

𝛀 = R

⎡⎢⎢⎣
0 𝜔 0
−𝜔 0 0
0 0 0

⎤⎥⎥⎦RT (21)

In Eq. (9), the rotation term on the left-hand-side is written in the form

𝛀 ⋅𝝍 −𝝍 ⋅𝛀 = R

⎡⎢⎢⎣
0 𝜔̂ 0
−𝜔̂ 0 0
0 0 0

⎤⎥⎥⎦RT (22)

where scalar parameter 𝜔̂ =
(
ln(𝜆2) − ln(𝜆1)

)
𝜔. In the limit where 𝜆1 = 𝜆2, we set

𝜔̂ = lim
𝜆1→𝜆2

(
ln(𝜆2) − ln(𝜆1)

)
𝜔 =𝑀𝑟𝑧 −𝑀𝑧𝑟 (23)

Due to the inverse relationship between c and 𝝍 , the calculation of the source term is straightforward.

2.3. Conservative level-set method

The conservative level-set function 𝜙 is defined over the domain Ω as a continuous Heaviside function

𝜙 (x) = 1
1 + 𝑒𝜙̂(x)∕𝜖

(24)

where 𝜙̂ is a signed distance function and 𝜖 is a measure of interface thickness, chosen to depend on the spatial resolution of the 
computational mesh. The location of the interface Γ is given by the 𝜙 = 0.5 contour. The 0 conservative level-set corresponds to 
phase 1 i.e. if 𝜙 = 0 then x ∈Ω1, and the 1 conservative level-set corresponds to phase 2 i.e. if 𝜙 = 1 then x ∈Ω2. Using this notation, 
we associate material parameters with individual phases of the flow

𝜌(𝜙) = 𝜌2𝜙+ 𝜌1(1 − 𝜙) (25)

𝜂𝑠(𝜙) = 𝜂𝑠,2𝜙+ 𝜂𝑠,1(1 − 𝜙) (26)

We then advect 𝜙 according to the velocity field u

𝜕𝜙

𝜕𝑡
+ u ⋅∇𝜙 = 0 (27)
5

and reinitialise the profile of the conservative level-set function using
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𝜕𝜙

𝜕𝜏1
+ ∇ ⋅ (𝜙 (1 −𝜙)n) = 𝜖∇ ⋅ (∇𝜙) (28)

where n = ∇𝜙|∇𝜙| is the normal to the level-set function at the continuous level and 𝜏1 is an artificial time.

The force due to surface tension F𝜎 introduced in Section 2.1 is given as follows:

F𝜎 = −𝜎𝜅∇𝜙 (29)

where 𝜎 is the surface tension coefficient and 𝜅 = ∇ ⋅ n is the curvature of the interface. We refer to Brackbill et al. [30] and 
Doherty et al. [7] for more details on the continuum surface force approach and its implementation. The calculation of the curvature 
often produces spurious oscillations which adversely affect the stability of the numerical scheme. In order to ensure a stable normal 
calculation, we follow the diffuse interface approach of Xie et al. [31] and solve the following diffusion equation

𝜕𝜙𝐷

𝜕𝜏2
=𝐷∇2𝜙𝐷, (30)

where 𝜏2 is an artificial time and 𝐷 is a mesh dependent diffusion coefficient. The initial condition for Eq. (30) is the solution of 
Eq. (27) i.e. 𝜙𝐷,0 = 𝜙. The curvature described in the surface tension body forcing term (29) is now calculated using the diffused 
level set function from Eq. (30). This means the solution 𝜙𝐷 of Eq. (30) is used to calculate n = ∇𝜙𝐷|∇𝜙𝐷| which in turn is used to find 
a new curvature termed 𝜅𝐷 = ∇ ⋅ n. Due to the tendency of the level-set reinitialisation equation (28) to become unstable due to its 
non-linearity, it is advantageous to use this diffused level-set before performing the 𝐿2 projection of the normal (see Section 3.1). 
The solution to the diffusion equation is used solely for calculating the unit normal vector n = ∇𝜙𝐷|∇𝜙𝐷| and is not used to modify the 
conservative level set function at any point in the simulation. This ensures that, the phase volume is conserved as before. Additionally, 
the diffusion coefficient 𝐷 and time step Δ𝜏2 are chosen to be of the order of the spatial resolution i.e. 𝑂(ℎ). This is because it is not 
possible to capture the complex hydrodynamic phenomena at the interface if the interface is too diffuse due to a highly inaccurate 
calculation of the normal.

2.4. Non-dimensional system

The governing equations can be summarised as follows

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∇ ⋅ u = 0

𝜌

(
𝜕u

𝜕𝑡
+ (u ⋅∇)u

)
=∇ ⋅ 𝝈 + F

𝝈 = −𝑝I+ 2𝜂𝑠D (u) +
𝜂𝑝

𝜆(1 − 𝜁)
(
𝑒𝝍 − I

)
F = 𝜌g +−𝜎𝜅𝐷∇𝜙

𝜕𝝍

𝜕𝑡
+ u ⋅∇𝝍 − (𝛀 ⋅𝝍 −𝝍 ⋅𝛀) − 2B = −(1 − 𝑒−𝝍 )

𝜆
𝑓 (𝑒𝝍 )

(31)

The governing equations are written in non-dimensional form using the same scales used in Doherty et al. [7]. This yields the 
following system of equations

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∇ ⋅ u = 0

𝜌

(
𝜕u

𝜕𝑡
+ (u ⋅∇)u

)
=∇ ⋅ 𝝈 + F

𝝈 = −𝑝I+ 2𝛽
Re

D (u) + (1 − 𝛽)
ReWi(1 − 𝜁)

(
𝑒𝝍 − I

)
F = 𝜌g

Fr2
− 1

Eo
𝜅𝐷∇𝜙

𝜕𝝍

𝜕𝑡
+ u ⋅∇𝝍 − (𝛀 ⋅𝝍 −𝝍 ⋅𝛀) − 2B = −(1 − 𝑒−𝝍 )

Wi
𝑓 (𝑒𝝍 )

(32)

where the Reynolds, Weissenberg, Froude and Eotvos numbers are defined as follows:

Re =
𝜌2𝑈𝐿

𝜂0
, Wi = 𝜆𝑈

𝐿
, Fr = 𝑈2

𝑔𝐿
, Eo =

𝜌2𝑔𝐿
2

𝜎
. (33)

Note that the non-dimensionalisation has been performed relative to the viscoelastic fluid. In addition to the governing equations in 
6

Eq. (32), we introduce a second system specifically for the conservative level-set equations
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⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝜕𝜙

𝜕𝑡
+ u ⋅∇𝜙 = 0

𝜕𝜙

𝜕𝜏1
+ ∇ ⋅ (𝜙 (1 − 𝜙)n) = 𝜖∇ ⋅ (∇𝜙)

𝜕𝜙𝐷

𝜕𝜏2
=𝐷∇2𝜙𝐷

(34)

where, it should be noted, there is no difference to the dimensional case.

3. Numerical discretisation

In this section the spatial and temporal discretisation of the systems of equations introduced in Section 2 are described. The 
finite element method is used to discretise in space with suitable choices of the relevant function spaces for the dependent variables. 
The coupling between the conservation of mass and momentum equations is crucial for the temporal discretisation and particular 
attention is given to this.

3.1. Spatial discretisation

When constructing the weak formulation of the problem, the trial and test function spaces must be chosen appropriately to 
ensure a well-posed problem. The computational domain is denoted by Ω and its boundary is Γ. The solution space for pressure is 
the function space 𝐿2

0(Ω) defined by

𝐿2
0(Ω) =

⎧⎪⎨⎪⎩
𝑝 ∈𝐿2(Ω) ∶ ∫

Γ

𝑝 𝑑Ω= 0
⎫⎪⎬⎪⎭

(35)

where the vanishing mean condition is necessary for the uniqueness of pressure. The solution space for velocity is 𝐻1
𝐷
(Ω) where

𝐻1
𝐷
(Ω) =

{
u ∈𝐻1(Ω) ∶ u

|||Γ𝐷 = u𝐷

}
(36)

where Γ𝐷 is the portion of Γ on which Dirichlet boundary conditions are imposed. The final function space to define is 
[
𝐿2(Ω)

]3×3
sym

, 
the space of symmetric 3 × 3 tensors with components in 𝐿2(Ω).

3.1.1. Weak formulation of the governing equations

The Galerkin weak formulation of the system of PDEs defined in Eq. (32) is as follows. Find the triple (𝑝, u, 𝝍) ∈𝐿2
0(Ω) ×𝐻

1
𝐷
(Ω) ×[

𝐿2(Ω)
]3×3
sym

such that

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫
Ω

[∇ ⋅ u] ⋅ 𝜉𝑝 𝑑Ω= 0

∫
Ω

[
𝜌

(
𝜕u

𝜕𝑡
+ (u ⋅∇)u

)]
⋅ 𝜉u 𝑑Ω= ∫

Ω

[∇ ⋅ 𝝈] ⋅ 𝜉u 𝑑Ω+ ∫
Ω

[
𝜌g

Fr2
+ F𝜎

]
⋅ 𝜉u 𝑑Ω

𝝈 = −𝑝I+ 2𝛽
Re

D (u) + (1 − 𝛽)
ReWi(1 − 𝜁)

(
𝑒𝝍 − I

)
F𝜎 = − 1

Eo
𝜅𝐷∇𝜙

∫
Ω

[
𝜕𝝍

𝜕𝑡
+ u ⋅∇𝝍 − (𝛀 ⋅𝝍 −𝝍 ⋅𝛀) − 2B

]
⋅ 𝜉𝝍 𝑑Ω+

∫
Ω

𝛾ℎ|u|2 (u ⋅∇𝝍) ⋅ (u ⋅∇𝜉𝝍 ) 𝑑Ω= ∫
Ω

[
−(1 − 𝑒−𝝍 )

Wi
𝑓 (𝑒𝝍 )

]
⋅ 𝜉𝝍 𝑑Ω

(37)

∀(𝜉𝑝, 𝜉u, 𝜉𝝍 ) ∈𝐿2
0(Ω) ×𝐻

1
𝐷,0(Ω) ×

[
𝐿2(Ω)

]3×3
sym

where

𝐻1
𝐷,0(Ω) =

{
u ∈𝐻1(Ω) ∶ u

|||Γ𝐷 = 0

}
(38)
7

The first term on the right-hand side of the second equation in (37) is evaluated non-trivially in the following way
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∫
Ω

[∇ ⋅ 𝝈] ⋅ 𝜉u 𝑑Ω= ∫
Ω

(∇ ⋅ 𝜉u) 𝑝 𝑑Ω− ∫
Ω

2𝛽
Re

D (u) ∶ D(𝜉u) 𝑑Ω

− ∫
Ω

(1 − 𝛽)
ReWi(1 − 𝜁)

(
𝑒𝝍 − I

)
∶ D(𝜉u) 𝑑Ω

(39)

The continuity and momentum equations are solved using a mixed finite element method with an appropriate choice of velocity 
and pressure basis functions to ensure stable approximations. In particular, the discrete velocity and pressure spaces must satisfy 
the Ladyzhenskaya–Babuška–Brezzi (LBB) condition. In this paper the ℙ2 −ℙ1 polynomial order pairing is used, which satisfies this 
condition. In addition to this mixed pairing we use ℙ2 finite elements for the logarithm of the conformation tensor.

3.1.2. Weak formulation of the conservative level-set equations

The weak formulation of the conservative level-set equations (34) is: find 𝜙 ∈𝐿2
0(Ω) or 𝜙𝐷 ∈𝐿2

0(Ω) such that

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∫
Ω

[
𝜕𝜙

𝜕𝑡
+ u ⋅∇𝜙

]
⋅ 𝜉𝜙 𝑑Ω+ ∫

Ω

ℎ|u|2 (u ⋅∇𝜙) ⋅ (u ⋅∇𝜉𝜙) 𝑑Ω= 0

∫
Ω

[
𝜕𝜙

𝜕𝜏1
+ ∇ ⋅ (𝜙 (1 − 𝜙)n) − 𝜖∇ ⋅ (∇𝜙)

]
⋅ 𝜉𝜙 𝑑Ω= 0

∫
Ω

[
𝜕𝜙𝐷

𝜕𝜏2
−𝐷∇2𝜙𝐷

]
⋅ 𝜉𝜙 𝑑Ω= 0

(40)

∀𝜉𝜙 ∈𝐿2(Ω). We also introduce the weak form of the 𝐿2 projection of the normal to the interface: find n ∈ (𝐿2(Ω))2 such that

∫
Ω

[
n −

∇𝜙𝐷|∇𝜙𝐷|
]
⋅ 𝜉n 𝑑Ω= 0 (41)

∀𝜉n ∈ (𝐿2(Ω))2 where it is important to note that the diffused level set calculated from the diffusion equation is used in the calculation 
of the normal. The numerical parameters are simulation dependent and will be given in Section 5. ℙ2 finite elements are used for 
the discrete approximation to the level-set function and the normal to the interface.

3.1.3. SU/SUPG stabilisation method

Brooks and Hughes [34] noted that for convection dominated problems, the use of central difference schemes and Galerkin finite 
element methods produced spurious oscillations in the numerical solutions. The solution, found by Brooks and Hughes [34] and 
applied to viscoelastic flow problems by Marchal and Crochet [35] adds artificial diffusion into the problem by modifying the test 
function. The problem is no longer a Galerkin problem as the trial and test spaces no longer coincide. Given an arbitrary test function 
𝜉 ∈ 𝑉 where 𝑉 is an arbitrary test space, we define the following modified test function:

𝜉 = 𝜉 + 𝛾ℎ|u|2 (u ⋅∇𝜉) (42)

where 𝛾 is the upwinding parameter. There are two different stabilisation techniques that stem from this reformulation, the 
streamline-upwind (SU) and the streamline-upwind/Petrov-Galerkin (SUPG) methods. The former applies the test function given 
by Eq. (42) to only the convective term in the weak formulation of the constitutive equation. The latter applies the augmented test 
function to every term. In this paper we use the SU method for the viscoelastic constitutive equation (12) and the SUPG method for 
the conservative level-set advection equation (27).

3.2. Temporal discretisation

The Navier-Stokes equations require a discretisation which enables the continuity equation to be solved in conjunction with the 
momentum equation i.e. through a projection method. In the first step an intermediate velocity u∗ is calculated using the following 
temporally discretised form of Eq. (2) and (3):

𝜌
(
u∗ − u𝑛

)
Δ𝑡

= −𝜌
(
u𝑛 ⋅∇u∗

)
+∇ ⋅ 𝝈∗,𝑛 + F𝑛 (43)

∇ ⋅ 𝝈∗,𝑛 = −𝑝𝑛I+
2𝛽
Re

D
(
u∗

)
+ (1 − 𝛽)

ReWi(1 − 𝜁)
(
𝑒𝝍𝑛 − I

)
(44)

The second step requires the solution of a Poisson equation for the pressure field at the next time-step 𝑝𝑛+1, ensuring continuity 
implicitly( ) 𝜌
8

∇2 𝑝𝑛+1 − 𝑝𝑛 =
Δ𝑡

∇ ⋅ u∗ (45)
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Fig. 1. Geometry and boundary conditions for the results in Section 4.

The final step is to calculate the correct velocity field u𝑛+1 at the next time-step using the updated pressure field 𝑝𝑛+1:

u𝑛+1 − u∗ =
Δ𝑡
𝜌
∇𝑝𝑛+1 (46)

The time discretisation procedure for the constitutive equation is simply based on a 2nd-order accurate Crank-Nicolson implicit 
scheme:

𝝍𝑛+1 −𝝍𝑛

Δ𝑡
= 1

2
(
C(𝝍𝑛+1,u𝑛) + C(𝝍𝑛,u𝑛)

)
(47)

where

C(𝝍 ,u) = u ⋅∇𝝍 − (𝛀 ⋅𝝍 −𝝍 ⋅𝛀) − 2B+ (1 − 𝑒−𝝍 )
Wi

𝑓 (𝑒𝝍 ) (48)

The level-set advection, reinitialisation and diffusion equations (27), (28), (30) are all solved using 1st-order implicit temporal 
schemes.

4. Single-phase flow

In this section we present results for creeping viscoelastic flow past a sphere. This is one of the most popular benchmark problems 
in computational rheology [36]. The quantities of interest are the drag on the sphere and the profiles of the polymeric stress on the 
axis of symmetry and the dependence of these on the Weissenberg number and mobility factor. We provide quantitative comparisons 
with the predictions of Knechtges [26] and Kynch and Phillips [22]. We assume there are no body forces so that F = 0 and in the 
creeping flow regime Re = 0.

The logarithm of the conformation tensor, 𝝍 , evolves according to the constitutive equation, with each iteration being used to 
create new pressure and velocity fields from the Stokes equations. The advantage of working in the Stokes regime is that solution of 
the mass and momentum equations is less computationally expensive.

The computational domain consists of a channel Ω = [−20, 20] ×[0, 2] obstructed by a sphere of radius 𝑅 = 1 centred at the origin. 
A schematic of the computational domain can be viewed in Fig. 1. The boundary conditions for the problem are shown in Fig. 1

with the addition of a symmetry condition along the axis of symmetry. The domain is decomposed into a triangular mesh using the 
external mesh generation software Gmsh, where we make use of local mesh refinement techniques within the software to ensure a 
finer spatial discretisation near the surface of the sphere. This is visualised in Fig. 2.

4.1. Drag coefficient

The quantity of interest is the drag correction factor 𝐾

𝐾 = 1
e𝑇
𝑧
⋅ [−𝑝I+ 2𝛽D + 𝝉] ⋅ 𝒏 𝑑𝑆 (49)
9

6𝜋𝜂0𝑅𝑈 ∫
Γ𝑆
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Fig. 2. Mesh schematic for the results in Section 4.

Table 1

Dependence of the drag correction factor 𝐾 on the Weissenberg number Wi and mobility factor 𝛼.

Wi 𝐾

𝛼 = 0 𝛼 = 0.001 𝛼 = 0.01 𝛼 = 0.1

M [22] M [26] M [26] M [26]

0.1 5.9046 5.9060 5.90354 5.90473 5.89453 5.89573 5.82046 5.82166

0.2 5.8067 5.8082 5.80301 5.80393 5.77184 5.77275 5.57068 5.57160

0.3 5.6928 5.6943 5.68530 5.68610 5.62606 5.62694 5.32273 5.32349

0.4 5.5845 5.5861 5.57253 5.57324 5.48393 5.48451 5.10722 5.10785

0.5 5.4902 5.4918 5.47303 5.47366 5.35488 5.35531 4.92437 4.92489

0.6 5.4116 5.4131 5.38855 5.38910 5.24100 5.24127 4.76896 4.76938

0.7 5.3475 5.3492 5.31813 5.31861 5.14106 5.14118 4.63584 4.63616

0.8 5.2966 5.2983 5.25991 5.26037 5.05281 5.05280 4.52084 4.52109

0.9 5.2563 5.2583 5.21178 5.21235 4.97399 4.97387 4.42072 4.42090

1 5.2243 5.2276 5.17174 5.17264 4.90268 4.90248 4.33290 4.33303

2 - - 4.97518 - 4.41464 4.41375 3.82920 3.82914

5 - - - - 3.84116 3.84040 3.40861 3.40864

15 - - - - 3.42175 3.42218 3.16935 3.16952

35 - - - - 3.24705 - 3.08415 -

100 - - - - 3.12756 - 3.03136 -

where e𝑧 is the unit vector in the 𝑧 direction. We calculate 𝐾 for a range of Weissenberg numbers and mobility factors and compare 
our predictions with the literature. We consider three different mobility factors, 𝛼 = 0.001, 0.01, 0.1, and for each we investigate flow 
dynamics for Weissenberg numbers in the small and large limits. We also consider the case when 𝛼 = 0 which corresponds to the 
Oldroyd B model. The viscosity ratio is 𝛽 = 0.5 and the upwinding parameter is 𝛾 = 0.05 with simulations being run until the drag 
correction factor 𝐾 reaches a steady state. We use a constant time step Δ𝑡 = 0.001 and minimum mesh resolution of ℎ = 0.00396
which we found was sufficient to achieve numerical convergence. This mesh will be referred to as M. As can be observed in Table 1

excellent agreement is observed with values from the literature (Kynch and Phillips [22] and Knechtges [26]). We have agreement 
of up to three decimal places for all values of 𝐾 compared with the results for the Giesekus model in Knechtges [26], illustrating 
the power of the log-conformation formulation in simulating high Weissenberg number flows. The shear-thinning characteristics of 
the fluid increase with 𝛼. This explains the reduction in drag for large values of 𝛼 as a reduction in viscosity in regions of high fluid 
velocity will reduce the stress on the sphere. As the mobility factor decreases and converges to the Oldroyd B model, simulations break 
down at much lower Weissenberg numbers. The scheme is stable up until Wi = 2 for 𝛼 = 0.001, improving on the range of values 
reported in Knechtges [26] who presented results up to Wi = 1.6. One reason for numerical breakdown is the very large viscoelastic 
stresses that are generated and these become increasingly difficult to resolve numerically. Another possibility for breakdown could 
be the unsuitability of the Oldroyd B model for flows that have a significant extensional component since there is a singularity in the 
extensional viscosity for this model. For the sake of completeness, we include in the far left column in Table 1 drag values for 𝛼 = 0
i.e. the Oldroyd B model. We compare with the results of Kynch and Phillips [22] who performed a parametric study investigating 
how the drag varied with respect to the viscosity ratio and Reynolds number, among other values. We observe excellent agreement 
with the literature and successfully validate our framework for the Oldroyd B model. For mobility factors 𝛼 = 0.01 and 𝛼 = 0.1 we 
10

have unconditional stability with respect to Wi.
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Fig. 3. Plots of 𝜏𝑧𝑧 along 𝑟 = 0 for 𝑧 ∈ [−3, 6] (Figs. 3a and 3b) and 𝑢𝑟 − 𝑢𝑟 along 𝑧 = 0 for 𝑟 ∈ [1, 2] (Figs. 3c and 3d) for 𝛼 = 0.01. (For interpretation of the colours in 
the figure(s), the reader is referred to the web version of this article.)

4.2. Plots along paths

In Fig. 3 the axial normal polymeric stress component 𝜏𝑧𝑧 and the difference between the viscoelastic radial velocity 𝑢𝑟 and 
the Newtonian radial velocity 𝑢𝑟 are analysed. In Figs. 3a and 3b 𝜏𝑧𝑧 is plotted along 𝑟 = 0 from 𝑧 = −3 to 𝑧 = 6, including the 
circumference of the sphere, for low and high values of Wi, respectively. The low interval runs from Wi = 0.1 to Wi = 1 with 
increments of 0.1 while the large range includes Wi = 2, 5, 15, 35 and 100. For both low and high Wi, the behaviour of 𝜏𝑧𝑧 upstream 
of the sphere is very similar as the fluid has not undergone deformation. Along the circumference of the sphere, the polymeric stress 
increases with increasing Wi in the low limit but has the inverse relationship for the large limit, with 𝜏𝑧𝑧 decreasing for increasing 
Wi. Moving downstream of the sphere, we observe similar behaviour in 𝜏𝑧𝑧 in the low limit, with the polymeric stress gradually 
increasing with increasing Wi. The same behaviour is observed in the large limit, but now the polymeric stress reaches its maximum 
value downstream of the sphere rather than on the circumference of the sphere as it did in the low limit. This behaviour is observed 
for 2 ≤ Wi ≤ 100. It would appear that the explanation for this behaviour is the increase in Weissenberg number correlates with an 
increase in elastic forces within the fluid which cause the polymer molecules to stay extended for longer. As viscoelastic stresses take 
time to build up fully, the peak value attained by 𝜏𝑧𝑧 is transferred from the sphere surface to downstream in the wake with rising 
Wi. In addition to this finding, we observe that 𝜏𝑧𝑧 converges to a maximum value of 𝜏𝑧𝑧 ≈ 25 in the low limit. For Wi = 2 this value 
is maintained and then abruptly starts decreasing with rising Wi in the large limit. This suggests the existence of a turning point 
11

between Wi = 2 and Wi = 5 at which the overall value of 𝜏𝑧𝑧 on the sphere surface decreases rather than increases with rising Wi.
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Fig. 4. Schematic picture illustrating how an increase in Wi can cause a change in the angle at which the pressure gradient meets the sphere surface, leading to a 
velocity inflection.

Fig. 5. Profiles of 𝑝(𝑟,0), 1 ≤ 𝑟 ≤ 1.3, for (a) 𝛼 = 0.001 and (b) 𝛼 = 0.1, and 0.1 ≤ Wi ≤ 1.

Upon increasing the Weissenberg number, the polymeric stress gradients become increasingly small the closer we get to the 
surface of the sphere. As can be seen in Fig. 3b, there are small oscillations in the profile of 𝜏𝑧𝑧 at 𝑧 = 0 which are particularly 
noticeable for Wi = 35 and Wi = 100. Similar distortions in the stress profile for large Weissenberg numbers are visible downstream 
of the sphere. This is due to the increasingly large stresses generated along the axis of symmetry due to the large extensional rates 
and suggests finer mesh resolution is required in this region to resolve fully. Claus et al. [25] reported results with a similar overall 
physical interpretation as our own. Namely, Figure 5.8 in their simulations for the Oldroyd B viscoelastic model showed a constant 
increase in 𝜏𝑥𝑥 for rising Wi in the low limit. These qualitative comparisons imply that similar interpretations can be made about 
the polymeric stress between 2D Cartesian and 3D axisymmetric simulations. In Figs. 3c and 3d we illustrate how the radial velocity 
profile fluctuates from its Newtonian counterpart on the 𝑧 = 0 axis between 𝑟 = 1 and 𝑟 = 2 for Wi in the small and large limit. Fig. 3c 
indicates a larger departure from the Newtonian regime with increasing Wi, as expected. In both figures the viscoelastic profile is 
larger closer to the sphere surface and smaller closer to the upper channel wall. What can be discerned clearly is the difference 𝑢𝑟−𝑢𝑟
in Fig. 3c increases with increasing Wi. Furthermore, in Fig. 3d we reach a turning point between Wi = 2 and Wi = 5 where any 
further increase in Wi leads to a decrease in the difference. As a result, for Weissenberg numbers in the very large limit the radial 
profile appears to become more and more Newtonian. We attribute this to the decrease in polymeric stress seen in Fig. 3b which we 
can primarily attribute to shear-thinning behaviour of the Giesekus model.

Finally, we describe how the pressure 𝑝 varies over the axis 𝑧 = 0 between 𝑟 = 1 and 𝑟 = 1.3 and how this contributes to the onset 
of viscoelastic instability. Following from the work of Dou and Phan-Thien [10] and Claus et al. [25], the ratio of the energy gradient 
normal to the streamlines 𝜕𝐸

𝜕n
and the energy dissipation gradient in the streamwise direction 𝜕𝐻

𝜕s
is identified as a stability criterion 

for the flow. It is described as follows:

𝐼 =
𝜕𝐸∕𝜕n

𝜕𝐻∕𝜕s
=

𝜕𝑝

𝜕𝑟

1
𝑟̂

𝜕𝑝

𝜕𝜃̂

(50)

where we recast our axisymmetric cylindrical co-ordinate system (𝑟, 𝑧, 0) into a two-dimensional polar co-ordinate frame (𝑟̂, 𝜃̂). By 
exploiting basic trigonometry we note that 𝐼 can be calculated by considering the vector given by the pressure gradient and taking 
the arctangent of the angle 𝛾 given by the components of ∇𝑝 (see Fig. 4). Fig. 5a displays how the pressure varies along 𝑧 = 0 between 
12

1 ≤ 𝑟 ≤ 1.3 with respect to 𝛼 = 0.001 and Weissenberg numbers in the low limit (0.1 - 1) and Wi = 2. As we can see the increase 
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Fig. 6. Pressure contour plots for 𝛼 = 0.001: (a) Wi = 0.5, (b) Wi = 2.

in Wi corresponds to the angle 𝛾 increasing, which in turn increases the magnitude of 𝐼 . This deformation of the pressure contour 
continues until Wi = 2 when our numerical scheme diverges. The convergence of the pressure contours for larger Weissenberg 
numbers in Fig. 5a indicates a limiting value of 𝐼 exists for this problem, beyond which numerical schemes will diverge. The physical 
interpretation of the instability is that the extreme pressure variation leads to a velocity inflection on the top of the cylinder which 
is indicative of the conversion to a transient flow regime. Fig. 6 presents the pressure contour plots for 𝛼 = 0.001. We see in Fig. 6a 
for Wi = 0.5 that the pressure contours about the 𝑧 = 0 axis are only slightly distorted. In comparison to Fig. 6a, the situation in 
Fig. 6b is quite different. The contour about 𝑧 = 0 is very distorted, corresponding to a large value of 𝛾 and indicating the onset 
of viscoelastic instability. In fact, we believe the instability has already begun as the pressure is approaching a singularity on the 
downstream surface of the sphere. We concur with the findings of the literature and observe the same behaviour as being present 
in the axisymmetric problem for low mobility factors. As 𝛼 increases we move further away from the instabilities associated with 
the Oldroyd B model and into the more stable Giesekus regime. As a result Fig. 5b displays the same Weissenberg numbers but now 
for 𝛼 = 0.1. Increasing Wi here corresponds to 𝛾 becoming smaller which indicates the flow is less likely to become unstable. This is 
supported by the data in Table 1 indicating stable solutions for this mobility factor up to Weissenberg number 100. To conclude, we 
observe that the main stabilising factor for viscoelastic flow past a sphere is the introduction of shear-thinning dynamics in the flow 
that act to suppress viscoelastic instabilities.

4.3. Contour plots

In Figs. 7 and 8 the contours of the axial normal polymeric stress 𝜏𝑧𝑧 are presented. In the first of these, Fig. 7, we show how 𝜏𝑧𝑧
varies for Wi = 0.1, 0.5 and 1 and 𝛼 = 0.01. As we established in Section 4.2, 𝜏𝑧𝑧 reaches its maximum on the sphere surface in the 
low Wi limit. The value of this maximum also increases with increasing Wi and this behaviour can be clearly seen as well in Fig. 7. 
As the fluid deforms as it passes over the sphere, there is an increase of elastic stress. This elastic stress increases in magnitude as 
Wi increases since the fluid takes longer to return to its equilibrium state. Moreover, we can clearly see the formation of a stress 
boundary layer on the top of the sphere and also the formation of a smaller boundary layer on the upper channel wall. This is formed 
by fluid displaced by the sphere being impacted against the channel wall, increasing the polymeric stress in this region.

In Fig. 8, the value of Wi is fixed at Wi = 0.7 and the Giesekus mobility factor 𝛼 is varied. Fig. 8b is the most similar to the results 
shown in Fig. 7, where the axial polymeric stress 𝜏𝑧𝑧 is large and the subsequent stress contour extends far down into the wake. When 
𝛼 is increased from 𝛼 = 0.01 to 𝛼 = 0.1 the polymeric stress decreases everywhere as the fluid begins to relax. This is because the 
fluid becomes more inertia dominated and thins more rapidly due to shear. As expected, the reverse is true for when we decrease the 
mobility factor to 𝛼 = 0.001. In this case we approach the Oldroyd B model and the fluid becomes much less reactive to deformation 
dependent changes in viscosity. This means we have a more viscous fluid around the sphere which leads to an increase in the axial 
polymeric stress. This is especially noticeable on the surface of the sphere and the wall of the channel where stress boundary layers 
are formed.

5. Multi-phase flow

In this section, the multi-phase capability of our scheme is demonstrated, beginning with the 3D rising bubble benchmark problem 
of Hnat and Buckmaster [32]. Here we calculate rise velocities and inspect the interface of the bubble for both qualitative and 
quantitative confirmation. Next, we investigate the more complex case of axisymmetric viscoelastic rising bubble. Here we perform 
an analysis of the behaviour of these bubbles about critical volumes where a velocity jump discontinuity occurs. We validate our 
13

results by comparing the predicted rise velocities to those reported in the literature, namely the experimental work of Pilz et al. 
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Fig. 7. Contour plots of the 𝜏𝑧𝑧 component of the polymeric stress tensor for 𝛼 = 0.01 and different Weissenberg numbers.
14

Fig. 8. Contour plots of the 𝜏𝑧𝑧 component of the conformation tensor for Wi = 0.7 and different mobility factors.
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Fig. 9. Comparison between experimental and numerical predictions for the 3D bubble shape described in Section 5.1. a): Shadowgraph image of the experimental 
results from Hnat and Buckmaster [32]. b): Snapshots of an axisymmetric Newtonian rising bubble.

[19] and the numerical work of Bothe et al. [21]. We also analyse other bubble metrics such as sphericity, the centroid and the 
bubble interface. Qualitative agreement is also observed by modelling the negative wake velocity field and comparing normal stress 
contours between sub- and super-critical bubble volumes.

5.1. Newtonian rising bubble

The conservative level-set method is validated by considering the benchmark problem of a 3D rising bubble in a column of 
Newtonian fluid. We use as a benchmark the experimental work conducted by Hnat and Buckmaster [32] who investigated bubbles 
rising in the spherical cap regime. The authors provided snapshots of bubble shapes and terminal rise velocities for a range of 
parameter sets. In particular, comparisons are made with case A in Table 1, a shadowgraph image shown in Fig. 9a. This experimental 
work has been used to validate a large number of other multi-phase flow codes including those of Gueyffier et al. [37], Yokoi [38], 
and Xie et al. [31].

The computational set-up is as follows: a bubble of radius 𝑅 rises along the centre of a cylindrical pipe of radius 12𝑅 and height 
18𝑅. A locally refined mesh is used for 𝑥 ≤ 4𝑅 in order to guarantee a high degree of accuracy at low computational cost. In Fig. 9b 
we display snapshots of the bubble’s rise from rest at 𝑡 = 0 s until the end of the simulation time at 𝑡 = 0.3 s. The bubble rises under 
the action of buoyancy and the interface deforms into a cap shape due to the balance between pressure, viscous stress and interfacial 
tension forces on the interface. The mesh convergence study has been carried out for four different mesh resolutions. In Fig. 10c the 
experimentally observed terminal rise velocity is depicted and good agreement is found with our simulations. The coarsest mesh has 
resolution ℎ = 0.1𝑅 and the finest mesh has ℎ = 0.00125𝑅 with mesh convergence to a terminal rise velocity of 21.5 cm/s. Fig. 10a 
shows that there is little variation in the evolution of the centre of mass with respect to mesh size which is to be expected due to the 
very small change in terminal rise velocity observed in Fig. 10c. Finally, the sphericity factor given by the following expression:

𝑆 =
surface area of volume equivalent sphere

surface area of bubble
=

[
(6𝑉 )2 𝜋

] 1
3

𝐴
(51)

is a measure of how the bubble surface area differs from that of a perfect sphere, with 𝑆 = 1 indicating no difference. This is explored 
for different spatial resolutions in Fig. 10b, where a decrease in ℎ leads to a decrease in sphericity. This is due to an increase in 
refinement allowing bubble deformation to be captured more accurately.

5.2. Viscoelastic rising bubble

The viscoelastic fluid 0.8 wt.% Praestol 2500 is considered in this paper since it is the fluid that was used in the experimental 
work of Pilz et al. [19] to study bubble dynamics. The relevant material parameters for this fluid can be found in Table 1 of the 
aforementioned paper. In their experiments, a schematic of which can be viewed in Fig. 11b, a plexi-glass bubble generating chamber 
is attached below a larger test column in which the bubble rises. The ball valve is closed and liquid is removed from the chamber 
through a syringe and air rushes in through the capillary due to a pressure differential. The ball valve is then opened and the bubble 
is allowed to rise. The test column in which the viscoelastic fluid is contained measures 120 mm × 450 mm while the computational 
domain used in our work which is shown in Fig. 11a is a pipe of radius 30 mm and height 60 mm. The justification for the difference 
15

in scale is that extending the wall any further than 30 mm has negligible effects on bubble dynamics and 60 mm is high enough for 
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Fig. 10. Bubble metrics for the axisymmetric Newtonian rising bubble benchmark in Section 5.1.

Fig. 11. Schematics of the computational and experimental setup.

all the bubbles in our test range to reach their terminal velocity. This experimental set up has been used in the fully 3D numerical 
simulations of Yuan et al. [39] and Bothe et al. [21]. While exact comparisons cannot be drawn between our axisymmetric work and 
these examples from the literature, it will be shown that much of the same hydrodynamic phenomena is still present.

The simulations begin with a spherical bubble initiated at 𝑧 = 10 mm and terminate at a final time of 𝑡 = 0.4 s. A time-step of 
Δ𝑡 = 0.208 × 10−4 s is used. The exponential PTT constitutive model is used with parameter values 𝜁 = 0.12 and 𝜖 = 0.05, chosen 
in line with those used in Niethammer et al. [40]. The viscoelastic fluid modelled is Praestol 2500 (PAM) 0.8 wt.%. Rheological 
experiments and viscometric analysis were performed by Pilz and Brenn [19] and Niethammer et al. [40] respectively. As such, the 
solvent and polymeric viscosities considered for the model are 𝜂𝑠 = 0.03 Ns/m2 and 𝜂𝑝 = 1.483 Ns/m2 which are the same as those 
used by Niethammer et al. [40]. The total viscosity of the fluid is then 𝜂0 = 1.513 Ns/m2 which is approximately the same as the 
experimentally measured value from Pilz and Brenn [19]. The solvent viscosity is chosen to be larger than the real solvent viscosity 
which is reported to be 𝜂𝑠 = 0.001 Ns/m2. The reason the solvent viscosity is increased to the value used here and also in Niethammer 
et al. [40] is to maintain stability in the momentum equation by not allowing the hyperbolic polymeric stress term to dominate. The 
constitutive and level-set advection equations are stabilised by the SU and SUPG methods, respectively, with an upwinding parameter 
of 𝛾 = 0.1. This value is chosen to be larger than the one used in the single phase results in Section 4 for stability. We impose the 
condition that for each bubble volume considered, its diameter satisfies 𝑑 = 120ℎ. For the interface, we use a thickness of 𝜀 = 5

12ℎ
and perform three reinitialisation iterations with timestep Δ𝜏1 = 0.1ℎ. To mitigate numerical errors when calculating the normal to 
the interface, we perform three diffusion iterations with time step Δ𝜏2 = 0.1ℎ and use a diffusion coefficient of 𝐷 = 0.1ℎ. The effect 
of the choice of diffusion coefficient on the rise velocity and variation of bubble volume are shown in Fig. 12. As can be seen in 
Fig. 12 there is little variation in either the rise velocity or the volume of the bubble as a result of implementing the diffusion step. 
16

Furthermore, there is a minimal change as 𝐷 is increased to 𝐷 = 0.2ℎ.
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Fig. 12. Effect of the diffused interface approach for varying diffusion coefficients 𝐷 on a viscoelastic rising bubble of volume 𝑉 = 70 mm3 .

Fig. 13. (a) Influence of evolution of rise velocity on initial bubble volume, (b) comparison of dependence of steady state rise velocity on volume V with the 
experimental work of Pilz et al. [19] and the numerical simulations of Niethammer et al. [40] (reproduced by Bothe et al. [21]).

5.2.1. Bubble metrics

The most effective way of validating the accuracy of a numerical scheme when simulating viscoelastic rising bubbles is to take the 
volume averaged rise velocity and compare the terminal values to those gathered experimentally. These values can then be expressed 
on a log-log plot with volume on the 𝑥-axis and velocity on the 𝑦-axis, so that the jump discontinuity can be identified at the critical 
volume. Fig. 13a displays the rise velocities of all the bubbles in the range. For all bubbles the large increase in velocity at around 
𝑡 = 0.01 s is attributed to the dominant buoyancy forces. Exactly the same behaviour is exhibited in Newtonian fluids. Next, due 
to the increase in velocity and the fact that viscoelastic stresses have had enough time to build up, a rebound is exhibited where 
the rise velocity decreases to a local minimum dependent on bubble volume. This is observed to be around 𝑡 = 0.06 s but varies 
slightly with bubble volume. Once the viscoelastic stresses relax and begin to accumulate along the interface, namely the cusp at the 
rear of the bubble, the subsequent rise is dependent on whether the volume is sub-critical or super-critical. For 0.8 wt.% Praestol 
2500 the experimentally observed critical volume is found to be 𝑉𝑐 = 45.97957 mm3, represented by the black line in Fig. 13𝑏. For 
bubbles with 𝑉 < 𝑉𝑐 the bubble stays within a small region of this local minimum for the rest of its rise. On the other hand, for 
bubbles 𝑉 > 𝑉𝑐 another elastic rebound takes place as the viscoelastic stresses accumulate and phenomenological activity within the 
viscoelastic fluid thrusts the bubble upwards until a terminal velocity is reached. The time at which this terminal velocity is attained 
17

depends on bubble volume, but all the bubbles modelled in the super-critical regime will have reached it by 𝑡 = 0.3 s. As can be 
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Fig. 14. Velocity fields for (a) sub- and (b) super-critical bubbles at time 𝑡 = 0.3 s.

seen in Figs. 13a and 13b excellent quantitative agreement is found with the experimental results of Pilz et al. [19] and fully 3D 
simulations of Bothe et al. [21].

5.2.2. Negative wake

The structure of the velocity field differs greatly between sub- and super-critical bubbles. In Fig. 14 we show the velocity field at 
time 𝑡 = 0.3 s for bubble volumes 𝑉 = 40 mm3 and 𝑉 = 50 mm3. At this time instance, the sub-critical bubble has long since attained 
its terminal velocity and the super-critical bubble is just about to reach its value. In Fig. 14a the velocity field is reminiscent of a 
bubble rising in a Newtonian fluid at low Reynolds numbers. The velocity field is pointing vertically upward with dual vortices either 
side of bubble. The difference is a small region near the south pole of the bubble in which the velocity field appears to be pointing 
in the opposite direction. This behaviour is a result of the accumulation of viscoelastic stresses at the cusp of the bubble, however 
they are not large enough in magnitude to cause the phenomena we observe in Fig. 14b. Here, there are three distinct regions of 
flow visible. The upward region of flow in front of the bubble with dual vortices is roughly the same as the sub-critical case. Directly 
beneath the south pole of the bubble exists a large conical region of flow, in which the flow is in the opposite direction to the motion 
of the bubble and is known as the negative wake. Lastly, there is another set of vortices which are fed by the negative wake and 
result in fluid flowing into the interface of the bubble below the equator. This behaviour has been predicted experimentally and 
numerically, which makes it a good physical mechanism to confirm the validity of a numerical scheme.

The negative wake phenomenon has also been observed in solid spheres settling in viscoelastic fluids [41] which indicates that 
the deformation of the interface as the bubble rises is not a factor that initiates this behaviour in the velocity field. This means there 
is a complex synergistic effect between elasticity and viscosity which causes the polymer chains to take longer to relax and form a 
negative wake, for a larger bubble. The negative wake is also present for the sub-critical bubble but disappears as soon as it forms. 
In contrast the wake stays present for the remainder of simulation time for the super-critical case, indicating that the polymer chains 
never fully relax in the wake region. This is a specific observable hydrodynamic distinction between sub- and super-critical bubbles, 
indicating that the negative wake could be used to predict the jump discontinuity.

5.2.3. Normal stress fields

Surface plots of the normal polymeric stress components are shown in Figs. 15 and 16 respectively, together with grey isosurfaces 
of the bubble interface. We investigate how these fields vary between sub- and super-critical bubbles and for different time instances. 
The first time instance chosen is 𝑡 = 0.06 s which corresponds to the local minimum in the rise velocity. This is when viscoelastic 
stresses have built up and the fluid is resisting further deformation. The latter is 𝑡 = 0.3 s which corresponds to when all bubbles have 
reached their terminal velocity. In Fig. 15 the polymeric stress fields do not vary much between the sub- and super-critical volumes. 
The distribution of large volumes of 𝜏𝑟𝑟 is localised to the north pole, with smaller regions becoming more recognisable either side 
of the south pole. For 𝜏𝑧𝑧 the reverse is true with a region of large stress just beneath the south pole and smaller stress profiles either 
side of the north pole. This indicates the accumulation of viscoelastic stress at the south pole of the bubble leading to the formation 
of a cusp and the negative wake. Finally, for 𝜏𝜃𝜃 the distributions remain almost identical apart from an increase in magnitude and 
larger distribution of stress further down the interface for the super-critical case.

As time progresses the super-critical bubble experiences a large jump in rise velocity as the negative wake fully forms and the 
jump discontinuity phenomenon is exhibited. The butterfly-like distribution exhibited by 𝜏𝑟𝑟 extends down into the wake in Fig. 16d 
and can be observed to a lesser degree in Fig. 15d for the sub-critical case. Due to the presence of the negative wake in the super-

critical case, the region of negative values of this normal stress component extends much further into the wake in Fig. 16d. The 
region of large radial stress on the top of the bubble extends over more of the surface in both cases and is of much larger magnitude 
18

at the north pole in the super-critical case. The region of large axial normal stress just beneath the bubble becomes longer and 
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Fig. 15. Polymeric stress contour fields for the normal components of 𝝉 of a sub-critical bubble of volume 𝑉 = 40 mm3 . Figures a) - c) are at time 𝑡 = 0.06 s (local 
minimum velocity) while Figures d) - f) are at time 𝑡 = 0.3 s (terminal velocity).

thinner between Fig. 15c and Fig. 15f. This is due to the negative wake forming during the first snapshot and then relaxing for the 
remaining duration of the bubble rise. For the super-critical case, we can see the region of large stress extends much further into 
the wake in Fig. 16f compared to 16c. This indicates for both cases that the polymers are at their most extended state at 𝑡 = 0.06 s 
but the difference between sub- and super-critical bubble volumes is that the polymers stay in a more extended state for the latter 
case. The stress in the circumferential direction 𝜏𝜃𝜃 depicted in Figs. 15e and 16e has significant differences compared to before. 
While at 𝑡 = 0.06 s the stress looked very similar between the cases, here the super-critical stress is of much larger magnitude and 
the region of large stress extends much further around the bubble surface towards the south pole. This stretching of polymers in the 
circumferential direction and subsequent relaxation is what some papers in the literature cite as one of the main mechanisms in the 
velocity jump phenomenon [21]. Depending on the rate of transport of polymer molecules along the bubble surface, the hoop stress 
can generate a force either with or against the direction of rise. The theory of kinematic orientation and stretching is described by 
Bothe et al. [21] but to summarise, the faster the hoop stress relaxes, the greater the force that resists the rise of the bubble. This 
means that, as shown in Fig. 15e, the hoop stress deforms and relaxes quickly above the equator of the bubble, and therefore a jump 
is not exhibited. However as can be seen in Fig. 16e, the relaxation takes place further around the interface, south of the equator and 
generates an upward force which contributes to the velocity jump. It is also likely that the cusp is also formed by this mechanism, 
due to the high degree of stretching in the direction of the axis of symmetry just above where the cusp becomes very visible.

6. Conclusions

A mathematical framework and computational model has been presented for axisymmetric single- and multi-phase flows of 
Newtonian and viscoelastic fluids. In the case of viscoelastic fluids the constitutive equation is expressed in an alternative log-

conformation formulation which extends considerably the range of Weissenberg numbers for which numerical solutions are obtained. 
A novel version of the conservative level-set method is implemented for multi-phase flows in which a diffused normal calculation is 
used to enhance stability. These numerical techniques are combined within a robust finite element formulation, implemented in the 
open source finite element library FEniCS [33].

The single-phase axisymmetric viscoelastic model has been validated for the benchmark problem of flow past a sphere in a 
channel. The Oldroyd B and Giesekus models are considered, the latter for a range of mobility factors. We identify different behaviour 
in the low Weissenberg number limit (0.1 - 1) and the high limit (2 - 100). The normal axial polymeric stress is largest on the surface 
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of the sphere in the low limit but in the high limit there is more elastic deformation observed in the wake. This value of the polymeric 
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Fig. 16. Polymeric stress contour fields for the normal components of 𝝉 of a super-critical bubble of volume 𝑉 = 50 mm3 . Figures a) - c) are at time 𝑡 = 0.06 s (local 
minimum velocity) while Figures d) - f) are at time 𝑡 = 0.3 s (terminal velocity).

stress tensor monotonically decreases on the surface of the sphere for high Wi, indicating a relaxation of the polymers with increasing 
Wi. Excellent agreement with the literature is found for the calculated values of the drag correction factor. Following the contribution 
of Claus et al. [25] on the energy stability criterion associated with pressure contours, we show that the increasing distortion of the 
pressure along 𝑧 = 0 leads to an increase in the magnitude of the criterion 𝐼 until there is a velocity inflection. For the first time 
we show that this behaviour is present for Giesekus fluids with low mobility factors in an axisymmetric framework. However, as 𝛼
increases the computations become more stable and the pressure profiles become less distorted with no velocity inflection present.

The multi-phase axisymmetric model is used to study the benchmark problem of a rising bubble in both Newtonian and vis-

coelastic fluids. Excellent quantitative agreement is achieved with the experimental data of Hnat and Buckmaster [32] for the rise 
velocity of a bubble in a Newtonian fluid and qualitative agreement is obtained for bubble shapes. The viscoelastic fluid 0.8 wt.% 
Praestol 2500 is used as the basis for comparisons between numerical predictions and experimental measurements of the bubble 
rise velocity. Excellent quantitative agreement is achieved in determining the critical bubble volume at which a jump in bubble rise 
velocity occurs. The structure of the negative wake in super-critical bubbles is investigated and the influence of the normal stresses 
in generating the jump discontinuity is explored.

The axisymmetric model proposed in this paper is applicable to a wide range of problems in the field of multiphase computational 
fluid dynamics. For example, it could be used to model the extrusion of a viscoelastic jet and the formation of beads and satellite 
droplets [12]. In future work we would like to extend our model with the recent development of filament capturing method [42]

and also to account for fully 3D dynamics and to compare predictions with the axisymmetric model and experiments. This will allow 
us to investigate the extent of the range of validity of the axisymmetric assumption and also to study complex 3D multiphase flow 
problems.
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Appendix A. Governing equations in cylindrical polar coordinates for axisymmetric viscoelastic flow

Velocity gradient tensor

∇u =
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(A.1)

Rate-of-strain tensor

D (u) = 1
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Continuity equation
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Conservation of momentum
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Constitutive equation - log-conformation formulation
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Level set equation - advection
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Level set equation - reinitialisation
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Level set equation - diffusion
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