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Abstract

We investigate the impact and mitigation of extragalactic foregrounds for the cosmic microwave background
(CMB) lensing power spectrum analysis of Atacama Cosmology Telescope (ACT) data release 6 (DR6) data. Two
independent microwave sky simulations are used to test a range of mitigation strategies. We demonstrate that
finding and then subtracting point sources, finding and then subtracting models of clusters, and using a profile bias-
hardened lensing estimator together reduce the fractional biases to well below statistical uncertainties, with the
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inferred lensing amplitude, Alens, biased by less than 0.2σ. We also show that another method where a model for
the cosmic infrared background (CIB) contribution is deprojected and high-frequency data from Planck is included
has similar performance. Other frequency-cleaned options do not perform as well, either incurring a large noise
cost or resulting in biased recovery of the lensing spectrum. In addition to these simulation-based tests, we also
present null tests on the ACT DR6 data for sensitivity of our lensing spectrum estimation to differences in
foreground levels between the two ACT frequencies used, while nulling the CMB lensing signal. These tests pass
whether the nulling is performed at the map or bandpower level. The CIB-deprojected measurement performed on
the DR6 data is consistent with our baseline measurement, implying that contamination from the CIB is unlikely to
significantly bias the DR6 lensing spectrum. This collection of tests gives confidence that the ACT DR6 lensing
measurements and cosmological constraints presented in companion papers to this work are robust to extragalactic
foregrounds.

Unified Astronomy Thesaurus concepts: Cosmology (343); Large-scale structure of the universe (902); Weak
gravitational lensing (1797); Cosmic microwave background radiation (322)

1. Introduction

Gravitational lensing provides a relatively direct method of
probing the matter distribution in the universe, an otherwise
challenging task given the domination of dark matter over
visible matter. By measuring lensing statistics, we can therefore
constrain the properties of dark energy and neutrinos by
modeling their impact on the statistics of the matter distribution
across a wide range in redshift. The cosmic microwave
background (CMB) is a useful source of photons for lensing
since its statistics in the absence of lensing are close to
Gaussian and isotropic. Furthermore, we know its redshift
precisely, which is required for inference since the strength of
lensing depends on source redshift. The deflection of CMB
photons by lensing, induced by a given realization of the matter
field, breaks the statistical isotropy of the CMB, generating an
off-diagonal covariance between Fourier modes. This can be
used to construct quadratic estimators for the lensing
convergence, which is closely related to the projected matter
density field (see Lewis & Challinor 2006 for a review of CMB
lensing).

One of the main challenges in robust CMB lensing
estimation comes from the presence of other secondary
anisotropies, i.e., physical processes between us and the
surface of last scattering that generate millimeter radiation
(such as emission from dusty galaxies and radio sources) or
scatter the CMB photons, such as the thermal and kinematic
Sunyaev–Zel'dovich (henceforth tSZ and kSZ, respectively)
effects. These sources of statistical anisotropy can bias the
lensing reconstruction. Fortunately, various methods have been
developed that mitigate these effects.

First, the frequency dependence of these foregrounds can be
exploited to project out a given spectral energy distribution
(SED) or, equivalently, form linear combinations of individual
frequency maps that null a given SED (e.g., Remazeilles et al.
2011; Madhavacheril & Hill 2018). High signal-to-noise ratio
(S/N) point sources and clusters can be detected using a
matched-filter approach (e.g., Haehnelt & Tegmark 1996;
Staniszewski et al. 2009), for which models can be fitted and
subtracted, or regions around these detections can be masked or
“inpainted” (e.g., Bucher & Louis 2012). All of these methods
aim to remove the contaminating contributions of foregrounds
to the maps entering the lensing reconstruction.

Second, there are methods developed for lensing estimation
specifically that amend the usual quadratic estimator for lensing
reconstruction to reduce sensitivity to foregrounds. The quadratic
estimator reconstructs lensing potential modes, f(L), by averaging
over pairs of temperature modes, T(l)T(L− l). Bias hardening

(Namikawa & Takahashi 2014; Osborne et al. 2014; Sailer et al.
2020) involves amending the estimator such that it has zero
response to the mode coupling generated by, for example,
Poisson-distributed sources. Finally, the shear estimator has
recently been developed by Schaan & Ferraro (2019) (and
generalized to the curved sky by Qu et al. 2023). This estimator
uses only the quadrupolar contribution to the coupling between
observed CMB Fourier modes induced by lensing, which is
largely unaffected by extragalactic foregrounds (Schaan &
Ferraro 2019).
We note here that extragalactic rather than Galactic

foregrounds are the focus of this paper. Galactic dust
contamination falls sharply at small scales (high l), and the
accompanying lensing power spectrum estimation in Qu et al.
(2024) uses CMB modes at l> 600 only, which should ensure
minimal contamination from Galactic foregrounds (Challinor
et al. 2018; Beck et al. 2020). Qu et al. (2024) also demonstrate
that the measured lensing power spectrum is stable to using an
even more conservative lmin. Furthermore, unlike extragalactic
foregrounds, we can use the large-scale anisotropy of Galactic
foregrounds (they are much higher in amplitude close to the
Galactic plane) to test sensitivity. If the lensing power spectrum
measurement was significantly biased by Galactic foregrounds,
that bias would be highly sensitive to the strictness of the
Galactic mask used; however, Qu et al. (2024) demonstrate that
the measured lensing power spectrum is very stable to using a
more conservative Galactic mask than the baseline choice.
In recent years the Planck satellite has provided the data for

the state-of-the-art CMB lensing reconstruction and (auto-)
power spectrum measurements (Planck Collaboration et al.
2020a; Carron et al. 2022), building on initial detections of
CMB lensing cross-correlations with Wilkinson Microwave
Anisotropy Probe satellite data (Smith et al. 2007; Hirata et al.
2008), and the lensing (auto) power spectrum by the ground-
based Atacama Cosmology Telescope41 (ACT) and the South
Pole Telescope42 (SPT) (Das et al. 2011; van Engelen et al.
2012; see, e.g., Omori et al. 2017; Sherwin et al. 2017; Wu
et al. 2019; Bianchini et al. 2020; Millea et al. 2021 for
subsequent analyses from these experiments). Much larger
telescopes and detector arrays are feasible for ground-based
experiments, allowing for higher-resolution, lower-noise
observations. With enhanced instrumentation, ACT and SPT
data can now achieve comparable statistical power to Planck.

41 https://act.princeton.edu/
42 https://pole.uchicago.edu/public/Home.html
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Meanwhile, the upcoming Simons Observatory43 SO and the
planned CMB-S444 (Abazajian et al. 2016) will further increase
sensitivity, especially in polarization.

However, these data come with challenges in controlling
foregrounds. First, the higher CMB l-modes (i.e., smaller
angular scales) accessible with these experiments are more
contaminated by certain extragalactic foregrounds, especially
dusty galaxies and the SZ effects (see, e.g., Osborne et al.
2014; van Engelen et al. 2014). Ground-based experiments also
have reduced frequency coverage at these high CMB multi-
poles compared to that leveraged by Planck to perform
multifrequency cleaning (Planck Collaboration et al. 2020c);
for this analysis we use only f090 (77–112 GHz) and f150
(124–172 GHz) frequency bands from ACT.

The aforementioned analyses of previous ground-based data
(e.g., Wu et al. 2019; Sherwin et al. 2017) achieved lensing
power spectrum precision of 5%, and thus the demands on
the systematic uncertainties were lesser than for the ACT data
release 6 (DR6) data (which achieve 2% precision), meaning
that potential residual foreground biases at the few percent
level (generally after masking or inpainting sources and SZ
clusters) were not catastrophic. This lesser precision enabled,
e.g., Sherwin et al. (2017) to marginalize over simulation-
informed foreground contamination templates with 3% (on
Alens) systematic uncertainty. With ACT DR6 data, this
approach would significantly inflate the cosmological para-
meter uncertainties, so more robust quantification and mitiga-
tion (e.g., the use of bias hardening) of foreground biases are
required.

We argue in the following that we can effectively mitigate
such extragalactic foreground biases in ACT DR6 data,
enabling robust lensing power spectrum measurements and
cosmological inference, as described in companion papers Qu
et al. (2024) and Madhavacheril et al. (2024). In Section 2, we
briefly cover relevant formalisms for lensing quadratic
estimators (including bias-hardening and frequency-cleaned
estimators) and for quantifying biases from extragalactic
foregrounds. In Section 3, we describe the ACT DR6 data
and give a brief overview of the DR6 lensing analysis of Qu
et al. (2024) to provide context for the subsequent foreground
bias estimates. In Section 4, we describe the microwave-sky
simulations used to test our mitigation strategies, and in
Section 5 we present predicted biases from these simulations.
In Section 6, we present null tests performed on the DR6 data,
which test for sensitivity to the difference in foreground biases
for the two ACT frequency channels used, and present
consistency of a cosmic infrared background (CIB) deprojected
analysis with our baseline analysis. We present our conclusions
in Section 7.

2. Formalism and Methods

We briefly describe the formalism associated with the (bias-
hardened) quadratic estimators and multifrequency cleaning
approaches used in this work. Note that we focus on the CMB
temperature field, since we assume that polarization is not
affected by extragalactic foregrounds—certainly we do not
expect fields such as the tSZ effect and CIB to be polarized at a
significant level for our observations, and any bright polarized

sources in the DR6 data are subtracted or masked and inpainted
(Qu et al. 2024; S. Naess et al. 2024, in preparation).

2.1. Quadratic Estimator

We use throughout the quadratic estimator (Hu & Oka-
moto 2002), using the curved-sky calculations implemented in
FALAFEL45 and the normalization and reconstruction noise
calculations implemented in TEMPURA.46 For simplicity, we
will present in the text the flat-sky equations, where the
quadratic estimator for Fourier mode L of the lensing potential,
fL, is given by (e.g., Hanson et al. 2011)

ˆ
( )

( )
∣ ∣

l
A

d f T T

C C

1

2 2
, 1L L

L l l L l

L ll

2

2
,
tot totòf

p
= f -

-

with the normalization factor AL
f given by

⎡

⎣
⎢

⎤

⎦
⎥( )

( )
∣ ∣

l
A

d f

C C2 2
2L

L l

L ll

2

2
,

2

tot tot

1

ò p
=f

-

-

and

˜ · ˜ · ∣ ∣ ( )∣ ∣l L L L lf C C . 3L l L ll, = + --

Here C̃l is the lensed CMB temperature power spectrum, while
Cl

tot is the total observed CMB power spectrum (i.e., including
noise). It is also common to work with the convergence, κ (and
its power spectrumCL

kk), instead of the lensing potential, which
is simply related to f via

( ) ( )L L 1 2. 4L Lk f= +

The power spectrum of the reconstruction has what is known
as an N0 bias, which is the expectation for the quadratic
estimator operating on a Gaussian, statistically isotropic field
with the same power spectrum as the lensed CMB (i.e., in the
absence of the statistcal anisotropy induced by lensing). For the
basic, temperature-only, quadratic estimator described here, N0

is equal to AL
f. N0 can be calculated analytically or from

simulations and subtracted off. The realization-dependent N0

(RDN0) method of Hanson et al. (2011) and Namikawa et al.
(2013) minimizes the impact of small differences between the
CMB power spectrum assumed in the N0 calculation and the
true CMB power spectrum in the data.

2.2. Foreground Biases

Foregrounds perturb the CMB temperature, TCMB, as

( ) ( ) ( ) ( )l l lT T T . 5CMB
fg= +

Denoting a quadratic estimator (see Equation (1)) on two
temperature maps A and B as Q(TA, TB), the contamination of

ˆ ˆ
CL

ff is (e.g., Osborne et al. 2014; van Engelen et al. 2014)

( )
( ) ( )

( ) ( ) ( )

ˆ ˆ
C Q T T

Q T T Q T T

Q T T Q T T

2 ,

4 , ,

, , , 6

L L

L

L

fg fg

fg
CMB

fg
CMB

fg fg fg fg

fD = á ñ

+ á ñ

+ á ñ

ff

where we have made the subtitution Q(TCMB, TCMB)= f in the
first line. The first and second terms are known as the primary

43 https://simonsobservatory.org/
44 https://cmb-s4.org/

45 https://github.com/simonsobs/falafel
46 https://github.com/simonsobs/tempura
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and secondary bispectrum terms, respectively, since they
depend on bispectra involving Tfg and f (in the secondary
bispectrum case the f-dependent term arises from the presence
of one TCMB in each of the quadratic estimators). The third term
is known as the trispectrum contribution, since it depends only
on the trispectrum of Tfg. Given a simulation of Tfg and f, we
can estimate these terms individually, and without noise from
the primary CMB, following Schaan & Ferraro (2019) and
briefly summarized here: The primary bispectrum term is
computed directly as in the first line of Equation (6), using the
true f-field for the simulation. Noise on the secondary
bispectrum estimate is reduced greatly by using the difference

( ) ( ) ( ) ( )Q T T Q T T Q T T Q T T, , , ,L L
fg

CMB
fg

CMB
fg

CMB
fg

CMBá ñ - á ¢ ¢ ñ , where
TCMB¢ is formed from the same unlensed CMB as TCMB, but
lensed by an independent κ field. The estimator for the
trispectrum term in Equation (6) has an “N0 bias” (the
disconnected trispectrum) that we subtract;47 this is given by

( )
( ) ( )

( )∣ ∣

∣ ∣

l
N A

d f C C

C C2 2
. 7L

L l L l

L l
L

l

l

0,fg 2
2

2
,

2 fg fg

tot tot 2ò p
= f -

-

Note that the integral here is the same as for AL
f, but replacing

Cl
tot with ( )C Cl l

tot 2 fg.

2.3. Bias-hardened Estimators

In general, a bias-hardened estimator for a field xL in the
presence of a contaminant yL is (Namikawa et al. 2013;
Osborne et al. 2014; Sailer et al. 2020)

ˆ ˆ
( )

( )x
x A R y

A N R1
, 8L

L L L L

L L L

x xy

x y xy 2
=

-
-

where x̂L is the nonhardened estimator, given by
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-

and ŷL is defined analogously. Rxy is the response of the
estimator for field x to the presence of field y and is given by
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L l L l
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, ,
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AL
x is the estimator normalization, given by R1 L

xx. Here f x and
f y are functions that describe the mode coupling induced in the
observed CMB by the fields x and y. For lensing, this is given
by Equation (3), while for point sources it is a constant. Sailer
et al. (2020) showed that this method can also harden against
Poisson-distributed sources with some (Fourier space) radial
profile u(l) (with unknown amplitude), in this case,

( ) ( )
( )

( )l L l
L

f
u u

u
. 11l L l, =

-
-

Sailer et al. (2023) further demonstrate that good performance
can be achieved even with an imperfect choice profile (e.g.,
CIB is mitigated even when using a profile chosen for tSZ).

Since we are effectively deprojecting modes that contain
some information on lensing, there is a noise cost to doing bias
hardening (for the DR6 lensing analysis presented in Qu et al.
2024 it is ∼10%), with the N0 of the bias-hardened estimator
given by

( ( ) ) ( )N N N N R1 . 12x x x y xy0, ,BH 0, 0, 0, 2= -

When computing the foreground trispectrum contamination,
we again need to subtract an N0 contribution (via the last term
in Equation (6)), given by

( ) ( )
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where N0,fg is given by Equation (7) (and is also equal to
( )A RL L

x xx2 ,fg),
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2

2
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fg fg
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and Cl
fg is the power spectrum of the foreground-only

temperature field.

2.4. Frequency-cleaned, Asymmetric and Symmetrized
Estimators

Even for the temperature-only case, we need not use the
same two maps in our quadratic estimator for the lensing
potential; we can also use two temperature maps that have had
different levels of foreground cleaning applied, which can
result in a better bias−variance trade-off than using the same
(noisy) frequency-cleaned temperature map in both legs of the
quadratic estimator. Indeed, if just one of the maps has zero
foreground contamination, we might expect the quadratic
estimator to be unbiased by foregrounds in cross-correlation
with the true convergence field or some tracer of it (see Hu
et al. 2007; Madhavacheril & Hill 2018; Darwish et al. 2021).
However, the secondary bispectrum contribution to the auto-
power spectrum of the reconstruction is not removed in
general.
The standard quadratic estimator in Equation (1) is not

symmetric when two different temperature maps are used, i.e.,
( )Q X Y,XYf = is not in general equal to ( )Q Y X,YXf = , for

X≠ Y. Darwish et al. (2023) therefore propose using a
minimum-variance linear combination of the two asymmetric
estimators:

⎜ ⎟
⎛
⎝

⎞
⎠

( ) ( )
( )
( )

( )L W L
L
L

, 15XY

YX
symf

f
f

=

where W(L) is some weight matrix. We define the matrix

⎜ ⎟
⎛
⎝

⎞
⎠

( ) ( ) ( )
( ) ( )

( )L
L L

L L
N

N N

N N
, 16

XYXY XYYX

YXXY YXYX
0

0, 0,

0, 0,
=

where N0,ABCD(L) is the variance of the lensing reconstruction
power spectrum for the general case of the cross-correlation of
lensing reconstructions fAB and fCD, derived from CMB
temperature maps A, B, C, D (see end of Section 2.1 for
discussion of N0).
Then, the normalized minimum variance W(L) is given by

( ) ( )
∣ ∣( )

( )LW
N

N N N
, 17

XYXY YXYX

0 1

0 0, 0,
=

-

-47 Note that in a real data analysis this would be accounted for by the RDN0
correction described above, in the usual case where, after some foreground
mitigation, foreground power is subdominant to CMB power.
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where we have used that N0,XYYX=N0, YXXY. We shall refer to
this as the D21 estimator.

3. ACT DR6 Data and Lensing Power Spectrum Analysis

We briefly describe the ACT DR6 data and how they are
used for the lensing power spectrum analysis described in Qu
et al. (2024) and Madhavacheril et al. (2024), including
summarizing the baseline foreground mitigation, which will
provide useful context for our description of the simulation
processing in Section 4.2.

ACT DR6 includes maximum likelihood maps at 0. 5¢ pixel
scale. The lensing power spectrum measurement (Qu et al.
2024) that this paper aims to support uses the first science-
grade version of the ACT DR6 maps, labeled dr6.01 and
generated from observations performed between 2017 May and
2021 June.48 For the lensing analysis, we use the f090 band and
f150 band data (with central frequencies ∼97 and ∼150 GHz,
respectively). For each frequency, for temperature (T) and
polarization data (Q and U), an optimal coadd (including data
taken during the daytime not used in the lensing analysis) is
generated, and a point-source catalog is generated using a
matched-filter algorithm. These point-source catalogs are used
to subtract point-source models from each single-array map49

before they enter a weighted coaddition step in harmonic space,
with weights given by the inverse noise power spectrum of a
given map (see Section 4.6 of Qu et al. 2024 for further details).
In addition, for the temperature data in our baseline approach,
we subtract a map that models the tSZ contributions from
detected clusters, which is a superposition of the best-fit
templates inferred by the matched-filter cluster-finding code
NEMO50 (Hilton et al. 2021), for S/N > 5 detections (see
Hilton et al. 2021; Section 2.1.3 of Qu et al. 2024).

The lensing reconstruction and power spectrum estimation
are performed using the “cross-correlation-only” estimator of
Madhavacheril et al. (2021), with our implementation using
maps constructed from four independent splits of the DR6 data.
The final lensing power spectrum estimate is constructed by
combining the various different estimators one can form from
using a different one of the four independent data splits in each
of the four legs of the lensing power spectrum estimator (see
Section 4.8.1 of Qu et al. 2024). We use a “minimum-
variance”51 (henceforth MV) lensing reconstruction that
combines temperature and polarization information via a
weighted sum of the reconstructions from all pairs

[ ]XY TT TE TB EE EB, , , ,Î :

ˆ ( ) ˆ ( ) ( )L Lw , 18
XY

XY
ABMV åf f=

with weights given by the inverse of the normalization
(Equation (2) for the TT case).

Through the tests described in this paper, we arrive at a set of
foreground mitigation analysis choices for the baseline ACT
DR6 lensing analysis, which we summarize briefly here:

1. Models for S/N > 4 point sources are subtracted from
each map entering the coadd. This helps mitigate the
impact of radio point sources and the brighter among the
dusty galaxies that constitute the CIB.

2. A cluster tSZ model map, generated from cluster
candidates identified by the NEMO code, is subtracted
from each frequency map (see Section 4.2 for more
details).

3. A bias-hardened estimator is used for the TT contribution
to the ˆ ( )L

MVf estimate, with profile proportional to
( )Cl

tSZ 0.5, where Cl
tSZ is the tSZ power spectrum, which

we estimate from the WEBSKY simulations (see
Section 2.3 for discussion of bias hardening). We will
refer to this estimator as the profile-hardened estimator.

4. Simulations and Processing

In this section, we use two extragalactic microwave-sky
simulations (described in Section 4.1), to make predictions for
biases caused by contamination due to extragalactic fore-
grounds to the estimated lensing power spectrum.

4.1. Microwave-sky Simulations

Given the multiple complex astrophysical processes that
distort or contaminate the observed CMB, we start by
predicting biases in the estimated lensing power spectrum
from cosmological simulations that attempt to model the
nonlinear, correlated fields that constitute extragalactic fore-
grounds. We use two such simulations: the WEBSKY simula-
tions (Stein et al. 2020), and the simulations from Sehgal et al.
(2010), which we will refer to as the S10 simulations.
The WEBSKY simulation is built on a full-sky dark matter

halo catalog based on a 600 (Gpc/h)3 mock matter field
generated using the fast “mass-Peak Patch” algorithm (Stein
et al. 2019). CIB is generated using a halo model with
parameters fit to Herschel power spectrum measurements (see
Shang et al. 2012; Viero et al. 2013 for details). Gas is
distributed around halos by assuming spherically symmetric,
parametric radial distributions from Battaglia et al. (2012),
which are then used to model the kSZ effect and the Compton-y
field. Maps of radio emission from galaxies are also generated
using a halo model, as described in Li et al. (2022).
The S10 simulation is built on a 1 h−1 Gpc N-body

simulation, with lensing quantities calculated via ray-tracing.
Gas is added to the dark matter halos without assuming
spherical symmetry (following Bode et al. 2007), allowing for
additional complexity in the SZ observables relative to
WEBSKY. Radio sources and infrared galaxies are added using
halo occupation distributions tuned to a variety of multi-
wavelength observations (see Sehgal et al. 2010 for details).

4.2. Simulated ACT DR6 Maps

In order to generate realistic estimates of the contamination
of the ACT DR6 lensing power spectrum due to extragalactic
foregrounds, we need to perform some preprocessing of the
microwave-sky simulations described in Section 4.1, such that
they have some of the same observational properties as the real
ACT data.

48 Since these maps were generated, the ACT team has made some refinements
to the mapmaking that improve the large-scale transfer function and
polarization noise levels and include data taken in 2022. The team expects to
use a second version of the maps for the DR6 public data release and for further
lensing analyses.
49 That is, each map corresponding to a portion of the data observed by a given
detector array at a certain frequency.
50 https://nemo-sz.readthedocs.io/en/latest/
51 This is in quotes because our implementation does not take into account all
cross-correlations between pairs AB in Equation (22); see Qu et al. (2024) for
more details.
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1. We generate (in differential CMB temperature units) a
total foreground map (for each frequency) by summing
the contributions from the tSZ, kSZ, CIB, and radio point
sources. We neglect the dependence of the foreground
components across the ACT passbands (since we only
have simulation outputs at a small number of discrete
single frequencies) and simply choose the simulated
frequency closest in frequency to 90 and 150 GHz (93
and 145 GHz for WEBSKY, 90 and 148 GHz for S10).
This is a reasonable approach given that there is
theoretical uncertainty in the foreground components
studied here that is larger than the ( )10% errors induced
by neglecting the passbands. Fortunately, as we will
show, the residual biases (as a fraction of the lensing
signal) after foreground mitigation are at the percent
level; hence, the dependence across passbands is only
relevant at the ( )0.1% , well below our current statistical
precision.

2. We then add a realization of the CMB, lensed by the
appropriate κ field.

3. We then convolve with a Gaussian beam appropriate for
the frequency (with FWHM= 2 2 and 1 4 for 90 and
150 GHz, respectively), convert the maps to the plate
carrée cylindrical (CAR) pixelization used for ACT data
and pipelines, and add a random realization of the
instrumental noise, approximated as being Gaussian with
the spatially varying inverse variance estimated for the
DR6 day+night coadded data52 (see S. Naess et al. 2024,
in preparation).

4. We input these simulated maps to the matched-filter
source- and cluster-finding algorithms implemented by
NEMO. For each frequency, we initially run NEMO in
point-source-finding mode with an S/N> 4 threshold,
which outputs a point-source catalog that can be used to
generate a point-source model map.

5. We then run NEMO in cluster-finding mode, jointly on the
90 and 150 GHz maps. The matched-filter templates are a
range of cluster model templates, in this case based on the
universal pressure profile of Arnaud et al. (2010).53 A
total of 15 filters with different angular sizes are
constructed by varying the mass and redshift of the
cluster model (see Hilton et al. 2021 for details). The
point-source catalogs from the previous steps are used to
mask point sources during the cluster finding. This
outputs a catalog of candidate clusters with estimated S/
N and best-fit cluster model template (with the best-fit
redshift and halo mass simply those of the best-fit
template).

For the baseline DR6 lensing analysis, models for both the
point-source and tSZ cluster contribution are subtracted at the
map level. We therefore perform this model subtraction on the
foreground-only maps that are required for the foreground bias
estimator used here (described in Section 2.2).

We present in the appendices two variations on this
procedure to address concerns about its accuracy. First, for
both simulations, we have limited volume, so the bias estimates
we obtain may contain significant statistical uncertainty due to
the limited area of the foreground-only maps used, especially
after applying the fsky∼ 0.3 DR6 analysis mask. In Appendix C
we present foreground bias estimates from a version of the
WEBSKY simulations rotated such that a nonoverlapping region
of the simulation populates the DR6 mask. The foreground
biases are consistent, implying that cosmic variance is not an
important contributor to uncertainty in the foreground bias
estimates presented here.
Second, we note that the noise model assumed above is

rather simplified; while it probably includes the small-scale
noise important for cluster and source finding fairly well (and
note that it is only at these steps in our foreground bias
estimation that the noise fields are used), it does lack larger-
scale noise correlations due to the atmosphere that may be
important, e.g., when it comes to detecting large, low-redshift
clusters.54 We demonstrate in Appendix B that our bias results
are insensitive to using a noise model that includes large-scale
correlations.
We note here also that while cluster and point-source model

subtraction should mitigate the tSZ effect and CIB, respec-
tively, we do not implement a specific mitigation scheme for
the kSZ effect. However, it is included in our simulations, so it
will contribute to the foreground bias estimates presented here,
and it is not expected to generate a significant bias at ACT DR6
accuracy levels (Ferraro & Hill 2018; Cai et al. 2022).

4.3. Adding Planck High-frequency Data and Harmonic ILC

In addition to our baseline approach, which uses only ACT
maps to estimate the lensing (specifically the f090 and f150
data), we also investigate a frequency cleaning approach where
we include high-frequency data from Planck (353 and
545 GHz), where the CIB is brighter. To reduce the information
on the primary CMB coming from Planck (i.e., to make this a
lensing measurement that is mostly independent of Planck
CMB information), we do not include lower-frequency
Planck data.
To simulate the Planck data, we generate the total fore-

ground-only maps at the Planck frequencies and apply a point-
source flux threshold of 304 and 555 mJy to the 353 and
545 GHz channels, respectively (taking these thresholds from
Table 1 of Planck Collaboration et al. 2016). We apply the
ACT DR6 analysis mask to isolate the same sky area for the
ACT and Planck data. Note that for the S10 simulations no
545 GHz data were generated; therefore, we simply scale the
353 GHz CIB simulation using an SED (Madhavacheril et al.
2020) defined as

⎜ ⎟
⎛
⎝

⎞
⎠

( ) ( ) ( )f
h k T

dB T

dTexp 1

,
, 19

T
CIB

3

B CIB

1

CMB

n
n

n
n

µ
-

b+ -

where β= 1.2, TCIB= 24 K, and B(ν, T) is the Planck function.
Note that since the CIB does not exactly follow such an l-
independent spectrum, the use of this rescaling could

52 Note that this is the noise level of the maps used for source and cluster
finding, while the DR6 lensing analysis uses only nighttime observations,
which have higher noise. However, the method used here for calculating
foreground biases does not require simulating the latter noise level.
53 We note here that this is not the same theoretical model for the tSZ profile
used in constructing the WEBSKY simulations (which used Battaglia et al.
2012); the fact that we find that tSZ biases in WEBSKY are well under control
encourages us that our foreground biases are not very sensitive to the
theoretical cluster profile assumed when detecting and subtracting models for
clusters.

54 There has been extensive recent work on realistic noise simulations for
single-array maps by Atkins et al. (2023); however, we did not have access to
realistic noise simulations for the deep coadds used for source and cluster
detection during this work. Hence, we perform the sensitivity test outlined in
Appendix B.
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underestimate foreground biases in tests of CIB deprojection on
the S10 simulations; however, the WEBSKY simulations do
have a more realistic 545 GHz channel. As for the other
foreground components, the tSZ effect can be accurately scaled
to 545 GHz with SED

( )f
h

k T

e

e

1

1
4, 20

h k T

h k TtSZ
B CMB

B CMB

B CMB

n
µ

+
-

-
n

n

where kSZ is frequency independent in CMB units, and radio
point sources can be assumed to have negligible flux
contribution at 545 GHz (Dunkley et al. 2013).

We produce a harmonic-space internal linear combination
(ILC; see, e.g., Remazeilles et al. 2011; Madhavacheril et al.
2020) of the maps that minimizes the variance of the output
maps and additionally deprojects one or more foreground
components by assuming an l-independent SED for those
foreground components.55 We use the same point-source and
tSZ cluster-subtracted ACT maps as in our baseline analysis,
while the Planck maps are only point source subtracted. We
investigate below the deprojection of the CIB and/or the tSZ
effect, with SEDs given by Equations (19) and (20),
respectively. Again, we note that the assumption of an l-
independent SED is only approximate in the case of the CIB.
Minimizing the variance requires providing total power and
cross-spectra for all the input maps; we construct these for
frequencies i and j as

( )C C C N , 21l ij l l ij ij l i,
total cmb

,
fg

,d= + +

where Cl ij,
fg is the foreground (cross-)spectrum estimated from

the simulation foreground-only maps and Nl,i is the noise-only
power spectrum, estimated from ACT DR6 noise simulations
and the Planck noise-only simulations56 provided with the
NPIPE maps (Planck Collaboration et al. 2020b). Note that
since we do not use signal power spectra measured directly
from simulated maps containing lensed CMB signal, we will
not incur any ILC bias (Delabrouille et al. 2009), which comes
from the down-weighting of modes with high signal variance
that can occur in an ILC. When generating ILC maps on the
real DR6 data, we do use power spectra measured directly from
the data, but we apply aggressive smoothing to avoid this ILC
bias.57

5. Simulation Results: Foreground Biases to the Lensing
Power Spectrum

Below we present our simulation-derived predicted biases
due to extragalactic foregrounds,

ˆ ˆ
CLD ff. We calculate this

following the methodology of Schaan & Ferraro (2019), who
outline how each of the terms primary bispectrum, secondary
bispectrum, and trispectrum can be estimated from simulations
without noise due to the CMB or instrument noise realization.
The total bias is then simply the sum of these terms (see
Equation (6)).

We estimate foreground biases for the temperature-only
case, as well as for our MV estimator, which is the power
spectrum of ˆ ( )L

MVf , a lensing reconstruction that uses both
temperature and polarization data, given by a weighted sum of
the reconstructions from all pairs [ ]AB TT TE TB EE EB, , , ,Î :

ˆ ( ) ˆ ( ) ( )L Lw 22
AB

AB
ABMV åf f=

(see Qu et al. 2024 for the exact details of these weights in the
bias-hardened case).
We weight each ˆ ( )L

ABf by the inverse of the normalization
(which is equivalent to its response to lensing). The bias on the
MV lensing power spectrum estimate is then (Darwish et al.
2021)
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Î

where
ˆ

CL
TTTT,D f is the bias on the temperature-only estimator.

PL
TT is the primary bispectrum bias on the temperature-only

estimator and is the dominant additional bias term for the MV
estimator, coming from the correlation of foreground temper-
ature with the lensing convergence reconstructed from
polarization, ( ) ˆQ T T,fg fg polká ñ. There are additional secondary
bispectrum terms SABCD of the form

( ) ( ) ( )Q A B Q C D, , , 24CMB fg CMB fgá ñ

with A, B, C, Dä [T, E, B]. Even the largest of these, STTTE, is
negligible for our analysis.
We also show the bias ΔAlens in the inferred lensing power

spectrum amplitude Alens, which we approximate as

( )
( )

ˆ ˆ

A
C C

C
25L L L L

L L L
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2

2

s

s
D =

å D

å

ff ff

ff

-

for the case of a diagonal covariance matrix on
ˆ ˆ

CL
ff with

diagonal elements σL and true signal CL
ff. The uncertainty on

Alens is given by ( ( ) )CL L L
2 0.5så ff - , so
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In this work, we calculate σ(Alens) based on an approximate
covariance (assuming a reconstruction noise based on the
analytic full-sky N0, scaled appropriately for the ACT sky
fraction); this allows us to quickly recompute the covariance
for the various different mitigation strategies explored here.
This results in an underestimation of σ(Alens) by ∼10% for the
temperature-only case and ∼5% for the MV case, relative to the
more accurate uncertainty for the DR6 data, recovered using
simulations in Qu et al. (2024), which we will call σdata(Alens).
Given computational limitations, we do not have σdata(Alens) for
most of the analysis variations tested here. Therefore, when we
report Alens uncertainties in Table 1, rather than quoting these

55 A more advanced ILC analysis of the ACT DR6 maps, using needlet
methods, is also underway and will be reported in W. Coulton et al. (2024, in
preparation).
56 See https://wiki.cosmos.esa.int/planck-legacy-archive/index.php/NPIPE_
Introduction for documentation.
57 See W. Coulton et al. (2024, in preparation) for further investigation of and
mitigation methods for ILC bias.
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underestimated uncertainties, we scale them by the ratio
σdata(Alens)/σ(Alens) for the baseline analysis, for which we
have both these approximate uncertainties and the accurate
simulation-based estimates.

5.1. Baseline Analysis

In the baseline power spectrum analysis of Qu et al. (2024)
and Madhavacheril et al. (2024), we perform lensing
reconstruction on a weighted coadd of the f090 and f150
maps, with each frequency i weighted by the inverse of its one-
dimensional harmonic-space noise power spectrum Nl

i as
estimated from simulations. The inverse noise filter used in
the quadratic estimator is diagonal in harmonic space and uses
the total power spectrum C C Nl l l

tot cmb coadd= + , the sum of a
fiducial CMB power spectrum and the coadd noise power
spectrum.

We perform these same steps on the simulated foreground-
only maps used to estimate foreground biases here, i.e., we use
the same l-dependent weights to coadd the f090 and f150 maps
and the same filtering of the maps entering the quadratic
estimator (rather than using the total power spectrum of the
foreground-only maps themselves, e.g., since the aim here is to
use the same weighting of modes as used in the real data
reconstruction).

The solid lines in Figure 1 show the predicted bias to the
lensing reconstruction power spectrum from temperature data
only (left panel) and for the MV estimator (right panel), as a
fraction of the expected CL

kk signal, for the baseline method.
For both the WEBSKY (purple lines) and S10 (green lines)
simulations, the absolute fractional biases are within 2% up to
L≈ 500, which is where most of the S/N of the DR6
measurement will come from (the solid light-gray line indicates
the cumulative S/N as a function of the maximum L included).
For WEBSKY the fractional bias does start to exceed that level
at higher L and supports our pre-unblinding decision to limit
the baseline analysis to L 763. For guidance, the dotted gray
line indicates the DR6 1σ uncertainty divided by 10, indicating

that biases for each bandpower are mostly below 0.1σ, except
for WEBSKY at L> 500, where they are still well below 0.5σ.
We emphasize that the result for the MV estimator is most

important, since that is what we use for cosmological inference
in Qu et al. (2024) and Madhavacheril et al. (2024). However,
it is encouraging that biases in the temperature-only estimator
are also small, since it allows us to use the consistency of the
MV and temperature-only measurements as a test of other
systematics that affect temperature and polarization differently.
To more concisely quantify the cumulative impact of these

scale-dependent fractional biases, Figure 2 shows the bias in
inferred Alens as a function of the maximum L used, Lmax. For
our baseline range of L 763max = , we report in Table 1 and the
legend to Figure 1 the bias in inferred Alens, which is well
below 1σ for both simulations, for both the temperature-only
(−0.31σ for WEBSKY and −0.06σ for S10) and MV cases
(−0.18σ for WEBSKY and −0.04σ for S10).
When including higher-L scales, the predicted absolute

biases are still modest, not exceeding 0.3σ when including up
to L 1300max = . We therefore believe that it is reasonable for
the lensing power spectrum analyses in Qu et al. (2024) and
Madhavacheril et al. (2024) to also consider the extended
range, L 1300max = .
To provide insight into the impact of each of our mitigation

strategies, Figure 3 shows the foreground biases predicted from
WEBSKY when no mitigation is used (purple solid lines), when
cluster model subtraction is included (green solid lines), when
source subtraction is included (orange solid lines), and when
both cluster models and sources are subtracted (black solid
lines). For each of these cases we also show as dashed lines the
case where the profile-hardened estimator is used, as in our
baseline analysis. Without profile hardening, both cluster and
model subtraction are required to get the biases down to the
few percent level. Using profile hardening in addition enables
us to reduces foreground bias of Alens to below 1%.
One might be concerned that the profile assumed for profile

hardening is derived from the WEBSKY simulation tSZ field,

Table 1
The Bias and Uncertainty on the Inferred Lensing Power Spectrum Amplitude, Alens, Predicted from the WEBSKY and S10 Simulations, for the TT and MV Estimators,

for a Range of Analysis Variations

Simulation Analysis Version ATT
lensD × 100 σ TT(Alens) ×100 Alens

MVD ×100 σMV(Alens) ×100

websky baseline −1.2 3.7 −0.42 2.3
websky CIB-deproj incl. Planck −0.83 3.8 −0.32 2.3
S10 baseline −0.24 3.7 −0.088 2.3
S10 CIB-deproj incl. Planck −0.41 3.8 −0.13 2.3

websky tSZ-deproj + PSH −1.9 32 −0.12 4.2
websky D21-tSZ-deproj + PSH 1.4 7.4 0.56 2.3
S10 tSZ-deproj + PSH 0.19 25 −0.024 4.1
S10 D21-tSZ-deproj + PSH 1.2 6.7 0.45 2.3

websky CIB-deproj incl. Planck + PRH −0.81 3.8 −0.31 2.3
websky D21-CIB-deproj incl. Planck + PRH 0.61 3.7 0.2 2.3
S10 CIB-deproj incl. Planck + PRH −0.49 3.8 −0.17 2.3
S10 D21-CIB-deproj incl. Planck + PRH 0.54 3.7 0.18 2.3

websky tSZ and CIB-deproj incl. Planck + PRH 8.7 12 0.53 3.6
websky D21 tSZ and CIB-deproj incl. Planck + PRH 0.63 6.2 0.22 2.3
S10 tSZ and CIB-deproj incl. Planck + PRH 1.5 11 0.098 3.5
S10 D21 tSZ and CIB-deproj incl. Planck + PRH 0.24 5.9 0.09 2.3

Note. Note that in the unbiased case Alens = 1, so ΔAlens constitutes a fractional bias. “PSH” and “PRH” indicated point-source hardeneing and profile hardening,
respectively (see Section 2.3 for details).
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and thus we may overestimate the effectiveness of profile
hardening, relative to the performance on the data (where we
also use the same profile derived from WEBSKY, which may not
match the data as perfectly). We find, however, that the
performance of profile hardening is very insensitive to the
precise profile assumed; for example, when using a profile
based on the S10 tSZ power spectrum instead, we find that the
predicted Alens for WEBSKY differs by only 0.3%.

5.2. CIB-deprojected Analysis

In addition to the baseline analysis, we perform the lensing
reconstruction on CIB-deprojected maps, using the methodol-
ogy described in Section 4.3. We include the Planck 353 and
545 GHz channels, in which the CIB has much higher
amplitude than at ACT frequencies. In approximate terms,
these high-frequency channels provide maps of the CIB that are
“subtracted” out by the CIB deprojection, while providing very
little information on the CMB. Thus, this analysis is still largely
independent of Planck CMB information (it is to maintain this
that we do not use the Planck 217 GHz channel). Note that for
the ACT maps point sources and tSZ clusters are still modeled
and subtracted, as in our baseline approach, while for the
Planck data only point sources are subtracted. We still also use
the same bias-hardened quadratic estimator as in our baseline
approach.
The dashed lines in Figure 1 show the fractional biases to

ˆ ˆCL
kk predicted from the WEBSKY (purple dashed) and S10

(green dashed) simulations. For both simulations the predicted
biases are quite similar to the baseline case, suggesting that this
CIB deprojection approach is also a useful option to use on the
DR6 data.

5.3. Other Options

We report in Table 1 statistics on the Alens bias for various
other mitigation strategies, summarized below:

1. tSZ deprojection with only the two ACT channels used
here (f090 and f150) greatly increases the reconstruction
noise (by a factor of ∼10 for the temperature-only
estimator). This is because the tSZ amplitude at 150 GHz
is roughly half that at 90 GHz; therefore, to null the tSZ

Figure 1. Fractional bias due to extragalactic foregrounds to the estimated CMB lensing power spectrum, for an ACT DR6-like analysis. Left panel: the bias for the
temperature-only power spectrum. Right panel: the bias for the MV power spectrum (see Equation (23)), which is the measurement used for cosmological inference in
Qu et al. (2024) and Madhavacheril et al. (2024). In both panels, purple circles with solid connecting lines indicate biases estimated from the WEBSKY (Stein
et al. 2020) simulations, and green triangles with solid connecting lines indicate biases estimated from the S10 (Sehgal et al. 2010) simulations. Dashed lines indicate
the foreground biases for the CIB-deprojected analysis variation described in Section 5.2. The gray dotted line indicates the 1σ uncertainty of the DR6 bandpower
measurement divided by 10, and the solid gray line indicates the cumulative S/N when only scales up to L are included. The gray shaded regions indicate scales not
used in the cosmological inference, as described in Qu et al. (2024). For all cases, we quote in the legend the total bias in inferred lensing power spectrum amplitude
Alens in units of the DR6 1σ uncertainty on that quantity. Dashed gray lines indicate zero bias.

Figure 2. The key result of our simulation tests—the bias in inferred lensing
power spectrum, Alens, in units of the 1σ uncertainty, as a function of the
maximum scale, Lmax (for the MV estimator). Purple circles and solid (dashed)
lines show the prediction from WEBSKY for the baseline (CIB-deprojected
analysis), while green triangles show the predictions for the S10 simulations.
The gray shaded regions show ranges not included in the baseline cosmology
analysis in Qu et al. (2024) and Madhavacheril et al. (2024).
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effect requires weighting the noisier 150 GHz with
roughly twice the weight as the 90 GHz data. In addition,
tSZ deprojection upweights the CIB (which is stronger at
150GHz), resulting in Alens biases at the percent level. For
these reasons, simply using tSZ-deprojected maps, with
only ACT channels, in both legs of the quadratic
estimator is not a viable option. The noise cost is reduced
for the D21 estimator but is still a factor of ∼2 for the
temperature estimator. The biases are slightly smaller for
these tSZ-deprojected cases when performing point-
source hardening (indicated in Table 1 by “PSH”) rather
than profile hardening (indicated in Table 1 by “PRH”),
presumably since it is better suited to the dusty galaxies
responsible for the CIB. When performing tSZ deprojec-
tion and not also deprojecting the CIB, including high-
frequency data from Planck is not useful because the CIB
contamination from these high frequencies becomes very
large. Hence, we do not show results for that option here.

2. CIB deprojection using only ACT channels similarly has
a large noise cost; including Planck channels solves this
by effectively providing a relatively high S/N CIB map
to subtract (as described in Section 5.2). As well as our
CIB deprojection option, where both temperature maps in
the quadratic estimator are cleaned, we apply the D21
estimator for this case. For this case, labeled “websky/
S10 D21-CIB-deproj incl. Planck + PRH,” percent-level
Alens biases remain. On inspecting the contributions to

this bias, we find that this is due to an increased
trispectrum term relative to the fully cleaned estimator
(the primary and secondary terms are approximately
unchanged). Since we would not expect the tSZ or CIB
trispectra to increase for the D21 estimator relative to the
fully CIB-cleaned estimator, this is likely due to the
presence of terms of the form ( ) ( )Q T T Q T TCIB tSZ CIB tSZá ñ
for the D21 estimator (this term is approximately zero for
the usual CIB-deprojected estimator where all legs have
an approximate CIB spectrum deprojected).

3. When including the Planck high-frequency data, we have
sufficient degrees of freedom to deproject both tSZ and
CIB. However, there is a large noise cost to doing so,
resulting in an Alens uncertainty ∼5 times larger than that
of the baseline analysis (and ∼2 times larger for the D21
estimator) for the temperature-only estimator.

6. Data Nulls

Having settled on our mitigation strategies based on the
predicted biases from WEBSKY and S10 simulations
(Section 5), we now turn to the DR6 data to further validate
the performance of these strategies. In Section 6.1 we present
null tests involving differences of ACT single-frequency
information (in which the CMB lensing signal is nulled), then
in Section 6.2 we compare the DR6 bandpowers estimated
from a CIB-deprojected map to our baseline DR6 result.

Figure 3. A demonstration of our three main mitigation strategies at work: the total recovered lensing power spectrum (top panel), and its fractional bias with respect
to the truth (bottom panel), for the temperature-only case, as predicted from the WEBSKY simulation. Purple lines labeled “no mitigation” show the case where no
foreground mitigation is applied. Green (orange) lines have cluster (point-source) models subtracted, while black solid lines have both subtracted. Dashed lines
indicated the use of a profile-hardened lensing estimator (labeled “PRH”; see Sections 2.3 and 3 for details). In the legend we also note the fractional bias in lensing
power spectrum amplitude, ΔAlens, in percent. Dashed gray lines indicate zero bias. The gray shaded regions indicate scales not used in the cosmological inference, as
described in Qu et al. (2024).
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6.1. Frequency Difference Tests

The two ACT channels we have used have different
sensitivities to foregrounds, in particular, the tSZ effect has a
higher amplitude at 90 GHz than at 150 GHz, and the opposite
is true for the CIB. We can use differences between the single-
frequency data to form null tests, since the lensed CMB signal
is nulled in these differences, while foregrounds are not. If our
mitigation strategies are working well, however, we will still
find that our lensing estimators applied to these foreground-
only maps return null signals. We consider three such null tests
in the following that have somewhat different sensitivity to the
different terms in the foreground expansion of Equation (6).

6.1.1. Null Map Auto Spectrum

We perform reconstruction on the difference of the
individual frequency maps (using temperature data only to
maximize sensitivity to extragalactic foregrounds) and take the
power spectrum:

( )
( ) ( )

C Q T T T T

Q T T T T

,

, . 27
L
null,1 90 150 90 150

90 150 90 150

=á - -

´ - - ñ

Since CMB signal is nulled in the input maps to this
reconstruction, this measurement is insensitive to the bispec-
trum terms and depends only on the trispectrum of the
frequency difference map T90− T150= Tfg,90− Tfg,150, where
Tfg, i is the foreground contribution to frequency i. The top
panel of Figure 4 shows this measurement on DR6 data,
showing a null signal, as well as the predictions from the
WEBSKY and S10 simulations. The solid gray line indicates the
CL
kk theory prediction divided by 10, so any foreground

trispectrum hiding beneath the noise here is well below the true
lensing signal.

6.1.2. Null Map × ˆ MVk Spectrum

We cross-correlated the reconstruction based on the
frequency difference map with the baseline (i.e., nonnulled)
reconstruction, ˆ MVk :

( ) ˆ ( )C Q T T T T, . 28L
null,2 90 150 90 150 MVk= á - - ñ

If ˆ MVk were the true κ, this measurement would be sensitive only
to the difference in the primary bispectra contributions for the two
frequencies. In fact, since ˆ MVk will have small foreground biases,
there will also be a trispectrum contribution present of the form

( )
( ) ( )

Q T T T T

Q T T

,

, . 29

fg,90 fg,150 fg,90 fg,150

fg,coadd fg,coadd

á - -

´ ñ

The middle panel of Figure 4 shows this measurement on DR6
data, as well as the predictions from the WEBSKY and S10
simulations, showing a null signal. Again, the solid gray line
indicates the CL

kk theory prediction divided by 10.

6.1.3. Bandpower Frequency Difference

We take the difference of the auto-spectra of reconstructions
performed on single-frequency maps, i.e.,

( )ˆ ˆ ˆ ˆC C C . 30L L L
null,3 ,90 GHz ,150 GHz= -kk kk

Figure 4. Frequency difference null tests, designed to test the sensitivity of our
lensing power spectrum estimation to differences in the foreground contribu-
tions to the f090 and f150 temperature data. In each panel, the CMB lensing
signal is nulled in a different way; see Sections 6.1.1–6.1.3 for details. All the
null tests perform satisfactorily, i.e., the p-values are �0.05. In each panel, the
DR6 data are shown as black circles, and the simulation predictions for
WEBSKY and S10 are shown as purple circles and green triangles, respectively.
Solid gray lines indicate the theoretical lensing power spectrum multiplied by
0.1, and dashed gray lines indicate zero bias. The gray shaded regions indicate
scales not used in the cosmological inference, as described in Qu et al. (2024).
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This null is sensitive to all three contributions (i.e., primary
bispectrum, secondary bispectrum, and trispectrum) in Equation (6),
where one would substitute Tfg= Tfg,90− Tfg,150 to model the
result of this measurement.

The bottom panel of Figure 4 shows this measurement on
DR6 data, as well as the predictions from the WEBSKY and S10
simulations, showing a null signal. This test is noisier than the
first two, since lensed CMB is not nulled at the map level. We
note that one could form other null measurements, for example,
those of the form

( ) ( ) ( )Q T T T Q T T T, , , 3190 150 coadd 90 150 coaddá - - ñ

in order to target and disentangle the secondary bispectrum
contribution, but given that we find this to be very small in
simulations, we leave such exercises for future work.

6.2. Consistency of CIB-deprojected Analysis

As described in Section 5, the CIB-deprojected version of
our analysis performs well on simulations, with predicted
systematic bias in the lensing amplitude well below our
statistical uncertainties. This prediction of course depends on
the simulations, which may contain some inaccuracies in
modeling extragalactic foreground components.58 It is therefore
useful to test for consistency of the CIB-deprojected and
baseline analysis on the DR6 data. We generate CIB-
deprojected temperature maps by combining the DR6 data
with Planck 353 and 545 GHz data, using the same procedure
as described in Section 4.3. As explained in Qu et al. (2024),
we additionally remove a small area at the edge of our mask
that has strong features in the high-frequency Planck data due
to Galactic dust. We generated 600 simulations of these maps,
using the Planck NPIPE noise simulations provided by Planck
Collaboration et al. (2020b); these are used for the N0 and
mean-field bias corrections (see Qu et al. 2024 for details).

The deprojected temperature maps are then used in our
lensing reconstruction (including profile hardening as in the
baseline analysis) and lensing power spectrum estimation (in
combination with the same polarization data as are used in the
baseline analysis).

Figure 5 compares this CIB-deprojected measurement to the
baseline measurement (which does not perform frequency
cleaning), finding no evidence for inconsistency. This result
implies that CIB contamination is unlikely to be significant in
our baseline analysis.

We note that we do not perform an equivalent consistency
test for tSZ deprojection; as described in Section 5.3, tSZ
deprojection incurs a very large noise cost when including only
ACT data and can generate very large biases due to boosting
the CIB when including higher frequencies from Planck. While
joint tSZ and CIB deprojection could address this large bias, we
do not find this to be an effective strategy in our simulation
tests since it incurs large noise costs and nonnegligible biases.

7. Conclusions

Extragalactic foregrounds are a potentially significant source
of systematic bias in CMB lensing estimation, especially for
temperature-dominated current data sets such as ACT. We have

argued that the mitigation strategies implemented for the DR6
lensing power spectrum analysis (see Madhavacheril et al.
2024; Qu et al. 2024) ensure negligible bias due to extragalactic
foregrounds. These mitigation strategies are as follows: (i)
finding (using a matched-filter algorithm) and subtracting
models for S/N > 4 point sources to remove contamination
from radio sources and dusty galaxies (or the CIB), (ii) finding
(using a matched-filter algorithm) and subtracting models of
galaxy clusters to remove tSZ contamination, and (iii) using a
profile bias-hardened quadratic estimator for the lensing
reconstruction.
We show first that on two sets of microwave-sky simula-

tions, WEBSKY (Stein et al. 2020) and S10 (Sehgal et al. 2010),
the predicted level of bias to the estimated CMB lensing power
spectrum is well below our statistical uncertainties. For the
baseline analysis, with the MV estimator, the size of the
fractional bias is below 1% for most of the fiducial range of
scales, L, used; the bias to the inferred lensing amplitude, Alens,
is below 0.2σ. When extending to higher L, foreground biases
become more significant, but the bias to Alens remains at below
0.3σ for L 1300max = .
We note here that, in relative terms, the residual biases for

the two simulations are somewhat different—for the baseline
MV case, we find ΔAlens=− 0.42 for WEBSKY and
ΔAlens=− 0.09 for S10. These residual biases arise from the
presence of several sub-percent-level residual biases, which can
take either sign (e.g., CIBxtSZ terms can be negative), for each
of which there is some theoretical uncertainty. Given this, we
argue that it is not that surprising to see differences of 0.5% in
Alens biases between the simulations, arising from the sum of
several small but uncertain contributions.
While the two simulations use somewhat different methods

for implementing astrophysics and they both imply that any
residual foreground biases are comfortably within our require-
ments, one may still be concerned that these two simulations
are not an adequate set for validating the DR6 lensing
measurement. We cannot rule out the possibility that some

Figure 5. The difference in the ACT DR6 lensing power spectrum estimated
from CIB-deprojected maps (as described in Section 6.2) and the baseline
measurement. Gray shaded regions indicated L-ranges excluded from the
baseline analysis. The p-value = 0.11 for the null result (including only data
points within the baseline analysis range). The dashed gray line indicates zero
bias, while the solid gray line is the prediced lensing power spectrum divided
by 10. The gray shaded regions indicate scales not used in the cosmological
inference, as described in Qu et al. (2024).

58 Note that these simulations are typically tuned to real data at the power
spectrum level, while the extragalactic foreground biases here depend on
higher-order statistics of the foreground fields.
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other hypothetical simulation would have larger biases, e.g., if
for whatever reason the tSZ effect or CIB was much more non-
Gaussian than predicted by these simulations but still had the
same power spectrum as websky and S10 (since these power
spectra were tuned to observations). Some comparisons of
higher-order (than power spectrum) statistics between simula-
tions and data have been made in the literature (e.g., Feng &
Holder 2019), but certainly further work on iteratively
improving microwave-sky simulations as new data arrive
should be a priority going forward. This motivates the data-
based tests that we present in Section 6.

We present null tests performed on the DR6 data that
leverage the frequency dependence of extragalactic fore-
grounds and thus do not depend on having realistic
microwave-sky simulations. We investigate three “lensing”
power spectra where the CMB lensing signal is nulled by
differencing the f090 and f150 data at both the map level and
the bandpower level, exploiting different sensitivities to the
primary bispectrum, secondary bispectrum, and trispectrum
foreground components. All of these null tests pass (with p-
value� 0.05).

Finally, we demonstrate that using CIB-deprojected maps in
our lensing estimation produces lensing power spectrum
bandpowers that are consistent with our baseline measure-
ments, implying that CIB contamination is not likely to be a
significant contaminant in the DR6 measurement. We note here
a further test presented in our companion paper (Qu et al.
2024), which is the consistency with the baseline measurement
of the shear estimator of Schaan & Ferraro (2019) and Qu et al.
(2023); this estimator uses only the quadrupolar contribution to
the CMB mode coupling induced by lensing. While the lensing
power spectrum measurement with the shear estimator is
somewhat noisier than the baseline measurement, it is very
encouraging that Qu et al. (2023) find that the difference in the
bandpowers is consistent with zero, with ΔAlens= 0.01± 0.05.

It is worth commenting here on the use of the DR6 lensing
reconstruction maps for cross-correlation studies. The fore-
ground bias estimates for the lensing auto-spectrum provided
here are not directly applicable to cross-correlations of the
lensing reconstructions with, e.g., maps of galaxy overdensity.
These cross-correlations are impacted by biases analogous to
the primary bispectrum bias described in Section 2.2, due to the
correlation between galaxy overdensity and CMB foregrounds
that also trace the large-scale structure, especially the CIB and
tSZ. The size of the contamination will depend on the specific
tracer sample used for cross-correlation, but we do expect the
mitigation strategies used here to also be very effective for
these cross-correlations, as will be demonstrated for the case of
unWISE galaxies in G. Farren et al. (2024, in preparation) and
CMASS galaxies in L. Wenzl et al. (2024, in preparation).

While polarization data will become increasingly important
for upcoming SO lensing analyses, much of the S/N will still
depend on CMB temperature data, so careful treatment of
extragalactic foregrounds will be required. With additional
frequency channels at high resolution, as will be provided by
SO, deprojecting both tSZ and CIB could be more fruitful,
including, for example, partial deprojection or composite
approaches explored in Abylkairov et al. (2021), Sailer et al.
(2021), and Darwish et al. (2023). While deeper upcoming data
from, e.g., SO will demand greater control of foreground biases
(given the reduced statistical uncertainties), it will also allow
fainter point sources, dusty galaxies, and clusters to be detected

and modeled or masked, although care must be taken not to
introduce selection biases by preferentially masking higher
convergence regions of the sky (Lembo et al. 2022).
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Appendix A
Contribution to Foreground Bias from Individual

Foreground Components

We show in Figure 6 the foreground biases for each
individual extragalactic foreground component, for WEBSKY
(left panel) and S10 (right panel). These are estimated by

rerunning the simulation processing described in Section 4.2,
but in each case including only a single foreground component
in the maps. We also show the total bias as the black circular
markers and dashed lines. Note that this is not simply a sum of
the individual components since there are additional terms
owing to the correlation between the foreground components
(e.g., CIB is quite correlated with tSZ).

Figure 6. Contributions to the lensing power spectrum bias from individual foreground components: the tSZ effect, the CIB, the kSZ effect, and radio sources (“radio-
ps”), as predicted from the WEBSKY (left panel) and S10 (right panel) simulations. The total bias is labeled “baseline” and is not equal to the sum of the individual
contributions, since there are also cross-terms present owing to correlations on the sky between the different foregrounds (e.g., CIB is correlated with tSZ).

14

The Astrophysical Journal, 966:138 (17pp), 2024 May 1 MacCrann et al.



Appendix B
Results with 1/f Modulated Noise

Our simulation-based foreground bias estimates depend on
the effectiveness of point-source and cluster detection, which in
turn depends on the properties of the noise added to the
simulated foreground maps. Above we use a simple, local
variance 1/ivar model for the map noise, where ivar is the
inverse variance map estimated for the DR6 coadd data). We
test here the inclusion of additional large-scale correlations by
generating a simulated noise map as a Gaussian random field
drawn from a power spectrum ( ( ) )N l l1l knee= + a , which is
then multiplied by 1 ivar . On large scales (l< lknee), this
introduces correlated noise that resembles that expected as a
result of the atmosphere, while still achieving the correct pixel

variance at small scales (l? lknee). It is found to be a good fit to
ACT data in Naess et al. (2020), from where we take the
parameter values lknee= (2000, 3000) and α= (−3, −3) for the
(90, 150)GHz channels.
As shown in Figure 7, we do find that the results of the

NEMO cluster-finding code are somewhat sensitive to this
change in noise model, with fewer clusters found at low
redshift (or, at least, assigned low-redshift best-fit templates)
and somewhat fewer clusters detected in total. This is expected
—the increased noise on large scales reduces the effectiveness
in detecting the larger (in angular size) low-redshift clusters
(see, e.g., discussion in Hilton et al. 2021). Nonetheless, there
is little impact on the resulting foreground biases predicted for
the lensing power spectrum, with negligible change to the bias
in the infereed Alens (see Figure 8).

Figure 7. Left: the number of S/N > 5 cluster candidates detected by NEMO as a function of S/N, for the DR6 data, and the WEBSKY and S10 simulations. As well as
our fiducial noise model, we show the number counts assuming the modulated 1/f noise model described in Appendix B. The total number of S/N > 5 cluster
candidates for each case is noted in the legend. Right: fraction of candidate clusters as a function of best-fit template redshift.

Figure 8. The dashed lines show predicted biases to the MV lensing reconstruction power spectrum, for the WEBSKY and S10 simulations, when assuming the 1/f
modulated noise model described in Appendix B rather than our fiducial noise model (solid lines). In the legend we note the bias in inferred lensing amplitude as a
fraction of the 1σ uncertainty for the ACT DR6 lensing analysis. The gray shaded regions indicate scales not used in the cosmological inference, as described in Qu
et al. (2024). Dashed gray lines indicate zero bias.
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Appendix C
Uncertainty on Bias Estimates due to Finite Simulation

Volume

In Section 5 we present predictions of the foreground biases
to ˆ ˆCL

kk based on simulations. Unlike lensing estimation from a
normal CMB map, these bias predictions are not affected by
instrumental noise or noise on the CMB power spectrum.
However, there does exist some uncertainty associated with the
finite volume of simulation from which they are estimated. For
both the WEBSKY and S10 simulations one full sky is available,
and in order to ensure realistic noise properties for cluster and
source finding, we further apply the ACT DR6 mask. We
generate a close-to-independent (within the ACT mask)

realization of the WEBSKY simulation by rotating the simula-
tion maps such that the sky area that enters the ACT DR6 mask
does not overlap with that initially entering the ACT mask. A
simple rotation by 90° around the y-axis, implemented using
pixell’s59 rotate_alm function with angle arguments (0.,
-np.pi/2, 0.), generates a map that has negligible overlap
with the original area allowed by the mask.
The green dashed line in Figure 9 shows the foreground-

induced bias for the MV case, with the bias for the rotated case
well within requirements (an Alens bias of −0.11σ) and similar
to the baseline (unrotated case), implying that cosmic variance
is not a significant source of uncertainty in our foreground bias
predictions.

Figure 9. The dashed lines show predicted biases to the lensing reconstruction power spectrum for the rotated (as described in Appendix C) WEBSKY simulations,
compared to the baseline case (solid line). The gray shaded regions indicate scales not used in the cosmological inference, as described in Qu et al. (2024).

59 https://github.com/simonsobs/pixell
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