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A B S T R A C T 

The JWST has ushered in a new era of exoplanet transit spectroscopy. Among the JWST instruments, the Near-Infrared 

Spectrograph (NIRSpec) has the most e xtensiv e set of configurations for exoplanet time-series observations. The NIRSpec 
Prism and G395H grating represent two extremes in NIRSpec instrument modes, with the Prism spanning a wider spectral range 
(0.6–5.3 μm) at lower resolution ( R ∼ 100) compared to G395H (2.87–5.14 μm; R ∼ 2700). In this work, we develop a new data 
reduction framework, JexoPipe, to conduct a homogeneous assessment of the tw o NIRSpec modes for exoplanet spectroscop y. 
We use observations of the hot Saturn WASP-39 b obtained as part of the JWST Transiting Exoplanet Early Release Science 
programme to assess the spectral quality and stability between the two instrument modes at different epochs. We explore the 
noise sources, effect of saturation, and offsets in transmission spectra between the different instrument modes and also between 

the two G395H NRS detectors. We find an inter-detector offset in G395H of ∼40–50 ppm, consistent with recent studies. We find 

evidence for correlated noise in the Prism white light curve. We find the G395H spectrum to be of higher precision compared to 

the Prism spectrum at the same resolution. We also compare the JexoPipe spectra with those reported from other pipelines. Our 
work underscores the need for robust assessment of instrument performance and identification of optimal practices for JWST 

data reduction and analyses. 

Key words: instrumentation: spectrographs – techniques: spectroscopic – planets and satellites: atmospheres. 
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 I N T RO D U C T I O N  

xoplanetary atmospheres are key to understanding the physical 
onditions, chemical composition, and origins of exoplanets. Trans- 
ission spectroscopy (Seager & Sasselov 2000 ; Brown 2001 ) has 

merged o v er the past two decades as the most widely applied
echnique used to obtain exoplanet spectra. Since the first detec- 
ion of sodium in the upper atmosphere of the hot Jupiter HD
09458 b (Charbonneau et al. 2002 ), transmission spectroscopy 
as progressed with dozens of exoplanet atmospheres probed, and 
emains an extremely promising method of planetary remote sensing 
Madhusudhan 2019 ). In particular, o v er the last decade, the Hubble

ide Field Camera 3 (WFC3) near-infrared (NIR) instrument G141 
rism (1.1–1.7 μm) has delivered high-precision detections of H 2 O 

n numerous hot Jupiters (e.g. Deming et al. 2013 ; McCullough 
t al. 2014 ; Sing et al. 2016 ) as well as in the sub-Neptune K2-18 b
Benneke et al. 2019 ; Tsiaras et al. 2019 ). 

Transmission spectroscopy depends on wavelength-dependent 
bsorption and scattering of stellar light by atmospheric atomic and 
olecular species as the planet transits in front of its host star. During

he transit, a proportion of the star’s light is ef fecti vely blocked in
he line of sight by the atmosphere, which can be represented as
 E-mail: subhajit.sarkar@astro.cf.ac.uk 
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n opaque annulus that adds an apparent extra height to the bulk
adius of the planet. Due to the wavelength dependence of the
arious opacities, the transit depth varies with wavelength and thus 
he apparent ( R p / R s ) 2 (where R p is the planet radius and R s is the
tar radius). This technique probes the high-altitude atmosphere at 
he planet day–night terminator. In addition, atmospheric modelling 
nd spectral retrie v al methods have progressed to allow increasingly
ore sophisticated interpretation of these spectra (Madhusudhan 
 Seager 2009 ; Madhusudhan 2018 ). Transmission spectroscopy 

s particularly powerful in the visible and NIR wavelength ranges, 
here the host star flux is maximal (minimizing fractional photon 
oise), and where there are numerous atomic and molecular spectral 
ignatures of molecules expected in planetary atmospheres. 

The JWST promises to revolutionize our understanding of ex- 
planet atmospheres providing the highest quality transmission 
pectra ever obtained in terms of both precision (through its 6.5-m
rimary mirror in comparison to the 2.4-m Hubble primary mirror) 
nd unparalleled wavelength coverage through its suite of four in- 
truments: Near-Infrared Imager and Slitless Spectrograph (NIRISS; 
oyon et al. 2012 ), Near-Infrared Camera (NIRCam; Beichman et al.
012 ), Near-Infrared Spectrograph (NIRSpec; Ferruit et al. 2014 ), 
nd Mid-Infrared Instrument (MIRI; Rieke et al. 2015 ). Combined 
hese instruments provide a potential wavelength coverage ranging 
rom 0.6 to 24 μm. In the past year, JWST has delivered several
ransmission spectra of exoplanets (e.g. Bell et al. 2023 ; Grant et al.
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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023 ; Kempton et al. 2023 ; Lim et al. 2023 ; Lustig-Yaeger et al.
023 ; Madhusudhan et al. 2023 ; May et al. 2023 ; Moran et al. 2023 ;
yrek et al. 2024 ; Kirk et al. 2024 ) in addition to those completed
nder the Early Release Science (ERS) (Bean et al. 2018 ) and Early
elease Observations (ERO) (Pontoppidan et al. 2022 ) programmes

Ahrer et al. 2023 ; Alderson et al. 2023 ; Feinstein et al. 2023 ;
WST Transiting Exoplanet Community Early Release Science Team
023 ; Radica et al. 2023 ; Rustamkulov et al. 2023 ; Taylor et al.
023 ; Fournier-Tondreau et al. 2024 ). These observations have led
o confident detections of several prominent molecules, such as CO 2 ,
 2 O, and SO 2 in the hot Saturn WASP-39 b (e.g. Alderson et al. 2023 ;
onstantinou, Madhusudhan & Gandhi 2023 ; Feinstein et al. 2023 ;
ustamkulov et al. 2023 ; Tsai et al. 2023 ), CH 4 in the warm Jupiter
ASP-80 b (Bell et al. 2023 ), and CO 2 and CH 4 in the candidate
ycean world K2-18 b (Madhusudhan et al. 2023 ). 
While only MIRI provides substantial wavelength coverage in the
id-infrared beyond 5 μm, there is a choice of three instruments in

he NIR range of ∼1–5 μm. In addition, each of these NIR instru-
ents has different configurations, i.e. combinations of dispersion

lement, filter, detector subarray, and readout pattern, which further
xpands the choices presented to an observer. While the choice of
onfiguration may at least partly depend on wavelength coverage,
here are o v erlapping wav elength ranges between the different NIR
nstrument configurations (see fig. 1 in Sarkar et al. 2021 ). One of the
ey questions in this early stage of JWST operations is the relative
erformance of the different instruments and their configurations
articularly in regions of overlapping wavelength and also the
ptimal data reduction methods to process each configuration. 
Of the available NIR instruments, NIRSpec presents the largest

umber of possible configurations with se ven dif ferent dispersi ve
lements available. Two of these elements, the Prism and the G395H
rating, present two extremes. The Prism mode gives the broadest
av elength co v erage in a single pass (0.6–5.3 μm) with high pix el

ount rates, but has the lowest spectral resolving power ( R ) of ∼100,
ith the spectrum concentrated within a 512-pixel-wide detector

ubarray on the NRS1 detector (the SUB512 subarray, which is
2 × 512 pixels in size), which causes it to saturate more easily than
ther modes. In contrast, G395H has a high R of ∼2700 but co v ers
bout half the wavelength range of Prism (2.87–5.14 μm), with the
pectrum dispersed widely o v er the two NRS (2048 × 2048 pixel)
etectors (using the SUB2048 subarray, which is 32 × 2048 pixels
n size o v er each of the two detectors). 

In this paper, we aim to compare these two key NIRSpec modes
nd unco v er how similar the final results are between the two. We
o this by performing a homogenized analysis of two observations
aken of the hot Saturn-mass planet, WASP-39 b, obtained as part of
he JWST Transiting Exoplanet Community ERS programme 1366
PI: N. Batalha), one with NIRSpec Prism and the other with G395H.
o facilitate this work, we developed an end-to-end data processing
ramework, JexoPipe, which takes the raw uncalibrated files and
roduces final transmission spectrum. We minimize differences in
rocessing between the two configurations, allowing us to better
ontrol and assess the causes of any differences between the final
pectra in their o v erlapped re gions. We further e xamine Je xoPipe
gainst previously developed pipelines by comparing the final spectra
btained. The ERS NIRSpec Prism observation of WASP-39 b
as originally presented in JWST Transiting Exoplanet Community
arly Release Science Team ( 2023 ) and Rustamkulov et al. ( 2023 )
nd the G395H observation in Alderson et al. ( 2023 ). 

In the following, we first describe WASP-39 b and summarize
revious results in Section 2 and then re vie w NIRSpec and its
erformance in Section 3 . We describe JexoPipe in Section 4 . In
NRAS 531, 2731–2756 (2024) 
ection 5 , we present the final spectra obtained and compare these to
hose from other pipelines. In Section 6 , we discuss any differences
n the spectra obtained from the different NIRSpec modes. Section 7
escribes application of an atmospheric forward model to the data.
e summarize our findings and conclusions in Section 8 . 

 WA SP-39  B  

ASP-39 b is a highly inflated Saturn-mass planet disco v ered in
011 (Faedi et al. 2011 ) transiting a G8 star { [Fe/H] = −0.12 }
ocated at a distance of 213.982 pc. 1 It has an equilibrium
emperature of 1166 K with an orbital period of 4.055 2941 d
Mancini et al. 2018 ). With a radius of 1.279 R J and mass of 0.281
 J , its bulk density is roughly four times less than that of Saturn at

.167 g cm 

−3 (Mancini et al. 2018 ). 
Prior to JWST , NIR transmission spectra had been obtained with

ubble WFC3 (Wakeford et al. 2018 ), Space Telescope Imaging
pectrograph (STIS), and Spitzer Infrared Array Camera (IRAC)
Fischer et al. 2016 ; Sing et al. 2016 ).Ground-based facilities have
lso contributed with an ultraviolet (UV)–optical transmission spec-
rum from the Very Large Telescope FOcal Reducer/low dispersion
pectrograph 2 (VL T -FORS2) (Nikolov et al. 2016 ) and UV–optical
ultiband photometry (Ricci et al. 2015 ). These spectra indicated a

loud-free atmosphere with the detection of sodium and potassium
Fischer et al. 2016 ; Nikolov et al. 2016 ; Sing et al. 2016 ). Water
apour was also detected with an estimated metallicity of 151 + 48 

−46 ×
olar (Wakeford et al. 2018 ). 

A suite of JWST ERS NIR observations has been performed on
ASP-39 b. Using the NIRISS Single Object Slitless Spectroscopy

SOSS) mode (0.6–2.8 μm), Feinstein et al. ( 2023 ) reported a
upersolar metallicity with results varying 10–30 × solar dependent
n the atmospheric models applied, a subsolar C/O ratio, and
upersolar K/O ratio. Using the G395H grating, Alderson et al.
 2023 ) reported a some what lo wer metallicity of 3–10 × solar, with
 subsolar to solar C/O ratio. They also report detection of CO 2 ,
O, H 2 O, and SO 2 . Rustamkulov et al. ( 2023 ) and JWST Transiting
xoplanet Community Early Release Science Team ( 2023 ) reported

esults using the Prism configuration (0.6–5 microns), with detection
f CO 2 , CO, H 2 O, SO 2 , and Na. The best-fitting model corresponded
upersolar metallicity and supersolar C/O ratio with moderate cloud
pacity. The SO 2 feature has also been discussed in Tsai et al.
 2023 ) who reported that the feature could be explained by the
hotochemical breakdown of H 2 S. Using NIRCam F 322 W 2 (2–4
m), Ahrer et al. ( 2023 ) reported detection of water vapour and that
est-fitting chemical equilibrium models fa v oured a metallicity of
–100 × solar with a substellar C/O ratio. 

 NIRSPEC  

IRSpec is a complex instrument with multiple configurations that
o v er (in total) the wavelength range from 0.6 to 5.3 μm. Due to the
ide wavelength coverage in the NIR (covering the spectral features
f key atmospheric molecules at high signal-to-noise ratio (SNR) as
ell as the Rayleigh scattering slope) and the many choices of config-
ration (giving flexibility for different targets and brightnesses), NIR-
pec will be one of the principal instruments used in JWST transmis-
ion spectroscopy. It incorporates an integral field unit and a micro-
hutter array for multi-object spectroscopy and five slits (apertures)
or individual spectroscopy. The observing template for exoplanet
ime series is the bright object time-series mode. This utilizes the

https://exoplanetarchive.ipac.caltech.edu/overview/WASP-39
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arge aperture S1600A (1600 × 1600 mas 2 ) minimizing slit losses, 
n combination with up to nine different disperser/filter combinations. 
here are three high-resolution ( R ∼ 2700), each with an associated 
lter, and three medium-resolution ( R ∼ 1000) gratings, where 
140H and G140M have two possible filters, and the others have 
ne filter. This gives eight possible grating/filter configurations. In 
ddition, the Prism mode is combined with the CLEAR filter to give
he ninth configuration. Two Teledyne H2RG 2048 × 2048 HgCdTe 
etector arrays are used, called NRS1 and NRS2. Spectra from the 
edium-resolution gratings and Prism project only on to NRS1. 
A choice of detector subarrays exists with different frame times. 

he detectors are read up-the-ramp producing non-destructive reads 
NDRs) separated by the frame time. Up-the-ramp sampling allows 
or cosmic ray (CR) detection and possible reco v ery of affected
lopes (Giardino et al. 2019 ). Most time-series observations are 
xpected to use the NRSRAPID read pattern, where there is no 
nboard frame averaging, giving one NDR or frame per ‘group’, 
nd where one group time per integration ramp is lost to reset. The
bservation proceeds as a sequence of integrations constituting an 
xposure. Thermal settling at the beginning of the exposure can occur 
Birkmann et al. 2022a ). If the SUB2048 subarray is used (with
he high-resolution gratings), both detectors are implemented and a 
mall gap will appear in any spectrum due to the physical separation
etween the two detectors. While the detectors are identical in 
anufacture, the commissioning study by Espinoza et al. ( 2023 ) 

sing G395H and HAT-P-14 b as the target found differences in 
he slope of the systematic trend (being stronger in NRS1) and how
losely the measured scatter in light curves matched the calculated 
oise (being a closer match in NRS1). All NIRSpec spectra have a
light curvature and tilt on the detector. 

One of the main sources of systematics in NIRSpec is ‘1/ f noise’,
hich correlates counts during readout mainly in the fast readout 
irection (and to a lesser extent in the slow direction) and manifests
s vertical banding seen in raw images. Espinoza et al. ( 2023 )
ecommended producing light curves at the sampling resolution of 
he instrument (rather than binning across pixel columns) to minimize 
he degradation in SNR from correlated 1/ f noise across columns, 
nd then binning the results at a post-processing stage. Ho we ver,
olmberg & Madhusudhan ( 2023 ) tested this strategy for NIRISS

nd found that the result is the same, regardless of the order of the
inning, if one takes into account the covariance. 
While pointing jitter and drift combined with intra-pixel variations 

ere considered another possible correlated noise source, commis- 
ioning studies found that the line-of-sight pointing stability is very 
ood ∼1 mas radial (Lallo & Hartig 2022 ). This minimizes the need
o apply de-jittering algorithms to the data. 

While persistence is expected in H2RG detectors producing a 
imilar form of temporal effect as seen in the Hubble WFC3 
etectors, the effect is expected to be smaller in the newer JWST
etectors (Birkmann et al. 2022a ). Commissioning studies indicate 
hat the effect of persistence may not be a major concern for science
rogrammes (B ̈oker et al. 2023 ). 
Bad pixels can exist of various types, e.g. ‘hot’ pixels with high

ark signal, pixels with poor response to light, or dead pixels. From
ommissioning, B ̈oker et al. ( 2023 ) found an operability rate of
ixels of 99.59 per cent on NRS1 and 99.80 per cent on NRS2.
hese give 16 948 and 8275 non-operable pixels on NRS1 and NRS2,

espectively. CRs are another source of abnormal pixel counts during 
n observation. B ̈oker et al. ( 2023 ) report an average CR hit rate of
bout 5.5 cm 

−2 s −1 with a typical hit area of about 10.5 pixels. In
ddition, the so-called snowballs (Birkmann et al. 2022b ) have been 
2

dentified: CR events with a heavily saturated core of 2–5 pixels
n radius surrounded by a halo. The large number of bad pixels
ombined with CR hits require pipelines to have a robust management
ethod for dealing with bad pixel counts. 
Time-dependent systematics and time-correlated noise are impor- 

ant to characterize for time-series exoplanet observations. Espinoza 
t al. ( 2023 ) performed an Allan deviation analysis of the band-
nte grated light-curv e fit residuals using NIRSpec G395H. These 
ere consistent with uncorrelated noise. The Alderson et al. ( 2023 )

nalysis of the G395H data for WASP-39 b found minimal systemat-
cs, but there was a mirror segment tilt event that caused a change in
oint spread function and a jump in flux. For the Prism, Rustamkulov
t al. ( 2023 ) found a high-gain antenna (HGA) mo v ement ev ent that
f fected a fe w integrations during the WASP-39 b Prism observation.

 J EXOPI PE  

exoPipe is a recently developed data reduction framework that 
ncorporates selected JWST Science Calibration Pipeline steps, 
hich it combines with its own customized steps, procedures, and 
athways. JexoPipe remains under development and will evolve to 
e applied for different instrument configurations. In this paper, we 
escribe its use for the Prism and G395H configurations. 
We applied JexoPipe to the Prism and G395H observations of 
ASP-39 b from the ERS programme 1366 (PI: N. Batalha). Details

f these observations are given in JWST Transiting Exoplanet Com- 
unity Early Release Science Team ( 2023 ), Alderson et al. ( 2023 ),

nd Rustamkulov et al. ( 2023 ). To summarize, the Prism observation
f WASP-39 b began at 15:30:59 on 2022 July 10 and ended at
3:37:13 UTC . The NRSRAPID readout mode was used with group
ime of 0.226 16 s and five groups per integration ramp, with a total
f 21 500 integrations. The G395H observation began at 22:04:06 on
022 July 30 and ended at 06:20:26 on 2022 July 31 UTC . NRSRAPID
as used with a group time of 0.902 s and 70 groups per integration,
ith a total of 465 integrations. The duty cycle efficiencies were 82

nd 98.6 per cent, respectively, for Prism and G395H. 
The pipeline is summarized in Fig. 1 , with four stages of process-

ng. To allow a homogenized approach to facilitate comparison of 
pectra from the two configurations, we keep pathways for the two
onfigurations as similar as possible. The main differences arise in 
tage 1 due to management of saturated pixels in the Prism data.
he G395H pathway also applies a Reference Pixel Correction step 
nd Jump Detection step in Stage 1, which are not applied in the
rism pathway. Reference files will also differ between the two 
onfigurations (and between the two G395H NRS detectors), such as 
he superbias file. The final transmission spectra were produced using 
teps from version 1.11.3 of the JWST Science Calibration Pipeline. 

.1 Stage 1 

tage 1 begins with .uncal Flexible Image Transport System (FITS) 
les obtained from the Mikulski Archive for Space Telescopes 
MAST) archive. 2 These contain the uncalibrated NDRs (i.e. group- 
evel images) per integration, and are provided as contiguous seg- 

ents: four for the Prism and three for the G395H grating data.
he G395H data are additionally divided between the two detectors: 
RS1 and NRS2. The end products of Stage 1 are .rateints FITS files

ontaining the count rate (in DN s −1 ) per pixel per integration. 
MNRAS 531, 2731–2756 (2024) 
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M

Figure 1. JexoPipe: the data reduction framework used in this work. Boxes with asterisks are steps utilized from the JWST Science Calibration Pipeline. The 
remaining boxes are customized steps. In Stage 1, the Prism and G395H pathways differ in the handling of saturated pixels, the application of reference pixels, 
and jump detection. Note that for G395H NRS2, the dark step was applied but automatically ‘skipped’ because the dark reference frame does not have enough 
groups. We expect this framework to evolve as our understanding of JWST performance improves and to be tailored for different instrument configurations. 
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For both Prism and G395H, we process each segment through the
teps shown in Fig. 1 . The functions of the official JWST pipeline
teps (shown with asterisks) are described in the JWST pipeline
ackage documentation. 3 We use the default settings for these steps
xcept where described below. 

For the Prism, we first run the pipeline for all segments up to
ompletion of the Saturation Detection step. At that point, the group
ata quality (DQ) arrays from all the segments are combined into a
super DQ array’. This super DQ array is subsequently used in the
r oup Contr ol step. 
The pipeline then proceeds to the Superbias Subtraction step. We

sed the default superbias files in all cases. Gi ven pre vious concern
ith the G395H NRS1 superbias file as cited in Alderson et al. ( 2023 )

or this mode, we tried using a custom superbias created from the
edian of all first group images. Ho we ver, we found no significant

ifference in the final spectrum offset or noise for G395H compared
o using the default file; for Prism, there was a very small increase
NRAS 531, 2731–2756 (2024) 

 https:// jwst-pipeline.readthedocs.io/ en/ latest/ index.html 

d  

u  

d  

c

n the average spectrum transit depth when using the custom file
Section 6 ). 

The G395H pipeline applies the Reference Pixel Correction step
s side reference pixels are av ailable; ho we ver, the top and bottom
eference pixels are not available due to the subarray cutting these
ff. The SUB512 subarray used in the Prism observation has no
eference pixels available (either at the sides or at the top and
ottom) to apply the Reference Pixel Correction step. The Linearity
orrection and Dark Current Subtraction steps are then applied.
e found no significant difference in the spectral baseline if the

ark current step was omitted compared to that if it was included
Section 6 ). 

In common with the pipelines in Rustamkulov et al. ( 2023 ), the
ump Detection step is omitted for Prism (but not for G395H), as it
esults in a large number of false positives. Instead, CRs in Prism
re managed by detecting outliers in Stage 2 (in the Flag Bad Pixels
tep, which is also applied to G395H). For G395H, we trialled the
efault rejection threshold of 4 σ and also a threshold of 15 σ , as
sed in Alderson et al. ( 2023 ). There were statistically insignificant
ifferences in the final spectrum (Section 6 ). For the final baseline
ase, we use the results from the 15 σ threshold. 

https://jwst-pipeline.readthedocs.io/en/latest/index.html
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The Background Subtraction step is performed to mitigate 1/ f 
oise and remo v e diffuse and sky backgrounds. This is applied at
he group level in both the Prism and G395H modes. Column-by-
olumn background subtraction at the group level has been proposed 
o mitigate the vertical banding that arises from 1/ f noise particularly
or the Prism where no reference pixels are available (Birkmann 
t al. 2022a ). Background subtraction is performed as follows. For
he Prism, a median image is first obtained from the median of all the
nal groups in each integration (per data segment). A spatial profile 
f the median image is obtained by taking the sum in the y -axis and
s used to identify the pixel row with the maximum count. In each
roup image, we mask out the spectrum, leaving the peripheral five 
ows on the top and bottom of the image. We also mask out bad
ixels identified in the group DQ array and the pixel DQ array. Then,
e mask out outliers to minimize the impact of CRs: half of the
6th–84th percentile range of all unmasked pixel values is taken to 
e σ bg and pixels ±10 σ bg beyond the median value of all unmasked 
ixels are then masked. The column mean of unmasked pixels is then
ubtracted from all pixels in that column. We use this method since
he spectral trace for the Prism is nearly linear and parallel to the
 -axis of the detector. 

For G395H, a median image is obtained in the same way as for the
rism. While the Prism spectral trace is roughly linear and parallel 

o the x -axis of the detector, the trace for G395H is slightly curved.
s a result, the application of the mask for G395H images required
rst that the trace be mapped on the detector. On the median image,
e divide the subarray into 10-pixel-wide columnwise slices and 
btain a median profile in the y -axis for each slice. The pixel row
ith the maximum count in this profile is identified for each slice,

nd this is used to assign an approximate initial maximum point for
ach individual pixel column. We then fit a fourth-order polynomial 
o these points. This polynomial refines the pixel row in each column
losest to the maximum of the spectrum and also allows the trace to
e extended to the edges of the image where the signal is low. In each
roup-level image, a mask is applied ±10 pixels around this central 
ixel per column. Bad pixels and outliers are masked out in the same
ay as for the Prism, and the mean of the unmasked pixels in each

olumn is then subtracted from all pixels in that column. 
As noted in Radica et al. ( 2023 ), while photons from diffuse

ackgrounds are affected by detector non-linearity, 1/ f noise is not, 
o ideally 1/ f noise correction should occur before the Linearity 
orrection step and diffuse background subtraction after. For NIRISS 

OSS, Radica et al. ( 2023 ) present a way to do this with multiple
teps; ho we ver, since the main purpose of this study was to compare
wo data sets with the same pipeline we decided implementing 
 single stage of background subtraction that happens after the 
inearity Correction step, to be sufficient, thus conflating 1/ f noise 
nd diffuse background subtraction. Radica et al. ( 2023 ) noted that
f 1/ f correction was performed after the non-linearity correction, 
t did not result in any biases in the spectrum but increased
oise. Thus, this single-step approach may result in increased 
oise. 

.1.1 Saturated pixels 

rism data present a challenge in that a large number of pixels near the
eak of the stellar spectrum are saturated. We identify a ‘persistently
aturated region’ of pixels, which are pixels where at least 10 per cent
f the integrations in the timeline have at least one saturated group.
his defines a region around the peak of the spectrum between 0.69
nd 1.91 μm (Fig. 2 ). The management of this region is challenging
nd final results from this saturated region need to be interpreted
ith added caution. 
We take a different approach to managing saturation compared to 

he pipelines in Rustamkulov et al. ( 2023 ). All four pipelines used
n that paper expand the saturation flags along entire columns if a
ixel in that column was saturated. Instead, here we make use of the
aturation Detection step argument n pix grow sat , which we
escribe further below. 
The Saturation Detection step compares the count on each pixel 

before linearity correction) to a pre-determined saturation level in a 
eference file. If during an integration a pixel exceeds its reference
evel in a particular group, then it is flagged as saturated in the DQ
rray (DQ flag = 2) in that group and all remaining groups after
hat, but not in the preceding groups . Then at the Ramp Fitting step,
he saturated groups are ignored when fitting the ramp. If all but the
rst group is saturated, there is the option of using this first group
lone to obtain a ‘ramp’ value. To do this, the Ramp Fitting step
rgument suppress one group must be changed to False from 

he default of True. Since the ‘slope’ value using just one group
ay be quite different compared to that from two or more groups,

his can potentially lead to noise in pixel timelines if a pixel flips
etween a single group and two groups in different integrations in its
imeline. To reduce the noise impact of such an effect, we implement a
r oup Contr ol step for the Prism pipeline, which is described further
elow. 
If a pixel becomes saturated, exceeding its full well capacity, 

harge can leak from the pixel diffusing into surrounding pixels. 
his horizontal charge o v erflow from saturated pixels is known as

blooming’ (Cohen, Olaes & Grogin 2020 ). These neighbouring 
ixels may not be truly saturated (as defined by exceeding their
aturation thresholds); ho we ver, due to this leaked charge, their
lectron counts now become unreliable in relation to their incident 
hoton counts. By default, the Saturation Detection step flags all 
eighbouring pixels within 1 pixel of a truly saturated pixel as
saturated’ in the same groups as the truly saturated pixel; i.e. 3 × 3
ox of pixels centred on the affected pixel is flagged as saturated. The
ize of this box is controlled by the step argument n pix grow sat ,
hich has the default value of 1. 
We ran our pipeline for the Prism data varying the value of

 pix grow sat between 1 and 4, and the final spectra obtained
re shown in Fig. 3 up to 3 μm for three different conditions:
a) no group control and suppress one group set to True
excludes single group integrations), (b) no group control and 
uppress one group set to False (includes single group inte- 
rations), and (c) with group control and suppress one group 
et to False (includes single group integrations). We explain group 
ontrol below. In both cases (a) and (b), there are wide point-to-point
ariations in the spectrum within the persistently saturated region for 
ll values of n pix grow sat , while outside this region, all values
f n pix grow sat result in similar final spectra. In case (c),
mplementing group control greatly reduces the point-to-point varia- 
ions; ho we ver, we also notice that increasing n pix grow sat
o values > 1 reduces the spectrum baseline, which leads to the
mergence of distinct peaks at 1.4 and 1.9 μm consistent with
ater bands (as well as further reducing point-to-point variation). 
he fact that increasing n pix grow sat to values > 1 appears

o bring out some spectral features would suggest that the effect of
he saturated pixels influences the counts on neighbouring pixels 
reater than 1 pixel away. We realize, ho we ver, that this is a
ome what subjecti ve assessment of the impro v ement in the spectrum,
nd thus we e x ercise caution in the interpretation of the saturated
egion. 
MNRAS 531, 2731–2756 (2024) 
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Figure 2. Determining a ‘persistently saturated region’ on the Prism subarray. Top: per pixel, the minimum number of unsaturated groups in any integration 
after completing the Saturation Detection step as implemented in this framework. Bottom: region shown where pixels where ≥10 per cent of the timeline have 
at least one saturated group. We term this the ‘persistently saturated region’. 
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We decided to proceed in the final analysis using a value of
 pix grow sat = 3 for all saturated pixels in the Prism data.
o we ver, we use the default value of 1 for the G395H data. This

s because count rates in the G395H data are much lower than in
he Prism, and rare persistently saturated pixels are those isolated
ixels with unusually low saturation thresholds rather than those with
 xcessiv ely high photon counts in large groups. Thus, we assume that
he leakage into surrounding pixels is less of an issue. Ho we ver, to
e sure, we also ran the pipeline with n pix grow sat = 3 for
395H and found no significant difference in the spectrum transit
epths or noise (Section 6 ). 

.1.2 Gr oup contr ol step and ‘flipping’ noise 

e find that some pixels in the Prism data exhibit a type of noise in
heir timelines that seems to result from flipping of the number of
nsaturated groups per integration, and which can be controlled if the
umber of groups fitted for in the Ramp Fitting step is kept constant
or the entire timeline (Fig. 4 ). This also appears to give the wide
oint-to-point variations seen in Fig. 3 in cases (a) and (b). For flips
etween 1 and 2 groups, this ‘flipping noise’ is also controlled by
he default ramp fit step argument suppress one group , which
s by default set to True, where 1 group integrations are given Not
 Number (NaN) values, and which explain the slightly less noisy
pectra seen for case (a) in Fig. 4 compared to case (b). 

For this reason, and also to manage pixels where there are a
ignificant number of single unsaturated groups, we apply a Group
ontrol step for the Prism data. F or pix els in the persistently saturated

egion, the super DQ array is used to find the minimum number of
nsaturated groups in any integration (Fig. 2 , top). If the minimum
umber of unsaturated groups is 2 or more, all integrations of that
ixel are forced to use this number of groups. For pixels where the
inimum number of unsaturated groups is 1, if the pixel exhibits
10 per cent of its timeline as single unsaturated groups, then the

ull timeline is fixed to a single group per integration. If a pixel
as single groups for < 10 per cent of its timeline, these groups
re given NaN values (resulting in NaN values for the integration
fter the ramp fit step) (and flagged as ‘bad’ in the group DQ
rray) and the number of groups fixed at 2 for the remainder of the
imeline. 

The NaNs act as ef fecti ve flags for correction in the Stage 2 Fix
ad Pixels step. Outside of the persistently saturated region, we
o not apply group control as saturation is less frequent. If a pixel
NRAS 531, 2731–2756 (2024) 
utside the persistently saturated region has a rare integration where
he number of groups is different from the majority of its integrations,
his may manifest as an outlier in the timeline, and thus managed in
he same way as for other outliers in the Stage 2 Flag Bad Pixels step.
here are a few pixels outside the persistently saturated region that
ave single unsaturated groups but these are for only 1–2 integrations
possibly from CR hits) and are flagged by applying NaN values at
his stage to these groups. 

When we apply group control, the point-to-point variations seen
n the persistently saturated region are largely suppressed: Fig. 3
case c). The Group Control step was not applied to the G395H data
s saturation was much less frequent, and the longer ramp probably
a v ours more stability against changes in the ramp gradient (and thus
ipping noise) if the number of groups changes from integration to

ntegration. 

.2 Stage 2 

tage 2 begins with the .rateints FITS files for each segment and first
ombines them into one file for the entire observation (Fig. 1 ). This
acilitates the production of a rolling median image used in the Fix
ad Pixels step (see below). On completion of Stage 2, a .calints
ITS file is produced containing calibrated, wavelength-assigned 2D
lope images in flux units of DN s −1 . 

.2.1 Flag bad pixels 

fter combining all segments, the Assign WCS (World Coordinate
ystem) step is applied. This step does not change the science
ata.We then apply a custom Flag Bad Pixels step. We flag all pixels
hat have abnormal DQ flags. We, ho we ver, do not include pixels
agged just for saturation or jumps as these effects will have been
anaged in the Ramp Fitting step, except in cases where additional
ags, e.g. ‘DO NOT USE’, have been generated. NaN values are
pplied to these flagged pix els. Ne xt, we check for outliers not picked
p in DQ flagging in each integration image on a ro w-by-ro w basis.
or each row in each integration image, we obtain a rolling median
nd rolling standard deviation ( σ 1 ) ±5 pixels around a given pixel
n the x -direction. We also find a line ‘sigma’ ( σ 2 ) based on the
alf of the 16th–84th percentile range in the entire row. We flag as
utliers (and give NaN values to) an y pix el ±3 σ 1 or ±3 σ 2 from its
orresponding rolling median value. This is iterated three times. For
ur baseline case, before this step, the proportion of NaN values (for
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Figure 3. The effect of changing the Saturation Detection step argument, n pix grow sat , on the transmission spectrum for Prism. The shaded area shows 
the persistently saturated re gion, which e xtends from 0.69 to 1.91 μm. Top: case (a) no group control and suppress one group set to True. Middle: case 
(b) no group control and suppress one group set to False. Bottom: case (c) with group control and suppress one group set to False. We settle on 
using an n pix grow sat value of 3 for our final reduction. 
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ll pixels over all integrations) is 0.6 per cent in Prism, 0.8 per cent in
395H NRS1, and 0.9 per cent in G395H NRS2. After the Flag Bad
ixels , this increases to 3.5 per cent in Prism, 3.6 per cent in G395H
RS1, and 1.6 per cent in G395H NRS2. 

.2.2 Fix bad pixels 

e adopt the approach of filling in NaNs that have flagged bad pixels
nd outliers, rather than leaving these values open. This contrasts 
ith the approach where such values are not filled and bad pixels are
e-weighted. We fill in any NaN values in two ways. First, if a pixel
imeline has < 10 per cent NaN values, these are filled in by linear
nterpolation of good values. If a pixel timeline has ≥10 per cent NaN
alues, then the full timeline for that pixel is made NaN. Secondly,
ny remaining NaNs are filled in spatially by linear interpolation 
f good values on a ro w-by-ro w basis in each integration image.
inally, we deal with any remaining pix el-lev el light-curv e outliers

hus far not identified. For each pixel on each integration image, a
olling median value is produced from neighbouring images spanning 
100 integrations for the Prism data set and ±10 integrations for the
395H data. In addition for each pixel, we obtain a rolling standard
eviation ( σ roll ) o v er the same range, and also the median of the
olling standard de viation v alues ( σ median ). We identify pixel values
hat are either ±5 σ roll or ±5 σ median beyond the corresponding rolling 

edian value. These outlier pixel values are replaced by their values
n the corresponding rolling median image. 
MNRAS 531, 2731–2756 (2024) 
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Figure 4. ‘Flipping’ noise as the rationale for the Group Control step in Prism processing. Three pixels are shown, all of which fall in the persistently 
saturated region. suppress one group was set to False. The top plots show the timelines of pixel counts without any group control. Middle plots show the 
timelines with the Gr oup Contr ol step implemented. The timelines are shown after the Fix Bad Pixels step in Stage 2. The bottom panel shows the number 
of unsaturated groups per integration (and thus the default ramp length). For pixel (101, 17), the number of groups flips between 1 and 2 during the OOT 

phase. As explained in the text, and as can be seen in the top row of figures, this leads to noise in the timeline. The number of single group integrations 
is ≥10 per cent (20 per cent) of the timeline for this pixel, so as per the rules adopted we force all the integrations to use only 1 group. This gives the 
result shown in the middle panel, where we see that the noise has been mitigated. Pixel (109, 17) also flips between 1 and 2 groups with the same kind of 
associated noise in the OOT phase. Ho we ver, it has < 10 per cent (8.4 per cent) of its timeline with single group inte grations. F or such cases, we flag the 
single group integrations as ‘bad’ by giving them NaN values in Stage 1, and these are later filled in during the Stage 2 Fix Bad Pixels correction step as 
described in the te xt. Pix el (142, 17) occurs at the edge of the persistently saturated region, and flips between 4 and 5 unsaturated groups in its OOT phase. 
This again results in noise that is controlled by fixing all integrations to 4 groups (middle panel). The noise resulting from flipping between different groups per 
integration may be due in part to the small number of total groups per integration operating near the saturation threshold, giving noticeably different slopes per 
integration. 
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.2.3 Remaining steps 

e then proceed to utilize steps from the JWST Science Calibration
ipeline that apply the 2D wavelength solution (Fig. 1 ) ending with

he Wavelength Correction step. The flux units after this step remain
s DN s −1 . The Photometric Calibration step in the JWST Science
alibration Pipeline is not strictly required since we are interested in

elative flux changes. 
In common with other pipelines, we have not applied a flat-field

tep as the reference files were not complete (Alderson et al. 2023 ;
ustig-Yaeger et al. 2023 ). The effect of not applying a flat-field may

esult in increased noise due to uncorrected pixel quantum efficiency
nd gain variations that manifests during mo v ement (jitter) of the
pectral image on the detector (Sarkar et al. 2021 ). The JWST pointing
ystem has line-of-sight pointing stability of ∼1 mas (Lallo & Hartig
022 ), which is 1/100th the pixel scale of NIRSpec (0.1 arcsec).
he jitter noise impact of not applying the flat-field should thus be
egligible. 

.3 Stage 3 

tage 3 begins with a manual examination of engineering data to
dentify rele v ant e vents in the timeline that may require addressing
NRAS 531, 2731–2756 (2024) 
t the light-curv e lev el. The .calints file from Stage 2 is then opened
nd extraction of the 1D stellar spectra performed. Stage 3 generates
 FITS file containing 1D stellar spectra per integration. 

.3.1 Analysis of engineering data 

e analyse the engineering data associated with each observation, 4 

n particular the guide star x and y centroids, guide star flux, and HGA
o v ement flags. As previously noted in Rustamkulov et al. ( 2023 ),

n the Prism data there is HGA mo v ement, and we find that this
ccurs between 59770.9722 and 59770.9723 MJD UTC . Therefore,
n Stage 4, we exclude any light-curve points that fall into this time
eriod. As explained below, we bin the Prism timeline to every 25
ntegrations, so this amounts to exclusion of two of the final binned
ight-curve points. In the G395H data, there are no HGA mo v ements;
o we ver, we can see the impact of the previously noted (Alderson
t al. 2023 ) mirror segment tilt event as a step change in the guide star
ux (Fig. 5 ). This is reflected in the light curves of individual pixels,
here the change in count can be positive or ne gativ e and varies

https://jwst-docs.stsci.edu/methods-and-roadmaps/jwst-time-series-observations/jwst-time-series-observations-noise-sources
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Figure 5. Guide star flux during the G395H observation. Flux has been 
normalized to the mean value, and smoothed by convolving with a 1000-step 
box-shaped kernel for clarity. 

Figure 6. G395H mirror segment tilt event at pixel level. Two example pixel 
timelines from NRS2 are shown, with a step clearly visible and corresponding 
to that in the guide star flux timeline. In pixel (1000, 15) there is an increase 
in flux, and in pixel (1400, 15) there is a decrease in flux after the event. The 
amount and direction of flux change is thus pixel-dependent. 
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Figure 7. Example 1D stellar spectra from the first integration of each time 
series. These are the end result of Stage 3 of the pipeline. The flux counts 
on the Prism have been reduced by a factor of 100 to allow all spectra to be 
shown on same plot. 
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etween pixels (Fig. 6 ). We did not detect an associated change in
he guide star centroid positions. The tilt event is corrected in the
tage 4 Pr epar e Light Curves step. 

.3.2 1D spectral extraction 

e xt, a custom Extr act 1D Spectr a step is applied. Extraction is
btained through a ‘box’ extraction method and also an optimal 
xtraction method. 

F or box e xtraction, using the assigned 2D wav elength solution
er pixel, we obtain the mean wavelength per pixel column giving 
s a nominal 1D wavelength grid. We then assume wavelength bins
entred on these values with boundaries being the mean of adjacent 
alues. We then sum up the counts on all pixels that fall in a given
avelength bin. This method allows flexibility to obtain the 1D 

pectra from potentially tilted or curved spectral traces. We found the 
av elength variations o v er a pix el column to be as follows: in Prism

he standard deviation of the wavelength ranged from 0.002 to 0.013 
m per column, and for G395H this was ∼0.0003 μm per column

n both NRS1 and NRS2. The resulting 1D spectra look virtually 
dentical to those obtained through simple summation of the counts 
er pixel column. These 1D spectra, the wavelength grid, and timing
nformation are saved together in a FITS file, which forms the output
f Stage 3. Example 1D spectra from the first integration in each
ime series are shown in Fig. 7 . We use the box extraction results for
ur baseline case. 
For optimal extraction, we apply the principles in Horne ( 1986 )

o obtain the spectra and variance for each integration image. 
e use a rolling median image of 12 integrations for G395 and

00 integrations for Prism to provide the columnwise profile for 
ach integration image. No background subtraction is included, and 
 σ outliers were rejected iteratively. The final optimal extraction 
ransmission spectra did not show any significant differences in 
ffset, and had comparable or slightly less noise compared to the
aseline cases (Section 6 ). 

.3.3 Err or pr opagation 

eg arding error propag ation up to the end of Stage 3, the ERR
error) array in Stages 1 and 2 propagates the calculated photon
oise and reads noise errors through the different steps. We do not
djust the error in the custom Background Subtraction step since the
roportion of signal remo v ed is small and will not impact the photon
oise substantially. In the Fix Bad Pixels step, the variances of bad
ixels are corrected in the same way as the pixel values themselves.
n Stage 3, box extraction of the 1D spectra proceeds with quadrature
ddition of the corresponding ERR array values, whereas in optimal 
xtraction, the errors are obtained directly from the optimal extraction 
lgorithm. 

.4 Stage 4 

n Stage 4, the 1D spectra from Stage 3 are extracted from the Stage
 FITS file to produce a data cube of 1D spectra versus time for each
ata set. In the time axis, this constitutes the set of nativ e (i.e. pix el-
evel) resolution spectral light curves. These spectral light curves 
re then fitted with light-curve models to extract the transit depth
er wavelength, resulting in the final output consisting of the planet
ransmission spectrum. 

In Stage 4, when calculating the errors on white light curve data
oints, these are obtained by taking the quadrature sum of the errors
MNRAS 531, 2731–2756 (2024) 
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Figure 8. Prism white light curves and best-fitting solutions using median values from the MCMC posterior distribution, with residuals. 
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n the spectral data points that are summed to produce the white light
urve point. Further error handling is discussed below. 

.4.1 Pr epar e light curves 

rior to light-curve fitting, we prepare the light curves in various
ays, e.g. remo val of an y unwanted sections or data points, and/or
inning in time or wavelength space as needed. 
We perform one more stage of outlier removal by identifying white

ight curve outliers. A rolling median and rolling standard deviation
 σ ) of 200 data points in Prism and 20 data points in G395H are
btained, and outliers identified as being those ±4 σ from the median.
o outliers were identified for G395H this way and five data points

dentified in Prism. The 1D spectrum corresponding to the outlying
ntegrations was rejected and replaced by the average of the two
ntegrations on either side of it. 

For the Prism, the white light curve shows a clear non-linear trend
n the out-of-transit (OOT) data. By excluding the first 1500 points,
e found that we could reasonably fit this trend with a second-order
olynomial, so this clipping was applied to all spectral light curves as
ell as the white light curv e. Giv en the high cadence rate of the Prism
ata, we bin down each spectral light curve in time every 25 points,
btaining the mean mid-BJD timestamp of the 25 binned points. The
ime-step between the binned points is 34.438 s. Two points are then
xcluded around the HGA movement event as previously mentioned.

For G395H, we do not bin down the timelines, the time-step
etween points being 64.056 s. Although systematic trend appears
ore linear than in the Prism light curves, we fitted the trend with a

econd-order polynomial to keep the pipeline as consistent with the
rism pipeline as possible. 
A short ‘hook’ appears at the start of the G395H white light curves,

hich we remo v e by e xcluding the first 10 inte grations. To correct
or the mirror segment tilt event in G395H, we first identify visually
he event on the white light curves, and exclude three integrations
round the tilt event. The effect of the event is then corrected during
ight-curve fitting as explained below. 
NRAS 531, 2731–2756 (2024) 
.4.2 White light curve fitting 

he white light curve for the Prism was obtained by co-adding the
tage 4 spectral light curves. We trialled this twice: (1) including
nly wav elengths abo v e 2 μm (and thus e xcluding the persistently
aturated region), and (2) including all wavelengths. For light-
urve fitting, we use a Mandel–Agol transit model applied using
YLIGHTCURVE 5 within a Monte Carlo Markov chain (MCMC)
lgorithm applied using EMCEE (F oreman-Macke y et al. 2013 ). In
ddition to the planet–star radius ratio ( R p / R s ), we fit for mid-transit
ime ( t 0 ), the ratio of semimajor axis to star radius ( a ′ / R s ), the
nclination angle ( i ), and two quadratic limb-darkening coefficients
LDCs ( c 1 and c 2 )]. We also fit for the systematic trend and
OT baseline using a second-order polynomial [and thus three

oefficients, a , b , and c , where the trend is represented by a (1 +
t + ct 2 ), where t is time since the first integration included]. The
rror on the data is obtained by fitting the OOT data only with the
ystematic model (using a least-squares method), dividing this out
nd obtaining the standard deviation of the resulting points. The error
ars on the individual light-curve data points are then scaled by a
actor such that the average error bar matches the standard deviation
f points. 
This initial fit to the systematic trend also gives the signs of the

oefficients c and b . These signs are held in variables and applied later
n the final model fit, while the positive magnitudes of c and b are
onverted to natural logarithmic values for the MCMC algorithm.
 log-likelihood function is used with uniform priors for all free
arameters. We fit for the natural logarithms of all free parameters
xcept t 0 , c 1 , and c 2 . The period ( P ) is fixed to 4.055 2941 d (Mancini
t al. 2018 ). Eccentricity is set to 0 and argument of periastron to
0 ◦. We use 64 w alk ers with a burn-in of 1000 steps, followed by
000 steps for the production run. Mean acceptance fractions of
4 and 43 per cent, respectively, for the all wavelength and the > 2
m cases are obtained consistent with good convergence. Fig. A1
hows the posterior distributions for these cases, and Fig. 8 shows

https://github.com/ucl-exoplanets/pylightcurve
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Table 1. Summary of retrieved Prism white light curve parameters. 

Parameter Prism Prism 

all wavelengths > 2 μm only 

R p / R s 0.145 22 ± 0.000 15 0.146 04 ± 0.000 14 
a ′ / R s 11.46 ± 0.02 11.43 ± 0.02 
i ( ◦) 87.83 ± 0.02 87.792 ± 0.025 
t 0 (BJD TDB – 2400000.5) 59770.83563 ± 0.00001 59770.83566 ± 0.00001 
c 1 0.17 ± 0.01 0.06 ± 0.02 
c 2 0.28 ± 0.03 0.22 ± 0.03 
a (DN s −1 ) 6.845 75 ± 0.000 09 × 10 8 1.705 84 ± 0.000 03 × 10 8 

b (s −1 ) −0.0057 ± 0.0003 −0.0081 ± 0.0003 
c (s −2 ) 0.0067 ± 0.0008 0.009 ± 0.001 

Table 2. Summary of retrieved G395H white light curve parameters. 

Parameter G395H NRS1 G395H NRS2 G395H NRS1 G395H NRS2 
independent independent 

R p / R s 0.145 85 ± 0.000 07 0.1465 ± 0.0001 0.1463 ± 0.0002 0.1466 ± 0.0002 
a ′ / R s Fixed to Prism value Fixed to Prism value 11.41 ± 0.03 11.39 ± 0.04 
i ( ◦) Fixed to Prism value Fixed to Prism value 87.74 ± 0.03 87.75 ± 0.04 
t 0 (BJD TDB – 2400000.5) 59791.11203 ± 0.00002 59791.11214 ± 0.00003 59791.11203 ± 0.00002 59791.11214 ± 0.00003 
c 1 0.04 ± 0.02 0.06 ± 0.02 0.09 ± 0.03 0 . 07 + 0 . 04 

−0 . 03 
c 2 0.21 ± 0.02 0.13 ± 0.03 0.10 ± 0.05 0.12 ± 0.06 
a (DN s −1 ) 1.609 34 ± 0.000 02 × 10 6 8.7624 ± 0.0002 × 10 5 1.609 34 ± 0.000 02 × 10 6 8.7624 ± 0.0002 × 10 5 

b (s −1 ) 0 . 000 01 + 0 . 000 23 
−0 . 000 01 0 . 0002 + 0 . 0003 

−0 . 0002 0 . 000 01 + 0 . 000 20 
−0 . 000 01 0.0003 ± 0.0003 

c (s −2 ) −0 . 0011 + 0 . 0007 
−0 . 0008 −0 . 000 02 + 0 . 000 01 

−0 . 000 20 −0 . 0009 + 0 . 0007 
−0 . 0008 −0 . 000 02 + 0 . 000 02 

−0 . 000 24 

Shift 0 . 000 97 + 0 . 000 04 
−0 . 000 03 0 . 000 58 + 0 . 000 06 

−0 . 000 04 0.000 99 ± 0.000 04 0.000 59 ± 0.000 05 
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he white light curves with best-fitting model and residuals. Table 1 
ummarizes the parameter estimation results from the Prism white 
ight fits. We find that there are no significant differences between 
he system parameters obtained ( a ′ / R s and i ) using all wavelengths
ersus just > 2 μm; ho we ver, gi ven the uncertainties in managing the
aturated region, we choose to use the > 2 μm values for the rest of
he study. The residuals for the all wavelength case have a standard
eviation of 120 ppm, which is ∼1.8 × the estimated noise based 
n propagating the ERR array values, and for the > 2 μm case, the
esiduals are 140 ppm, 1.6 × the estimated noise. 

For G395H, the white light curves for NRS1 and NRS2 were 
btained by co-adding all spectral light curves. We performed two 
ets of fits: (1) where the system parameters a ′ / R s and i are fixed to
hose from the Prism > 2 μm result, and (2) ‘independent’ white light
urve fits where a ′ / R s and i were not fixed to the Prism values but
btained directly from the fits. In both cases, we fitted for t 0 , c 1 , c 2 ,
nd the natural logarithms of R p / R s and three polynomial coefficients,
 , b , and c . To correct for the tilt event, a ‘shift’ parameter is added to
he light-curve model that adds an offset to the post-event section of
he light-curve model prior to multiplication by the systematic 

odel. 
Other aspects of the fit were as for the Prism abo v e. We obtain mean

cceptance rates of 31 and 32 per cent for NRS1 and NRS2 fixed-to-
rism cases, respectively, and 29 per cent for the independent cases. 
he results are summarized in Table 2 . Fig. A2 shows the posterior
istributions and Fig. 9 shows the light-curve fits. For the fixed- 
o-Prism cases, the residuals for NRS1 and NRS2 have standard 
eviations of 142 and 195 ppm, respectively (1.4 and 1.5 × the 
stimated noise). For the independent cases, these are almost the 
ame, 141 and 195 ppm, respectively (1.4 and 1.5 × the estimated 
oise). 
f  
We find that the system parameters a ′ / R s and i have somewhat
o wer median v alues in the ‘independent’ G395H fit than in the
rism fit; ho we ver, these are both highly correlated in the corner
lots. To allow an unbiased comparison of Prism and G395H final
pectra, we thus need to control for a ′ / R s and i , which we do by
dopting the Prism > 2 μm values for a ′ / R s and i for all final spectral
ight-curve fits. The median R p / R s results for the G395H results
re somewhat greater than for the Prism all wavelength result, but
loser to the Prism > 2 μm result. This could be explainable by the
igh-amplitude spectral features in the G395H range that increase 
he average apparent radius over the NRS1 and NRS2 wavelength 
anges. 

.4.3 Allan deviation analysis 

e also performed an Allan deviation analysis of white light curves
o examine for correlated noise. We look at the following cases: (1)
rism all wavelengths, (2) Prism > 2 μm, (3) Prism 0.65–2 μm, (4)
rism < 0.65 μm, (5) G395H independent NRS1, and (6) G395H

ndependent NRS2. The Allan deviation plots are shown in Fig. 10 .
o produce these plots, the residuals are binned into progressively 

arger bin sizes. At each bin size, the fractional noise is calculated
rom the standard deviation of the binned counts divided by the
inned signal. The latter is obtained from the coefficient a multiplied
y the number of binned points per bin. For uncorrelated noise, the
radient of the log of the fractional noise versus the log of the bin
ize should be −0.5. Shallower gradients may indicate correlated 
oise in the timeline. In Fig. 10 , the plots have been normalized to
he first point, to allow easier comparison of the relative deviation
rom the uncorrelated expectation. The dotted line with a gradient of
MNRAS 531, 2731–2756 (2024) 
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Figure 9. G395H white light curves and best-fitting solutions using median values from the MCMC posterior distribution, with residuals for G395H. 
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0.5 is shown as an indicator of how uncorrelated noise would bin
own. 
We find that the G395H noise bins down fairly closely to what we

ould expect for uncorrelated noise, consistent with Espinoza et al.
 2023 ). For the Prism, when we include all wavelengths in the white
ight curve, there is a markedly shallower gradient than expected for
ncorrelated noise. For the fractionated white light curves, we see
hat the deviation is worst for 0.65–2 μm, which encompasses the
ersistently saturated region. The deviation is less for > 2 μm and
esser still for < 0.65 μm. These results suggest that the saturated
egion suffers the greatest correlated noise, which may be related
o the saturation or our data reduction methodology for that region.
o we ver, some correlated noise extends beyond this region and this is

herefore not attributable to saturation. It may be related to 1/ f noise,
ur chosen systematic model or an additional unidentified cause but
urther investigation is needed to elucidate this. In Fig. 8 , we see
 slight upward ‘bump’ in the residuals around the start of ingress
NRAS 531, 2731–2756 (2024) 
more noticeable in the all wavelength case). We repeated the Prism
hite light curve fits with this region (containing 43 light-curve
oints) remo v ed, and found the Allan deviations for the different
ases to be unaffected, indicating that the correlated noise is not due
o a poorer model fit in this region. 

We use the Monte Carlo prayer bead method (Gillon et al. 2007 ;
anjavacas et al. 2018 ) to estimate the error inflation if we account

or the correlated noise. For each case, we perform 50 trials. In
ach trial, we produce 1000 model realizations of the white light
urve and then fit for all system (except period, eccentricity, and
rgument of periastron, which are set to the previously stated values),
ight-curve, and systematic parameters using LMFIT (Newville et al.
016 ). Each realization is produced as follows. The residuals from
he MCMC best-fitting model and the light curve are obtained. The
esiduals are then shifted in sequence by a random value picked from
 uniform distribution ranging from zero up to the total number of
ight-curve points. The shifted residuals are added to the best-fitting
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Figure 10. Allan deviation analysis of white light curve residuals. The 
fractional noise is normalized to the first data point for comparison purposes. 
The dotted black line has a gradient of −0.5 in log–log space and indicates 
how uncorrelated noise would appear to integrate down. 
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odel to construct a ‘new’ light curve. This light curve is then fitted
sing LMFIT to extract the planet–star radius ratio. 1000 values of the
lanet–star radius ratio are thus obtained and we take the standard 
eviation of the distribution as an estimate of the 1 σ uncertainty that
ncorporates correlated noise. We then take the ratio of this to the
rror given by LMFIT on the original light curve, to obtain an error
nflation factor. We then obtain the mean and standard deviation of
he inflation factor from the 50 trials. The inflation in errors on R p / R s 

s a result of this is as follows: Prism (all wavelengths) × 1.57 ± 0.03,
rism ( > 2 μm) × 1.36 ± 0.03, Prism (0.65–2 μm) × 1.45 ± 0.03,
nd Prism ( < 0.65 μm) × 1.29 ± 0.03. We confirm the relative lack
f correlated noise in the G395H data by finding inflation factors of

1.09 ± 0.02 in NRS1 and × 1.119 ± 0.025 in NRS2. 

.4.4 Use of model four-factor limb-darkening coefficients 

o see whether any improvement in accuracy or precision occurs 
sing model LDCs, we repeated the following cases using model 
our-factor LDCs obtained from the Exoplanet Characterization 
oolKit (ExoCTK) 6 : Prism (all wavelengths), Prism ( > 2 μm),
nd G395H NRS1 and NRS2 (independent of Prism values). The 
esulting corner plots and light-curve fits are shown in Figs A3 and
1 , with the parameters summarized in Table 3 . For the Prism, there
s close agreement with the baseline case in the > 2 μm case. In
he all wavelength case, the transit depth, a ′ / R s , and i are distinct at
 σ but not at 2 σ . In G395H NRS1, the transit depths again agree
t 2 σ , while in NRS2 they agree at 1 σ . The residuals on the Prism
how more systematic variation than in the baseline case indicating 
 poorer fit to the data: the standard deviations of the residuals
re 133 and 141 ppm for the all wavelength and > 2 μm cases,
espectiv ely. F or G395H, the fits appear similar to the baseline cases
ith residual standard deviations of 145 and 196 ppm for NRS1 and
RS2, respectively. As a goodness-of-fit test to compare the baseline 

ase with the four-factor LDC case, we employ the reduced chi- 
quared, keeping the noise constant between the two comparisons. 
e use the absolute noise from the baseline cases for this purpose

i.e. the standard deviation of the residuals). Table 4 summarizes 
 https:// exoctk.stsci.edu/ limb darkening 

7

a

he results. The reduced chi-square is larger in the four-factor model
ases in all four cases, with the greatest increase being in the Prism
ll wavelength case. This would indicate that the empirically derived 
uadratic LDCs give a better fit to the data than the model four-factor
DCs. 

.4.5 Spectral light-curve fitting 

e obtained model quadratic LDCs from the ExoCTK website, 
hich were used for preliminary studies and to give initial values

or fits; ho we ver, for the final analysis, we chose to obtain empirical
DCs for the full wavelength range covered by both Prism and
395H from light-curve fitting. This is partially moti v ated by the fact

hat for white light curves the empirical quadratic fit gave a better
t to data than the four-factor model LDCs. Empirical four-factor 
ts would be challenging due to the additional two free parameters
equired, and quadratic fits have been used in previous fits to WASP-
9 data (Ahrer et al. 2023 ; Alderson et al. 2023 ; Rustamkulov et al.
023 ). In addition, Rustamkulov et al. ( 2023 ) found that WASP-39
s 6 per cent brighter at the limb than predicted by models, indicating
hat an empirical approach is preferred. 

The spectra from Prism and G395H were binned to R = 66 (slightly
ower than the lowest native spectral power across the Prism subarray) 
o optimize the SNR. We then fitted each binned spectral light curve
s described below and obtained the two LDCs, c 1 and c 2 , for the
inned wavelengths. Fig. 12 shows the extracted LDCs with error 
ars. Despite differences in instrument transmission, we find that the 
mpirical LDCs for G395H match those from Prism within the 1 σ
rrors. As a result, we proceed using just the Prism-derived LDCs
or both modes. 

A smoothing function was then applied to the Prism LDC vs
avelength plots to obtain the final LDCs 7 Fig. 13 shows the final

mpirically derived LDCs and those from the ExoCTK model. On 
unning the final spectral light-curve fits for Prism and G395H, the
DCs were obtained for each spectral channel by interpolating the 
mpirical LDC versus wavelength plots to the central wavelength of 
ach light curve. 

We fit the spectral light curves for both Prism and G395H at their
ativ e (pix el column lev el) resolutions. To allow comparison with
he Prism, G395H spectral light curves were also binned to the Prism
esolution. We exclude NRS2 wavelengths > 5.1 μm, due to the rapid
all-off in the transmission abo v e that wavelength resulting in low
NR (Fig. 7 ). Example posterior plots and light-curve fits for full
esolution cases are shown in Fig. B1 . In fitting the spectral light
urves for each configuration (and NRS detector), we fix t 0 to the
alues in Tables 1 and 2 (i.e. to the Prism > 2 μm case, and the
395H fixed-to-Prism cases). We fix the values for a ′ / R s and i to

hose obtained from the Prism white light curve fit ( > 2 μm case)
nd fix the period to 4.055 2941 d (Mancini et al. 2018 ). Eccentricity
s set to 0 and argument of periastron to 90 ◦. For Prism and both
395H detectors, we fit for R p / R s and three polynomial coefficients

or the systematic fit, a , b , and c . Additionally, for G395H, we fit for
he light-curve ‘shift’ correcting for the mirror tilt event. 

Fig. 14 sho ws ho w the systematic coef ficients a , b , and c and the
hift parameter in G395H vary with wavelength. The results have 
een binned to R = 60 for clarity. a follows the shape of the stellar
pectrum, giving an OOT baseline flux. The variation of b and c
s complex in Prism, and they appear ne gativ ely correlated to each
MNRAS 531, 2731–2756 (2024) 

 This involved a convolution with a 10-point wide box function, with 5 points 
t each end filled in with values from a polynomial fit. 

https://exoctk.stsci.edu/limb_darkening
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Figure 11. White light curves and best-fitting solutions when using model four-factor LDCs. 

Table 3. Summary of retrieved white light curve parameters using model four-factor LDCs. 

Parameter Prism Prism G395H NRS1 G395H NRS2 
all wavelengths > 2 μm only 

R p / R s 0.144 87 ± 0.000 06 0.146 09 ± 0.000 06 0.145 84 + 0 . 000 07 
−0 . 000 06 0.146 53 ± 0.000 09 

a ′ / R s 11.51 ± 0.02 11.43 ± 0.02 11.448 ± 0.025 11.41 ± 0.03 
i ( ◦) 87.90 + 0.02 87.79 ± 0.02 87.810 ± 0.025 87.77 ± 0.03 
t 0 (BJD TDB – 2400000.5) 59770.83563 ± 0.00001 59770.83566 ± 0.00001 59791.11202 ± 0.00002 59791.11213 ± 0.00003 
a (DN s −1 ) 6.845 73 ± 0.000 09 × 10 8 1.705 84 ± 0.000 03 × 10 8 1.609 33 ± 0.000 02 × 10 6 8.7623 ± 0.0002 × 10 5 

b (s −1 ) −0.0057 ± 0.0003 −0.0081 ± 0.0003 0 . 000 008 + 0 . 000 127 
−0 . 000 007 0.0005 ± 0.0003 

c (s −2 ) 0.0066 ± 0.0008 0.009 ± 0.001 −0 . 0002 + 0 . 0002 
−0 . 0008 −0 . 000 02 + 0 . 000 02 

−0 . 000 26 

Shift N/A N/A 0 . 001 03 + 0 . 000 02 
−0 . 000 03 0 . 000 62 + 0 . 000 05 

−0 . 000 06 
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Table 4. White light curve goodness-of-fit for four-factor model LDCs versus 
a quadratic LDC fit. 

Noise Baseline Model 

(DN s −1 ) (quad. LDC fit) 
four-factor 

LDC 

χ2 
ν χ2 

ν

Prism (all wavelengths) 82 194.90 1.011 1.234 
Prism ( > 2 μm) 23 817.34 1.011 1.033 
G395H NRS1 226.93 1.028 1.075 
G395H NRS2 170.87 1.023 1.028 
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ther in wavelength space, but not obviously correlated to spectral 
eatures. In G395H, b and c are within 1 σ of zero, consistent with no
ime-dependent systematic trend. The shift parameter appears fairly 
onstant with wavelength in NRS1, but displays an increasing trend 
ith wavelength in NRS2. 

 TR A N SMISSION  SPECTRA  

he final transmission spectra obtained are shown in Fig. 15 . The
ppermost plot shows the unbinned ‘native resolution’ spectra. In the 
econd plot, the G395H spectra are rebinned to the resolution of the
rism spectrum, with the residuals between the two configurations 
nd the average errors shown in the lower two plots. 

.1 Prism 

sing the strategy of group control and increasing 
 pix grow sat to 3, we were able to reco v er data from

he persistently saturated region including the 1.4- μm H 2 O feature. 
o we ver, gi ven there is no consensus on the optimal strategy to
anage the saturated region, the results in this region should be 

onsidered tentative. We recover the previously observed water 
eatures at 1.8 and 2.8 μm, the large CO 2 feature at 4.3 μm, and the
ikely SO 2 feature at 4 μm. Fig. 16 compares our Prism spectrum
ith those publicly available spectra from the four pipelines used in 

he study by Rustamkulov et al. ( 2023 ). The errors on the residuals
re the quadrature sum of the 1 σ error bars from the comparison
ipeline spectrum and those from the rebinned JexoPipe spectrum. 
here is some disagreement within the persistently saturated region, 
here Je xoPipe giv es a shallower transit depth compared to the
ther pipelines on the blueward side of the 1.4- μm water feature,
ut a deeper transit depth o v er the rest of the region. This may
eflect the difference in approach taken in processing the saturated 
e gion between Je xoPipe and the four other pipelines. Another 
onsideration for the difference in the saturated region could be 
ossible correlations between our empirically derived LDCs and 
ransit depth, which could have resulted in a transit depth bias in the
aturated re gion. Further inv estigation is needed to fully understand 
he differences. 

Excluding the saturated region by comparing wavelengths above 
 μm only, if we consider the residuals (i.e. JexoPipe minus the
lternate pipeline), the closest match is to Eureka where the average 
esidual abo v e 2 μm is 28 ± 20 ppm. When comparing the av erage
rrors on the transit depths (at the binned resolution of the comparison 
ipeline spectrum), the smallest difference is with Eureka (JexoPipe 
verage error above 2 μm is 5 ppm higher), and the largest difference
s with Tiberius (JexoPipe average error is 24 ppm lower). 

Limb darkening : Given the structure of the residuals presented in 
igs 8 and 11 (no evident symmetry around the mid-time), we believe

hat the differences between the baseline analysis and the quadratic 
r four-factor model LDC cases are due to the correlated noise.
n practice, by fitting for empirical LDCs, the model is probably
bsorbing part of the correlated noise caused by the saturated pixels,
esulting in better statistics. At a first glance, this can be o v erlooked
ut we are concerned that it can cause biases in the final spectrum.
uch a bias can be seen in the saturated region of the Prism data.
n Fig. A1 , we can see that c 1 is correlated with depth, while c 2 
nd depth are anti-correlated. Around 1.4 μm, the empirical c 1 is
ignificantly lower than the theoretical c 1 and the empirical c 2 is
ignificantly higher than the theoretical c 2 . By combining the two
bservations we can expect that if the LDC calculations are biased,
hen the spectrum will be ne gativ ely biased. There are two data points
n the current analysis that are consistently lower compared to any
ther result close to 1.4 μm (Fig. 16 ). Therefore, we believe that at
east these two points are biased due to the choice of empirical LDCs
nstead of model LDCs. We do not expect the authors to change their
nalyses based on this observation, but they could note it in the text
s something to further investigate in the future. 

.2 G395H 

he much higher native resolution of G395H compared to Prism is
vident in Fig. 15 (upper plot). To make it easier to visualize the
pectral features and to allow comparison to the Prism, the spectral
ight curves were rebinned to the Prism native resolution (Fig. 15 ,
econd plot). The SO 2 and CO 2 features are evident. The gap in the
iddle of the spectrum is due to the physical division between the
RS1 and NRS2 detectors. 
In Figs 17 and 18 , we compare the JexoPipe spectrum to 12

ublicly available spectra from the 11 pipelines and weighted mean 
sed in the study by Alderson et al. ( 2023 ). The errors on the residuals
re the quadrature sum of the 1 σ error bars from the comparison
ipeline spectrum and those from the rebinned JexoPipe spectrum. 
e find good agreement with the amplitudes of spectral features 

btained; ho we ver, there are differences in the spectrum baseline that
ary depending on the pipeline being compared. There is a broad
ange of spectrum baselines across the 11 comparison pipelines. 
he closest matches in terms of average offset are with Espinoza-

ransitspectroscopy ( −8 ± 16 ppm) and Evans ( −4 ± 17 ppm). The
exoPipe result has a lower spectrum baseline than the weighted 
ean result with an average offset of −194 ± 17 ppm. Comparing

verage errors on the transit depths, JexoPipe has similar errors to
he weighted mean result, the average error being 12 ppm lower in
exoPipe. 

 C O M PA R I S O N  O F  PRISM  A N D  G 3 9 5 H  

PECTRA  

e now examine the differences in the baseline Prism and G395H
pectra (Fig. 15 ). An offset is visible between the Prism and G395H
esults. The average offset (G395H–Prism) is −188 ± 20 ppm for 
RS1 and −139 ± 31 for NRS2. We can see that when binned to

he same resolution, the transit depth precision is higher for G395H
han for Prism (Fig. 15 , lowest plot). The average difference in noise
ompared to Prism is −29 ppm in G395H NRS1 and −50 ppm
n G395H NRS2. The noise in Prism is on average ∼1.3 × that in
395H at the Prism resolution. 
The cause of the offset between the two modes is not immediately

pparent. Since we homogenized this study by using the same LDCs
nd system parameters, a ′ / R s and i , for both data sets, we can attribute
ny differences to instrumental or astrophysical variations between 
he two observations or differences in data processing. 
MNRAS 531, 2731–2756 (2024) 
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Table 5. Effects of changing data reduction and light-curve fitting steps on relative spectral transit depths. Baseline case is described in the text and corresponds 
to spectra shown in Fig. 15 . ∗ First three columns give the mean difference in ppm between spectral data points (binned to the Prism wavelength grid) between 
that case and the baseline case. The next two columns give the average offset between Prism and G395H spectra binned to the Prism resolution, for the given 
case, to enable a statistical comparison between the two spectra (Prism versus G395H). The average noise (when binned to Prism resolution) on the spectrum 

transit depth is given in the final three columns. Changes in Stage 1 reduction steps are shown abo v e the line, and changes in Stages 3–4 extraction and light-curve 
fitting are shown below the line. The Prism results are for wavelengths > 2 μm only. ‘Background pre-linearity’ applies the background subtraction stage just 
prior to the linearity correction and omits dark current subtraction. 

Change from baseline (ppm) Comparison with Prism (ppm) Average noise (ppm) 
Prism G395H NRS1 G395H NRS2 G395H NRS1 G395H NRS2 Prism G395H NRS1 G395H NRS2 

Baseline case N/A N/A N/A −185 ± 20 −139 ± 31 234 104 232 
Background pre-linearity −102 ± 21 1 ± 17 1 ± 28 −96 ± 20 −1 ± 31 237 100 217 
No dark subtraction −7 ± 22 −4 ± 18 2 ± 29 −191 ± 20 −103 ± 32 239 102 232 
No reference pixel stage N/A −74 ± 18 −2 ± 29 −259 ± 21 −142 ± 32 234 107 233 
n pix grow sat = 3 (G395H) N/A −1 ± 18 −11 ± 29 −186 ± 20 −151 ± 32 234 104 233 
CR rej. threshold = 4 σ (G395H) N/A −1 ± 18 1 ± 29 −186 ± 20 −138 ± 31 234 104 230 
Custom superbias 28 ± 21 6 ± 18 2 ± 29 −223 ± 20 −138 ± 32 236 105 231 

Optimal extraction 6 ± 21 2 ± 18 5 ± 28 −189 ± 21 −140 ± 30 227 104 228 
Quadratic model LDC −12 ± 21 −7 ± 18 −4 ± 29 −183 ± 20 −140 ± 32 235 104 232 
Four-factor model LDC 11 ± 21 19 ± 18 12 ± 29 −183 ± 20 −138 ± 32 234 105 232 
Null systematic (G395H) N/A −6 ± 18 −5 ± 28 −191 ± 20 −144 ± 31 234 102 226 

Note. ∗To permit comparison with the other cases, the baseline case was repeated here with the shorter MCMC runs used for the comparisons; hence, the G395H 

NRS1 offset is slightly different from that quoted in the text for the longer MCMC run used for Fig. 15 . 

Figure 12. Empirically derived quadratic LDCs from R = 66 Prism data 
(faded points) and those from R = 66 G395H data (bolder points). The values 
between Prism and G395H match within the 1 σ error bars. 

Figure 13. Empirically derived quadratic LDCs from Prism data and those 
from the ExoCTK website model. The latter uses the Kurucz ATLAS9 model 
grid ( T eff = 5000 K, log g = 4.45, and Fe/H = 0.01). Shaded regions give the 
1 σ error on the empirical values. 

Figure 14. Systematic coefficients. Data have been binned to R = 60. 
Transmission spectra are shown for comparison in top panel. For G395H, 
values for a have been increased by a factor of 5000 for clarity. The light- 
curve shift applied during light-curve fitting for G395H to correct for the tilt 
event is shown in the bottom panel. 
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We kept the data processing differences to a minimum; ho we ver,
here were differences in Stage 1, where the Reference Pixel Cor-
ection step was applied in the G395H pathway but not in the Prism
athway, and where the Prism pathway applied the Group Control
tep and a dif ferent v alue of n pix grow sat . Group control,
o we ver, is only applied to the persistently saturated region of Prism,
nd so would not be a cause of the offsets seen with G395H, which
re at wavelengths beyond this region. 

We investigated the effects of various changes to pipeline process-
ng and light-curve fitting from the baseline case. The results are
ummarized in Table 5 . The light-curve fits for these comparisons
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Figure 15. Transmission spectra of WASP-39 b obtained using JexoPipe. Uppermost plot shows the spectra obtained at the native resolution without any 
wavelength binning. The shaded area indicates the region of persistent saturation for the Prism. Central points are the median of the posterior distributions and 
the error bars span the 16th–84th percentile range. In the second plot down, the Prism spectrum is shown at native resolution, while the G395H spectra are binned 
to the Prism wavelength grid to allow comparison of the transit depths with wavelength. To permit a difference comparison of central points and quadrature sum 

of errors, the error bars show the average error (half the 16th–84th percentile range) and the central points are the average of the 16th and 84th percentiles in the 
posterior distribution. The third plot gives the difference between the binned G395H spectrum and the Prism spectrum central points (i.e. residuals = G395H 

minus Prism). The error bars on the residuals are the quadrature sum of the error bars as shown in the second plot. The fourth plot gives the average error on the 
transit depth at the native resolution of the Prism. 
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ere performed as previously described but with modified MCMC 

arameters (400 burn-in / 2000 production steps, 32 w alk ers), and
rism spectra were obtained only at > 2 μm, with G395H binned to
rism resolution to allow comparison. We re-ran the baseline case 
ith the changed MCMC run parameters and obtained an offset of
185 ± 20 ppm between G395H NRS1 and Prism as compared to 
188 ± 20 ppm mentioned abo v e, while the offset between G395H
RS2 and Prism is unchanged. 
The noise in all the cases is comparable to the baseline cases. In
ll cases, the G395H NRS2–Prism offset is greater than the G395H
RS1–Prism offset, indicating an offset between the two G395H 

RS detectors, which is ∼40–50 ppm in most cases, including the
aseline case. We note that this is consistent with inter-detector 
ffsets reported in previous studies (Madhusudhan et al. 2023 ; Moran
t al. 2023 ). 
MNRAS 531, 2731–2756 (2024) 
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M

Figure 16. Comparison of our Prism result with other Prism pipelines presented in Rustamkulov et al. ( 2023 ). The JexoPipe result is rebinned to the wavelength 
grid of the comparison pipeline’s publicly available spectrum. The shaded area indicates the region of persistent saturation. Residuals are JexoPipe minus the 
comparison pipeline spectrum. The average errors on the transit depths for the comparison spectrum and the JexoPipe spectrum when binned to the resolution 
of the comparison spectrum are shown in the lowest plots. 
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An interesting finding is that if background subtraction is per-
ormed just before the linearity correction step, 8 then the offset be-
ween Prism and G395H is greatly reduced or eliminated. Compared
o the baseline, the G395H NRS1–Prism offset falls from −185 ± 20
o −96 ± 20 ppm and the G395H NRS2–Prism offset falls from

139 ± 31 to −1 ± 31 ppm (Table 5 ). This reduction in offset is due
o a change in the Prism spectrum from the baseline case (changing
n average by −102 ± 21 ppm). There is no significant change in the
395H spectra from baseline. The reason for this change in Prism

and not G395H) is not immediately clear. 
Omitting the reference pixel stage impacts G395H NRS1 by

ausing a significant ne gativ e offset compared to the baseline case
f −74 ± 18 ppm, and increasing the G395H NRS1–Prism offset to
259 ± 21 ppm. Ho we ver, omitting the reference pixel stage does

ot seem to impact NRS2, where the change from the baseline case
s not significant ( −2 ± 29 ppm). The reason for this discrepant
esponse between the two NRS detectors is not clear. Applying
 pix grow sat = 3 to G395H also does not significantly change

he offset (see Table 5 ). The other variations in Table 5 do not show
ignificant changes from the baseline case in terms of average offsets
nd noise. These include using a ‘null’ systematic for G395H where
NRAS 531, 2731–2756 (2024) 

 Dark current was not subtracted to prevent the dark current being subtracted 
wice. 

7

W  

n  
o time-dependent trends are included (i.e. we fit only for systematic
oefficient a and not b or c ) and the use of model LDCs. 

We thus find offsets between Prism and G395H and also between
he two G395H detectors. The causes of the inter-modal and inter-
etector offsets are not immediately clear. The G395H–Prism offsets
ould be due to astrophysical or instrumental variations between
he two observ ations. Ho we v er, the y may also be due to differences
n data processing, e.g. use of different reference files. Alternate
ystematic models to the second-order polynomial used here may
e investigated to see whether these might affect the offsets seen,
hough as noted abo v e use of a null systematic model (with no time-
ependent trend) in G395H gives similar results to the baseline case.
hile the offset between Prism and G395H has several possible

auses, we can rule out astrophysical variation for the G395H inter-
etector offset between NRS1 and NRS2, which we detect here
hrough the comparison with the Prism spectrum. While the cause
f offsets like these needs continued inv estigation, the y represent a
ystematic uncertainty that needs to be accounted for when analysing
uch spectra, and when comparing spectra taken at different times
nd/or with different instrument modes. 

 ATMO SPH ER IC  M O D E L L I N G  

e use the AURA framework (Pinhas et al. 2018 ) to generate a
umber of simulated transmission spectra to compare to the obtained
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Figure 17. Comparison of our G395H result with six other G395H pipelines (listed by author and/or pipeline name) included in the study by Alderson et al. 
( 2023 ). The JexoPipe result is rebinned to the wavelength grid of the comparison pipeline’s publicly available spectrum. Residuals are JexoPipe minus the 
comparison pipeline spectrum. The average errors on the transit depths for the comparison spectrum and the JexoPipe spectrum when binned to the resolution 
of the comparison spectrum are shown in the lowest plots. 
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WST NIRSpec observations. AURA treats the terminator as a 1D 

lane-parallel atmosphere in hydrostatic equilibrium with a uniform 

omposition. For the models considered in this work, we treat the 
tmospheric regions giving rise to the transmission spectrum as 
sothermal. 

We consider atmospheric opacity contributions from a number of 
aseous species previously reported in the atmosphere of WASP-39 
 (e.g. Fischer et al. 2016 ; Nikolov et al. 2016 ; Wakeford et al. 2018 ;
irk et al. 2019 ; Ahrer et al. 2023 ; Alderson et al. 2023 ; Constantinou

t al. 2023 ; Feinstein et al. 2023 ; JWST Transiting Exoplanet
ommunity Early Release Science Team 2023 ; Rustamkulov et al. 
023 ). We specifically consider H 2 O (Barber et al. 2006 ; Rothman
t al. 2010 ), CO (Li et al. 2015 ), CO 2 (Tashkun et al. 2015 ), SO 2 

Underwood et al. 2016 ), H 2 S (Azzam et al. 2016 ; Chubb et al. 2018 ),
a (Allard et al. 2019 ), and K (Allard, Spiegelman & Kielkopf
016 ). We also include atmospheric extinction arising from Mie 
cattering through ZnS (Querry 1987 ) aerosols, again moti v ated
y prior findings (Constantinou et al. 2023 ; Feinstein et al. 2023 ).
e lastly include opacity contributions from H 2 –H 2 and H 2 –He

ollision-induced absorption (Borysow, Frommhold & Birnbaum 
MNRAS 531, 2731–2756 (2024) 
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Figure 18. Comparison of our G395H result with five further G395H pipelines (listed by author and/or pipeline name) included in the study by Alderson 
et al. ( 2023 ) and the weighted mean result in that study. The JexoPipe result is rebinned to the wavelength grid of the comparison pipeline’s publicly available 
spectrum. Residuals are JexoPipe minus the comparison pipeline spectrum. The average errors on the transit depths for the comparison spectrum and the 
JexoPipe spectrum when binned to the resolution of the comparison spectrum are shown in the lowest plots. 
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988 ; Orton et al. 2007 ; Abel et al. 2011 ; Richard et al. 2012 ),
hich set the spectral baseline in the absence of aerosols. 
For the nominal model shown in Fig. 19 , the abundances of

ll gaseous species except SO 2 correspond to a 10 × enhancement
 v er solar values under thermochemical equilibrium (Burrows &
harp 1999 ; Lodders & Fe gle y 2002 ; Madhusudhan & Seager 2011 ;
oses et al. 2013 ). For SO 2 , which is the product of disequilibrium

rocesses (Zahnle et al. 2009 ; Wang, Miguel & Lunine 2017 ; Polman
t al. 2023 ; Tsai et al. 2023 ), we use a volume mixing ratio of 10 −5 ,
hich is largely consistent with literature findings (Constantinou
NRAS 531, 2731–2756 (2024) 
t al. 2023 ; Rustamkulov et al. 2023 ; Tsai et al. 2023 ). We set the
tmosphere’s isothermal temperature to 900 K. The ZnS aerosols
ave a 40 per cent coverage fraction of the terminator and full vertical
xtent, with a mixing ratio of 5 × 10 −7 and a modal particle radius
f 0.01 μm. 
The forward model shown in Fig. 19 provides a good fit to the

bservations and displays prominent spectral features consistent with
revious studies (Alderson et al. 2023 ; Constantinou et al. 2023 ;
ustamkulov et al. 2023 ; Tsai et al. 2023 ). The data and model

how absorption features from H 2 O near 0.9, 1.1, 1.4, 1.9, and 2.9
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Figure 19. The obtained NIRSpec Prism and G395H transmission spectra of WASP-39 b are shown with error bars. Also shown is a nominal model assuming 
10 × solar elemental abundances and Mie scattering aerosols, as discussed in Section 7 . The observations are binned to R ∼ 100 for visual clarity, while the 
shaded area denotes the persistently saturated region for NIRSpec Prism as shown in Fig. 2 . 
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m. The latter feature also contains secondary spectral contributions 
rom CO 2 and H 2 S. Additionally, the blue end of the observations
rominently shows a significant absorption feature from Na. Both 
IRSpec Prism and G395H data sets show a highly prominent CO 2 

bsorption feature at ∼4.3 μm, which is reproduced by the forward 
odel. There are also spectral contributions from SO 2 , CO, and 
 2 O on either side of the large CO 2 feature. Specifically, SO 2 is

esponsible for a small peak at 4 μm, while CO and H 2 O provide
tmospheric opacity towards the red end of the spectrum. Lastly, ZnS
erosols are responsible for significant truncation of spectral features, 
articularly those of H 2 O at wavelengths smaller than 2 μm. 
While the abo v e forward modelling does not provide a definitive

etrie v al of the present data set, the findings are broadly consistent
ith prior analyses of JWST observations of WASP-39 b with 
IRSpec (Alderson et al. 2023 ; Constantinou et al. 2023 ; JWST
ransiting Exoplanet Community Early Release Science Team 2023 ; 
iraula et al. 2023 ; Rustamkulov et al. 2023 ) and other instruments

Ahrer et al. 2023 ; Alderson et al. 2023 ; Feinstein et al. 2023 ).
pecifically, prior works also find highly prominent spectral features 
rom H 2 O and CO 2 , with additional contributions from SO 2 , CO, and
 2 S. Moreo v er, man y of the abo v e works find that the observations

re best explained by a supersolar atmospheric metallicity, with 
dditional spectral contributions from non-grey clouds. A more 
omprehensi ve retrie v al analysis of the present data can confirm
his agreement with prior works. 

As noted earlier, we find the greatest time-correlated noise in 
he Prism white light curve composed of wavelengths between 
.65 and 2 μm, which would suggest that the transit depth er-
or bars in this range may be underestimated, precisely where 
e find largest discrepancy between the forward model and the 
ata. 

 C O N C L U S I O N S  

n this work, we present JexoPipe, a newly developed JWST pipeline 
or exoplanet transit spectroscopy. We applied it to observations of 
he warm Saturn WASP-39 b obtained in the ERS programme 1366 
sing the NIRSpec instrument in two contrasting configurations, 
rism and G395H. We use JexoPipe to apply consistent pipeline 
rocedures, LDCs, and system parameters to both data sets, enabling 
 comparative analysis of the spectra and instrument configurations. 

We find a significant offset between Prism and G395H spectra, 
hich is more pronounced for G395H NRS1. The Prism data baseline 

lso reveals an offset between G395H NRS1 and NRS of the order of
0–50 ppm. This is consistent with an intra-detector offset reported 
y Moran et al. ( 2023 ) and supports the incorporation of detector
ffsets when interpreting such spectra (Madhusudhan et al. 2023 ). 
e cannot rule out astrophysical causes for the G395H–Prism offset; 

o we ver, instrumental changes or differences in processing may be
otential causes. 
We note that the effect of omitting the reference pixel stage on the

pectral baseline was more pronounced for NRS1 than NRS2. We 
lso found that performing the group-level background subtraction 
efore the linearity correction step resulted in a significant fall in
he Prism spectrum baseline, such that the offsets with G395H were
educed (NRS1) or eliminated (NRS2), but no such change is seen for
395H itself. Further investigation of these differences is warranted. 
We address the Prism saturation through a combination of in- 

reasing the n pix grow sat argument to counteract detector 
blooming’ and a custom group control stage. In the Prism, we find
flipping’ noise, which appears to result from the variation in number
f groups with integration. Group control is used to mitigate this. 
On choosing between Prism and G395H, each offers advantages 

nd disadvantages. The Prism a v oids any inter -detector offsets, b ut
he final spectra have somewhat more noise, and correlated noise 
as detected in this study. The average errors on the spectrum transit
epths are about 1.3 × higher in Prism compared to those on G395H
hen binned to the Prism resolution. It also saturates easily. G395H

s superior in terms of noise and allows for higher resolution spectra;
o we ver, there is the potential for inter-detector spectrum baseline
ffsets of the order of tens of ppm. 
Using a nominal forward atmospheric model with 10 × solar 

lemental abundances, we show that we reco v er water peaks at 1.1,
.4, and 1.9 μm within the saturated region, although the scatter and
eviation from the model are somewhat higher in this region than
utside. We note that this is also the region where time-correlated
oise is highest likely leading to an underestimation of the error bars
n the spectrum, which might explain at least some of this added
MNRAS 531, 2731–2756 (2024) 



2752 S. Sarkar et al. 

M

d  

p  

r
 

o  

a  

i  

a  

a
 

p  

u  

e  

o

A

T  

n  

d  

p  

e  

c  

a  

a  

C  

t  

t  

r

D

T  

J  

a  

A  

N  

a  

u  

c

R

A  

A
A
A
A  

A  

B  

B
B  

 

 

 

B
B
B
B  

 

 

B
B
B
B
C  

C
C  

 

 

C
D
D  

 

 

D
E
F
F
F  

 

 

 

F
F  

F
G
G
G
H
H
J  

K
K  

K
L  

 

L  

L
L
L
M  

M  

M
M
M
M  

M
M
M
M
M
N  

N  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/531/2/2731/7670622 by guest on 03 July 2024
eviation. It remains to be seen whether the method used in this
aper provides a more or less accurate recovery of the saturated
egion than previous methods. 

The examination of JexoPipe involved a comparison with spectra
btained from pre viously de veloped pipelines. The greatest dis-
greement with pipelines used in Rustamkulov et al. ( 2023 ) occurs
n the persistently saturated re gion. Je xoPipe has reasonably good
greement with two pipelines used in Alderson et al. ( 2023 ) but has
ppreciable baseline differences with others. 

In this early stage of JWST observ ations, de velopment of inde-
endent pipelines such as JexoPipe allows us to compare results,
ltimately leading to more robust scientific conclusions and the
lucidation of optimal and best practice approaches for the processing
f data from JWST exoplanet transit observations. 
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PPENDI X  A :  W H I T E  L I G H T  C U RV E  

OSTERI ORS  

ere, we show the joint posterior distributions from the MCMC
arameter estimations using white light curves from the different 
nstrument modes. Fig. A1 shows the results for the Prism baseline
ase with all wavelengths included and also when only wavelengths 
 2 μm are included. Fig. A2 shows the results for the G395H

aseline case (with a ′ / R s and i fixed to Prism values), and for the
independent’ cases (where a ′ / R s and i are fitted for). Fig. A3 shows
he results for cases where four-factor model LDCs were used. 
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Figure A2. Joint posterior probability distributions from white light curve MCMC processing for G395H. 
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Figure A3. Joint posterior probability distributions from white light curve MCMC processing when using model four-factor LDCs. 
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PPEN D IX  B:  SPECTRAL  L I G H T- C U RV E  FITS  

N D  P OSTER IORS  

Here, we show the light-curve fits and corresponding joint poste- 
ior distributions from the MCMC parameter estimations for three 
xample spectral light curves at full resolution. Fig. B1 shows 
xamples from the baseline cases for Prism (top), G395H NRS1 
middle), and G395H NRS2 (bottom) with central wavelengths 
hown abo v e each light-curv e plot. 
MNRAS 531, 2731–2756 (2024) 
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Figure B1. Joint posterior probability distributions and light-curve fits for three example spectral light-curve fits at full resolution. 
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