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Abstract

Hub-filament systems (HFSs) are networks of converging interstellar filaments, often

with active star formation at their centres, that may play an important role in high-

mass star formation. In this thesis, I have studied a sample of six HFSs observed with

ALMA 2.9mm continuum and N2H+(J=1–0) molecular line emission to investigate

their physical and dynamical properties.

The first part of this research project was to investigate the how much of their

mass is contained within cores, and with a broader sample of clumps, whether their

morphology plays a part in what fraction of their mass is locked up in their most

massive core. I showed that this fraction is significantly higher in IR-dark hubs than

IR-bright clumps, suggesting that the most-massive cores form early on.

In the second project, I investigated the kinematic and dynamical properties of

these six HFSs using the dense gas tracer N2H+. The data show intricate emission

structures, and in total contain around 180,000 spectra, with a high fraction of them

appearing very complex. At the time there was no programme that could automat-

ically fit such complex spectra en masse. As a consequence I led the development of

mwydyn, a fully-automated, multiple velocity component, hyperfine line-fitting code.

Results from this code revealed that the emission invariably consists of quiescent

individual filaments in the outskirts that converge towards dynamically active hub

centres, where a systematic increase in velocity dispersion and number of velocity

components is observed, which I suggest could be the result of an accretion shock

at the filament-hub intersection, or complex unresolved gas flows within the hub.

Also, despite the masses of the HFSs spanning over an order of magnitude, the

distributions of their velocity centroid are remarkably similar. I propose that this

could be a sign that these HFSs are sheet-like structures seen mostly face-on.

However, in order to draw robust conclusions it is clear that further investigation

is required with a much larger, unbiased sample of clumps covering a broad range

of masses, evolutionary stage, and morphology.
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Chapter 1

Introduction

1.1 The interstellar medium

Looking up at the night sky with the naked eye it would be easy to believe that space

is an unchanging, vast, empty void peppered with stars. This couldn’t be further

from the truth. The interstellar medium (ISM) is the term all of the material

between stars. Comprised predominantly of hydrogen (∼ 70% by mass), with some

helium (∼ 28%) and trace quantities (∼ 2%) of all other elements which astronomers

(confusingly) refer to as “metals” out of convenience. The overwhelming majority

of elements are in the gas phase (∼ 99%) that is either molecular, atomic (neutral),

or ionised, with the remaining ∼ 1% locked up in interstellar dust grains (Ferrière

2001), which are small solid particles comprised of silicates and carbon compounds,

typically less than 1 µm in size (Draine 2011).

It is a diverse, dynamic and complex medium that covers a broad range of tem-

peratures and densities. Astronomers tend to break up the ISM into phases, where

the three-phase model was first proposed by McKee & Ostriker (1977), we now

more commonly separate the ISM into four (Ward-Thompson & Whitworth 2011),

or sometimes as many as seven phases (Draine 2011). Here, we will discuss five of

the more distinct phases.

Starting from the largest scales, the Hot Ionised Medium (HIM) surrounds galax-

ies and is extremely hot (106K to 107K) and tenuous, with number densities less

than 10−2 cm−3. Regions recently subjected to a supernova explosion also have a

1
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significant amount of material in this phase.

Next, there is the Warm and Cold Neutral Medium (WNM and CNM, respec-

tively), where the gas is largely in the form of atomic hydrogen. The WNM has

densities < 1 cm−3 and temperatures in the range of thousands to 104K, whereas

the the CNM typically spans densities of around 1 cm−3 to 102 cm−3 and tempera-

tures ranging between 30K to ∼ 102K.

Figure 1.1: Part of the Spitzer GLIMPSE survey of the Galactic Plane, showing

molecular emission in red, bright white emission from stellar nuseries, and dark

dust clouds in extinction. Credit: NASA/JPL-Caltech/University of Wisconsin.

The coldest and densest phase is the Cold Molecular Medium (CMM), more

commonly referred to by the structures that are in this phase – Molecular Clouds

(MCs). The gas in this phase is largely in the molecular phase (i.e. primarily H2)

at densities from ∼ 102 cm−3 to upward of 106 cm−3, and temperatures < 30K to as

low as a few Kelvin.

Finally, the presence of embedded high-mass (O- and B-type stars) within these

molecular clouds ionise their surroundings (leading to temperatures around 104K,

and densities around 0.2 cm−3 to 104 cm−3) giving us the fifth phase of the ISM –

the warm ionised medium (WIM). Matter in this phase is also found around evolved

solar- and intermediate-mass stars, where material shed from their outer layers gets

ionised by the exposed hot stellar core.

Whether these phases are called molecular, atomic or ionised is governed by

which state the bulk of the hydrogen is in that medium, given that it is the most
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abundant element.

It is worth noting that gas does not remain in these phases indefinitely, but

in fact constantly cycles between each of these phases in the ISM, with gas being

heating by extreme events such as supernova explosions on one end, and collisions

and shocks leading to density perturbations, that eventually lead to runaway cooling

and the formation of the densest structures in the ISM.

We can express the net cooling rate (per unit volume) of the gas with the equa-

tion:
Λnet = Λ(n, T )− Γ(n, T )

= n2Λ(T )− nΓ(T )
(1.1)

where n is the number density of the gas in the ISM, Λ and Γ are the cooling and

heating rates per unit volume. The second form moves the density dependent parts

of the rates out of Λ and Γ. Cooling is largely dominated by collisions between

particles, and hence is dependent on n2, whereas heating is dominated by emission,

and so is dependent on n.

Figure 1.2: (a) Plot showing the theoretical prediction for the equilibrium temper-

ature T of the ISM as a function of number density n. (b) Equilibrium pressure

(P/kB = nT ) as a function of number density. The dashed line represents the mean

empirical value of nT = 3 × 103Kcm−3 for the ISM, and intersections with the

equilibrium curve marked by A, B and C. Taken from Stahler & Palla (2004).

The thermal energy content of the gas comes from the balance of these heating

and cooling processes (Stahler & Palla 2004). This is illustrated in Figure 1.2,

where the solid black line denotes the equilibrium temperature and pressure from
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theoretical models when Λnet = 0. Gas with a pressure above this line will have

Λnet > 0 (i.e. net cooling), and gas below this line will have Λnet < 0.

Figure 1.3: Pressure-density diagram from Audit & Hennebelle (2005). The colours

represent the fraction of the gas with a given density and pressure in their simulation,

with yellow being the lowest, and cyan/magenta being the highest. The black line

is the thermal equilibrium curve, and the cyan line represents the initial conditions

of the gas.

The mean measured value of nT for observed Hi is denoted by the dashed line,

which we see intersects at points A, B and C. The points A and C represent stable

solutions, representing the WNM and the CNM, respectively. Gas located around

point B are at a thermally unstable point, where if it is compressed slightly it will

cool until reaching point C. However if the gas at point B expands slightly, it will heat

up until reaching point A. As a result of this modelling it is thought that the atomic

gas in the ISM is divided into two phases, with different n and T , in a pressure

equilibrium. This is nicely illustrated by the gas mass distributions produced in

simulations of turbulent converging flows by Audit & Hennebelle (2005), shown in

Figure 1.3, which largely occupy two density regimes. Most of the cold, denser gas is



CHAPTER 1. INTRODUCTION 5

closer to the equilibrium curve (i.e. it has cooled faster due to density enhancements

from shocks), whereas the warmer, less dense gas is largely somewhere between the

initial conditions and the equilibrium curve.

The transition from atomic to the molecular phase is a little different. Although

the direct conversion of H to H2 can occur via two hydrogen atoms combining, and

releasing a photon, the rate of this transition is extremely slow. Instead, the bulk of

the H2 in the ISM is primarily by the conversion of H (from the CNM) into H2 on

the surfaces of dust grains (Hollenbach et al. 1971). Hydrogen atoms are adsorbed

onto dust grains, and react with other hydrogen to form H2. The formation of this

bond releases some energy, which is partly transfered to the dust grain, and the rest

kicks the newly formed H2 molecule back into the gas phase. Molecular hydrogen

is relatively easily destroyed by photodissociation by UV photons, so to maintain a

fairly stable bulk amount of H2 there needs to be a high enough density of it for it

to self-shield from the incoming ionising radiation.

All stars in the Milky Way form in molecular clouds, and therefore they set the

initial conditions for star formation (Lada & Lada 2003; Heyer & Dame 2015). The

work in this thesis will focus on the CMM, and specifically structures that are found

within molecular clouds.

1.2 Molecular clouds and their substructures

Numerous processes lead to the formation structures within the ISM, and although

transient with fuzzy boundaries they generally are classified by their morphology

and physical properties into a nested hierarchy of structures.

1.2.1 Molecular clouds

The largest structures within the CMM are molecular clouds, comprised of cold,

dense molecular (and some atomic) gas. Most molecular clouds have masses of

around 103M⊙ to 105M⊙, with the most extreme massive clouds, known as Giant

Molecular Clouds (GMCs), containing as much as 107M⊙ (Miville-Deschênes et al.
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2017)1. These cloud structures can range anywhere from a few to a few hundred

parsecs across. Around half of the molecular gas in the Milky Way is contained

within the ∼ 460 clouds with M > 8.4 × 105M⊙, derived from CO observations

(Miville-Deschênes et al. 2017), with around half of all ionising radiation coming from

the 18 most luminous WMAP sources, largely attributed to high-mass star clusters

(Murray & Rahman 2010). Similarly, the 30 most massive structures identified

(∼ 16% of the sample) in the ATLASGAL 870µm continuum survey of the inner

(−80 deg < l < 60 deg) Milky Way account for around 36% of the mass of clouds,

and 52% of the total bolometric luminosity Urquhart et al. (2018). The high density

of MCs shield the bulk of the material within them from being heated, ionised and

dispersed by the surrounding radiation field. Dust emission and metal line emission

facilitate cooling of the gas within them, leading to temperatures of around 10K for

the bulk of the gas in MCs, and sometimes as low as 5K (Glover & Clark 2012).

This temperature floor is largely set by heating due to cosmic rays and the CMB.

There are a few processes which are believed to form MCs, but generally all

of them involve the supersonic compression of gas. Such sources of compression

include the sweeping up of material by stellar winds, Hii regions, supernova events,

and turbulence. Larger molecular clouds are thought to be assembled from smaller

clouds at the bottom of the potential well generated by stars, as they move through

spiral arms (Duarte-Cabral & Dobbs 2017).

Despite H2 being the most abundant element in the CMM phase, most of the

information gathered about the physical properties of molecular clouds have been

obtained through observations of carbon monoxide, CO, and its isotopologues. This

is because the temperature of most of the gas in the CMM is too cold to excite

H2, a symmetric molecule requiring temperatures upward of ∼ 500K to exite its

rovibrational transitions (Roueff et al. 2019), means it is near impossible to observe

directly. Many surveys have been conducted to fully map the Galactic Plane to

study the molecular clouds that reside within them (e.g. Dame et al. 2001; Jackson
1This value is rather extreme, which may in part be due to the method used to assign distances

to the clouds in this study. A more reasonable maximum cloud mass is likely an order of magnitude

lower.
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et al. 2006; Dempsey et al. 2013; Rigby et al. 2016; Schuller et al. 2017). The prop-

erties of the molecular clouds identified within these surveys are typically inferred

using a conversion factor that converts the brightness in CO to a column density

of H2. There are some uncertainties involved with this procedure, as this assumes

that there is a constant abundance ratio of CO to H2, and often temperature affects

are not accounted for. Synthetic observations of molecular clouds has shown that

the estimated cloud masses can be uncertain by a factor of two (Szűcs et al. 2016).

Observationally, the column density does not follow a linear relationship with in-

tegrated intensity, especially when considering optical depth effects (Barnes et al.

2015), and on small scales it has been shown to be a poor tracer of the total column

density (Lewis et al. 2022).

Figure 1.4: 13CO(J=3–2) integrated intensity map of the Galactic Plane from the

CHIMPS survey (Rigby et al. 2016).

Using a range of different tracers, Larson (1981) found a tight correlation between

the velocity dispersion σ and a cloud’s size L, with σ ∝ L0.38. This power-law index

of γ = 0.38 is very similar to Kolmogorov-type turbulence which scales as σ ∝ L1/3,

leading to the interpretation that molecular clouds are turbulent structures. This

has been further investigated, with a study of ∼ 270 clouds by Solomon et al. (1987)

finding σ ∝ L1/2, steeper than the γ = 0.38 found by Larson (1981). Heyer et al.
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(2009) re-examined the Solomon et al. (1987) sample with improved observations,

but found no Larson relationship, and found that that the ratio of σ/L1/2 varies

systematically with a cloud’s mass surface density as ∼ Σ1/2, compatible with the

clouds being self-gravitating structures.

The virial parameter, which is the balance of kinetic to gravitational potential

energy, is a measure that is often used to discuss whether molecular clouds are grav-

itationally bound structures, with αvir ≳ 2–3 defining the boundary where clouds

are unbound (depending on the density profile). However, using simulations Dobbs

et al. (2011) found that in fact most of the molecular gas is gravitationally un-

bound, however substructures within the denser parts of the clouds are bound and

able to form stars. More recent analysis of the Dame et al. (2001) 12CO(J=1–0)

survey of the Galactic Plane by Miville-Deschênes et al. (2017) seem to agree with

this picture, finding that finding that only 15% of the ∼ 8100 identified molecular

clouds (containing 40% of the mass) have αvir ≤ 3. Analysis of the much higher

resolution SEDIGISM survey of the inner Galactic Plane, observing the optically

thinner tracer 13CO(J=2–1), catalogued over 10,000, and found most clouds to have

σ/L0.52 and αvir ≤ 2. The differences between these results is likely driven by a

few factors, firstly the latter study uses a slightly less extended tracer, and hence

is probably tracing more gravitationally bound material, secondly the SEDIGISM

survey is much higher resolution (28′′) than the Dame et al. (2001) 12CO(J=1–0)

survey (8.5′), and lastly, the method of cloud of cloud extraction and analysis differ

between the studies, which will also impact their results.

A topic interest has been whether molecular cloud properties vary with Galactic

environment. Ragan et al. (2018) found that while the Milky Way’s spiral arms

host some of tha Galaxy’s most massive clusters, there seems to be very little en-

hancements to the overall star formation fraction associated with spiral arm struc-

ture. Duarte-Cabral et al. (2020) also only saw marginal enhancements in some

of the properties (mass, velocity dispersion, high-mass star-formation) of the most

extreme clouds with environment. However, there is some evidence that clouds in

the Central Molecular Zone (CMZ) are different from the rest of the Galaxy. Long-

more et al. (2013) showed that the star formation rate is an order of magnitude
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lower than predicted, even though there is a large reservoir of dense molecular gas

available, possibly due to the increased turbulence measured in CMZ clouds relative

the rest of the MW. This could be supported by the shape of the column density

PDF observed in G0.253+0.016, a molecular cloud located in the CMZ. Rathborne

et al. (2014) found that the column density PDF shows a log-normal distribution

at the top end, a signature that the cloud is dominated by turbulence, whereas

star-forming clouds/clouds dominated by gravity have column density PDFs with

power-law like wings (Kainulainen et al. 2009).

The cold temperatures within their centres, and hence lack of thermal support,

leads to the creation of overdensities through gravitational instabilities. These over-

densities lead to local fragmentation and collapse into structures such as clumps

(parsec-scale dense molecular cloud structures), filaments, and in turn prestellar

cores.

1.2.2 Molecular cloud substructures

Within GMCs and MCs, overdensities exists that are a few parsecs in size, are com-

monly known as clumps. They span a broad range of masses (∼ 102M⊙ to 104M⊙),

and typically have density profiles that follow ρ(r) ∝ r−2 (Williams et al. 2000).

They are formed through a combination of both supersonic turbulence and self-

gravity, and are thought to be the precursors of star clusters (Williams et al. 2000;

Krumholz et al. 2019).

One particular class of clumps are Infrared dark clouds (IRDCs)2. IRDCs are

cold (∼10K to 20K), high column density (∼1022 cm−2) molecular clouds seen as

a silhouette against the diffuse IR (∼7 µm to 25 µm) background emission of the

Galactic Plane (Perault et al. 1996; Egan et al. 1999; Simon et al. 2006; Ragan

et al. 2009; Peretto & Fuller 2009, 2010). Their low temperatures and lack of bright

infrared dust emission, suggest that they harbour systems (protoclusters) in the

earliest stages of star formation. They cover a broad range of sizes, masses and

morphologies, and likely lead to a diverse range of different star-forming regions.
2IRDCs are not exclusively clump-sized objects (i.e. many molecular clouds are IR-dark), but

the work presented in this thesis largely focuses on clump- and smaller-scale objects.
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Figure 1.5: Spitzer 3-colour image of the IRDC called “the Snake”, showing the high

density filamentary features in extinction. Credit: NASA JPL-Caltech/S. Carey.

Filaments are high-aspect ratio structures comprised of gas and dust (Schneider

& Elmegreen 1979; Goldsmith et al. 2008). Filamentary structures are seen on all

scales throughout the Universe, but here we will focus on the filaments found within

our galaxy, specifically ones found within the CMM. A significant fraction (around

50% to 70%) of the mass in the form of dense gas within MCs appear to be found in

filaments (Könyves et al. 2015). These structures can be as long as ∼ 100 pc, such

as the “Nessie” filament (Jackson et al. 2010), or the Giant Molecular Filaments

presented by Ragan et al. (2014) containing as much as 104M⊙ to 105M⊙ located

within the inter-arm regions of the Milky Way.

Observations from Herschel (at 70 µm to 500µm) of molecular clouds in the

Galactic Plane revealed countless filaments on the scale of a few parsec. Analysis

of observations from Herschel have shown that filaments represent a key stage in

the star formation process, and are ubiquitous with star forming clouds, with the

vast majority (∼ 75%) of pre- and protostellar cores being embedded within dense

filaments (Arzoumanian et al. 2011; Polychroni et al. 2013; Könyves et al. 2015).

These parsec-scale filaments typically have sub-parsec widths, around 0.1 pc, which

somewhat controversially has been proposed as a “characteristic width” (Arzouma-

nian et al. 2011; André et al. 2016), whereas others have found the distribution of
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filament widths to be much broader, and suggest that this measured characteristic

width is an artefact of the methodology or tracers used (Panopoulou et al. 2017).

Some have shown that these parsec-scale filaments are in fact composed of bundles

of smaller, trans-sonic, filamentary structures. Termed “fibers”, with widths as low

as ∼ 0.02 pc, it has been suggested that the concentration of these fibers may deter-

mine the masses of the stars that form within them (e.g. Hacar et al. 2017, 2018).

What is clear from studies of filaments, is that they set the initial conditions for the

formation of cores.

1.3 Star formation

1.3.1 Low-mass star formation

Cores, which are the smallest substructure in the star formation process, are grav-

itationally bound fragments of dense gas that are between 0.01 pc to 0.1 pc in size,

and have masses from around 0.1M⊙ to tens of solar masses. They are denser

(n > 105 cm−3) than the structures that they are embedded within (Andre et al.

1993; Ward-Thompson et al. 1994), and hence are well shielded from external sources

of radiation and hence have extremely cold interiors (∼ 10K) in the earliest stages

of their lifetimes. Whereas clumps are the precursors of stellar clusters, cores are

the precursors of individual stellar systems (Andre et al. 2000).

In broad terms core can be split into two types: pre-stellar and protostellar.

A prestellar core is a gravitationally bound overdensity within a clump/filament

which does not yet contain a protostellar object in hydrostatic equilibrium (i.e.

internal pressure balances gravitational collapse) within it (Andre et al. 2000; Ward-

Thompson & Whitworth 2011). Pre-stellar cores are very cold, and so they emit

almost all of their radiation at far-IR and longer wavelengths. Observationally, the

boundary that defines whether a core is pre-stellar or protostellar is whether a core

is emitting a lot of radiation in the mid-IR. For example, Herschel 70 µm emission

is often used to classify more evolved cores.

However, the lack of this emission is not a guarantee that a core is in its pre-stellar

phase, as observations are often limited in their sensitivity and resolution, and many
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of these cores are embedded in obscured, high opacity regions. In fact high-resolution

ALMA observations of so-called “starless” cores (typically pre-stellar due to lack of

shorter wavelength emission) have shown the presence of outflow signatures, an

indication that these sources may be much more evolved (i.e. protostellar) than

they appear in lower resolution dust continuum surveys (Svoboda et al. 2019).

A quantity that is used to decide whether a parcel of gas is bound is the Jeans

mass (Jeans 1928). In the case of a spherically symmetric parcel of gas of mean

density ρ, it must have a mass that exceeds the Jeans mass in order to collapse (in

the absence of any support against gravity). This is given by

MJ =
4π

3

c3s
G3/2ρ1/2

(1.2)

where G is the gravitational constant, and cs is the isothermal sound speed of the

gas at temperature T , which is given by:

cs =

√
kBT

µmH

(1.3)

where mH is the mass of a hydrogen atom, µ is the mean molecular weight (per

hydrogen atom), and kB is the Boltzmann constant.

The Jeans mass at n = 104 cm−3 and T = 10K is around 1M⊙, which is compa-

rable to the typical core mass within nearby star-forming clouds (André et al. 2014).

The fact that most cores are found to lie on top of dense filaments strongly suggests

that their formation is related to the gravitational instability running along those

filaments (Polychroni et al. 2013).

Assuming that there is no support against gravity, this parcel of gas with M >

MJ will collapse in a free-fall time, which is the time it takes for a completely static,

spherically symmetric parcel of gas to collapse into a single point. The free-fall time

is often used as a reference timescale in star formation research. This is given by:

tff =

√
3π

32Gρ
(1.4)

For a parcel of gas with a density of n = 104 cm−3, its corresponding tff is around

3× 105 yr.
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Understanding what physical processes determine the mass of stars is an active

area of astrophysics research. The similarity between the shape of the mass distri-

bution of prestellar cores identified in nearby star-forming regions and that of the

initial mass function of stars suggests that the latter may be inherited from the for-

mer, with a one to one correlation between core and stellar masses, and a uniform

core to star formation efficiency across all core masses of ∼ 30% (e.g. Motte et al.

1998; Johnstone et al. 2001; Nutter & Ward-Thompson 2007; Könyves et al. 2010,

2015). The determination of stellar masses via core accretion is often referred to as

core-fed accretion (e.g. Wang et al. 2010). As a result of the analysis of Herschel

observations of Gould belt star-forming regions (André et al. 2010), it has been

proposed that the mass of cores is, in turn, determined by the fragmentation of

gravitationally unstable filaments whose local Jeans mass is ∼ 1M⊙, i.e. the peak

of the core mass function in these regions (André et al. 2010, 2014, 2019; Roy et al.

2015).

1.3.2 High-mass star formation

High mass stars are defined as having around 8M⊙ or more (i.e. they are the

progenitors of supernovae). Although accounting for a small fraction of all stars by

number (around 1%), the luminosity of a galaxy is dominated by the emission from

high-mass stars, as the stellar luminosity is given by

L∗ ∝ M3.5
∗ (1.5)

where M∗ is the stellar mass. The sheer amount of emission from these stars inject

vast amount of energy into the ISM over their short lifetimes, which is inversely

proportional to the star’s mass:

τlifetime ∝ M−2.5
∗ (1.6)

At the end of their lives they explode, altering the large scale structure of galaxies

and disperse heavier elements across the ISM. Despite their importance and far-

reaching influence on their environment, the formation of high-mass stars is not

nearly as well understood as the formation of their low-mass counterparts. This is
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Figure 1.6: Herschel 3-colour image of the G305 complex from the Hi-GAL survey.

Red shows the cooler, dense gas observed at 250µm, the centre of the complex

harbours the high-mass star WR48a and the clusters Danks 1 and 2. Their strong

stellar winds push away and heat up the gas in the neighbourhood, which is seen in

blue 70 µm emission. Credit: ESA/Herschel/Hi-GAL.

partly driven by their rarity, their short lifetimes and evolutionary timescales, and

the fact that they are embedded within high dust extinction, crowded environments

during the early phases of their formation. Nearby star-forming regions also seem

to mostly host the formation of low-mass stars, meaning that the majority of obser-

vations of these regions are inherently limited in their spatial/physical resolution.



CHAPTER 1. INTRODUCTION 15

Understanding how high-mass stars are formed is crucial to our general understand-

ing of star (and planet) formation, the structure and evolution of galaxies, and also

the history and future of the Universe as a whole.

While the scenario described in Section 1.3.1 might be relevant for determining

the masses of low-mass cores and stars, it seems rather inappropriate when it comes

to the formation of the most massive stars (M⋆ > 8M⊙). The most massive prestellar

cores identified in the far-infrared and sub-millimetre surveys of Gould Belt regions

are typically about 10M⊙ (Könyves et al. 2015, 2020), implying a stellar mass of

about 3M⊙ when accounting for the core to star formation efficiency derived by

the same authors. Much more massive prestellar cores, typically 30M⊙ and above,

would need to be found in order to form massive stars in a core-fed-type scenario.

Searches for such massive cores have now failed to find a significant population

(e.g. Motte et al. 2007; Svoboda et al. 2019; Sanhueza et al. 2019), and as of today

only a few exceptional cases are known (e.g. Cyganowski et al. 2014; Nony et al.

2018), despite an ever increasing database of high-angular resolution observations

of cold and compact sources. In observations of high-mass star forming regions, the

core mass functions (CMFs) constructed from extracted cores have been shown to

be largely top-heavy (Zhang et al. 2015; Motte et al. 2018a; Pouteau et al. 2022;

Nony et al. 2023; Pouteau et al. 2023), with the bulk of the higher mass cores being

protostellar as opposed to pre-stellar, further implying that a core-fed scenario is

unlikely for high-mass star formation.

Recently, Peretto et al. (2020) have used (sub-)millimetre dust continuum obser-

vations of Galactic plane star-forming regions to show that the evolution of massive

compact sources (mgas > 30M⊙) in mass vs. temperature diagrams is better ex-

plained by an accretion scenario in which cores gain mass while simultaneously

collapsing to form protostars. In a similar manner, (Rigby et al. 2021) find evidence

for the mass growth of clumps, suggesting that same accretion processes may occur

over a wider range of scales. The mass growth of the core is believed to be the result

of the collapse of the surrounding parsec-scale mass reservoir called clump, hence the

accretion scenario described above is referred to as clump-fed (Wang et al. 2010).

The results from Rigby et al. (2021) suggest that there must be a link between
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the properties of a clump and the stars that form within it. Such a link has been

searched for in the past. For instance, Palau et al. (2014, 2021) found a correlation

between the fragmentation level within massive 0.1 pc-size cores and their average

volume density, as expected from Jeans instability. On larger scales, Barnes et al.

(2021) found a similar result, larger parsec-size clouds having larger number of cores

embedded within them. They also find a correlation between the cloud mass and

the mass of its most massive core. The existence of such a relation has also been

explored by Lin et al. (2019), who found a tight correlation between the mass of

a sub-sample of massive ATLASGAL clumps and the mass of the most massive

fragment they identify on SABOCA 350µm continuum images. However, the small

difference in angular resolution between LABOCA (18′′) and SABOCA (8.5′′) might

play a significant part in driving the observed correlation. On the other hand,

Urquhart et al. (2014) argued that clumps with signposts of active massive star

formation are more spherical than those which do not have such associated tracers,

while Rigby et al. (2018) suggested that more spherical clumps are more efficient

at concentrating their mass within their most massive core. These studies suggest

that a combination of clump mass and morphology might be important parameters

for the formation of massive stars.

1.3.3 Hub-filament systems

Here, we focus on a specific morphological category of MCs: hub-filamentary systems

(HFS) (Myers 2009). Hubs are small networks of converging interstellar filaments, at

the centre of which active star formation is often observed (e.g. Liu et al. 2012; Kirk

et al. 2013; Peretto et al. 2013, 2014; Treviño-Morales et al. 2019). They are found

in all types of region, from low-mass star-forming clouds (e.g. Myers 2009; Kirk et al.

2013), to high-mass star-forming regions (e.g. Peretto et al. 2013; Schwörer et al.

2019), with the most luminous (L ≥ 105 L⊙) young stellar objects within the Galaxy

are systematically embedded within HFSs (Kumar et al. 2020; Peretto et al. 2022).

They have even been observed in our closest neighbouring galaxy (Fukui et al. 2019;

Tokuda et al. 2019). They are therefore a structure of global interest when it comes

to star formation theories.
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The formation mechanism of such hubs are not yet fully understood. However,

in the past 15 years or so, a large number of different scenarios have been proposed

to explain their formation. Most of them start with a compression phase whereby

a sheet of gas is formed first, soon followed by filament formation (e.g Nakamura &

Li 2008; Myers 2009; Wang et al. 2010; Gómez & Vázquez-Semadeni 2014; Balfour

et al. 2015; Inoue et al. 2018; Padoan et al. 2020). The origin and associated phys-

ical scale of the compression differ according to the models, along with the physics

that lead to the formation of filaments. The convergence of those filaments is ei-

ther linked to the formation of the sheet itself (Myers 2009), the result of gravity

that drags filaments towards the bottom of the potential well (e.g. Li & Nakamura

2006; Vázquez-Semadeni et al. 2019), or the consequence of multiple turbulence-

driven sheet-sheet (e.g. Inutsuka et al. 2015; Federrath 2016; Padoan et al. 2016) or

filament-filament (Kumar et al. 2020) interactions. In those models, star formation

naturally occurs at the convergence point of the filaments, i.e. the hub, since gas

density is the largest there. One of the key differences between those models is the

physical connection between the filaments and central hub, with, in particular, one

fundamental question that still needs answering: Do filaments regulate the mass

growth of their central hub and the cores within it?

In parallel to the theoretical effort mentioned above, numerous observational

studies have investigated the density structure and gas kinematics of hub-filament

systems (e.g. Liu et al. 2012; Peretto et al. 2013; Kirk et al. 2013; Busquet et al.

2013; Peretto et al. 2014; Dewangan et al. 2017; Williams et al. 2018; Treviño-

Morales et al. 2019; Arzoumanian et al. 2021; Zhou et al. 2022; Liu et al. 2023).

Interestingly, the vast majority of those studies interpret their data in the context

of collapse scenarios, whereby filaments feed the central hub via gravity-driven mass

inflows. Evidence for such scenarios is based on the presence of velocity gradients

along filaments, and the mass segregation of cores within the hub. Williams et al.

(2018) argued that the centres of hub filament systems, where the filaments converge,

are privileged locations of massive core formation as they correspond to the locations

of maximum gradient of gravitational acceleration, as opposed to individual uniform

density filaments where these are located at their ends (e.g. Hartmann & Burkert
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2007; Clarke & Whitworth 2015).

However, only very few studies have the necessary angular resolution, spatial

coverage, and sensitivity to follow the gas flows along individual filaments and down

to the hub. For instance, with more than 100 clumps observed with ALMA at

∼ 2′′ resolution, the ATOMS project (Liu et al. 2020) statistically investigated the

kinematics of HFSs (Zhou et al. 2022; Xu et al. 2023). However, by focusing on

the hub, the connection with the surrounding filaments is only partially addressed.

Most of the other studies have mapped entire HFSs at similar angular resolution,

but targeting only single sources that are often selected for their ability to form

high-mass stars (e.g. Peretto et al. 2013; Beltrán et al. 2022), preventing them from

drawing general conclusions on the physical link between filaments and hubs.

The key questions that the work in this thesis attempts to answer regard the

properties of HFSs and the cores that are formed within them. Firstly, are HFSs

distinct from the Galactic clump population regarding core formation, and are HFSs

preferable sites for the formation of high-mass cores? Secondly, what are the kine-

matic properties of HFSs, how do the kinematic properties of of the filaments vary

along their lengths, and is there a clear transition from filament to hub? Finally,

how do the environmental conditions vary around the cores found in HFSs, and do

the physical properties of the cores vary/correlate with changes in the local environ-

ment?

1.4 Thesis structure

In Chapter 2, I outline the fundamentals of single-dish observations at millime-

tre/radio wavelengths, and also describe the principles behind radio interferometry

and data reduction. In Chapter 3 I present a sample of six HFSs, and the ALMA

2.9mm continuum and N2H+(J=1–0) emission line data that was acquired to study

them as part of the work presented in this thesis. In Chapter 4 I present a study of

cores within this sample of six HFSs using the continuum part of the aforementioned

ALMA data, and compare them with a broader sample of cores/clumps from litera-

ture. In Chapter 5, I present a study of the six HFSs using N2H+(J=1–0) to trace the
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kinematic properties filamentary and dense gas structures within them. This study

required the development of a brand new, multiple velocity component, hyperfine

line-fitting code, which is also described in this chapter. Finally, in Chapter 6, I

summarise the main findings and conclusions of this thesis, present some techniques

that will be used as part of a deeper study of the filamentary structures within these

HFSs, and outline future work that, using observations of a larger sample of clumps

and synthetic observations, will hopefully shed more light on the nature of HFSs

and their role in Galactic star formation.



Chapter 2

Radio interferometry

2.1 Radio telescope fundamentals

The Earth’s atmosphere acts as a barrier to observing the universe, with emission

in many different wavelength regimes being absorbed before reaching the surface.

To observe at these wavelengths, it is often necessary to build space observatories.

However, there are two privileged wavelength windows where most of the light is not

absorbed by the atmosphere, the optical/near-IR, and the radio regime (200 µm ≲

λ ≲ 30m)).

Radio telescopes that operate at the shorter end of the wavelength range (λ ≲

30 cm) are usually in the form of some parabolic dish comprised of mesh or solid

metal panels. This parabolic shape means that the telescope is highly directional,

and reflects incoming light onto a receiver, where the signal is amplified and can

then be processed. The receivers of radio telescopes are often cryogenically cooled

to reduce thermal noise and enabling the detection of incredibly weak incoming

signals.

For a telescope pointed in a given direction, the spectral flux density Sν is defined

as the amount of incident energy over a given area, per second, per unit frequency

(i.e. with SI units of [Wm−2Hz−1]). As radio astronomy deals with incredibly faint

signals, the spectral flux density is more commonly measured in units of Janskys

(Jy), where 1 Jy = 10−26Wm−2Hz−1. Given that astronomical sources have a finite

size, their incoming spectral flux density is usually measured per unit solid angle,

20
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called the specific intensity Iν(θ, ϕ) (sometimes referred to as a brightness), which

is related to Sν by:

Sν =

∫

Ωs

Iν(θ, ϕ)dΩ (2.1)

where Ωs is some solid angle over which the spectral flux density is being measured,

typically the solid angle subtended by a source. The units of Iν are often shown

in [MJy sr−1], or in the case of radio interferometry in [Jy beam−1], which will be

discussed in the subsequent section.

For a region that is in thermal equilibrium at temperature T , the specific intensity

as a function of frequency ν (or wavelength λ) of the radiation field is described by

the Planck function:
Bν(T ) =

2hν3

c2
1

exp( hν
kBT

)− 1

Bλ(T ) =
2hc2

λ5

1

exp( hc
λkBT

)− 1

(2.2)

where h is the Planck constant, c is the speed of light in a vacuum, and kB is

the Boltzmann constant. For low frequency emission (i.e. long wavelength), the

Planck function can be approximated by a simpler expression. When hν ≪ kBT (or

hc/λ ≪ kBT ), an expansion of the exponential term yields

exp

(
hν

kBT

)
≈ 1 +

hν

kBT
+ ...

exp

(
hc

λkBT

)
≈ 1 +

hc

λkBT
+ ...

(2.3)

which can then be substituted into equation 2.2 to yield the Rayleigh–Jeans (R–J)

approximation:

BR−J
ν (T ) =

2ν2

c2
kBT

BR−J
λ (T ) =

2c

λ4
kBT

(2.4)

given that radio telescopes operate within this long wavelength regime, it is often

convenient to use this approximation. See Figure 2.1 for an illustration of the

accuracy of this approximation as a function of wavelength.

The R–J approximation also serves to define a frequently used quantity known

as the brightness temperature TB (in units of [K]), which is related to the specific

intensity by the equation:

Iν =
2ν2

c2
kBTB (2.5)
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Figure 2.1: Plot showing how much the Rayleigh–Jeans approximation overesti-

mates the spectral flux density of a blackbody as a function wavelength, for a set

of temperatures. A vertical line is shown marking λ = 3mm, where BR−J
ν overesti-

mates Bν by around 18% (for T = 15K).

which effectively corresponds to the specific intensity emitted by a blackbody (in

thermodynamic equilibrium) at temperature TB.

An idealised, circular aperture telescope has and angular resolution θ (in [rad])

given by the equation:

θ ≈ 1.220
λ

D
(2.6)

where λ corresponds to the observed wavelength, and D is the diameter of the

aperture (both in [m]). This resolution element, θ, corresponds to the FWHM of

the main beam of the antenna response, which is illustrated in Figure 2.2.
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Figure 2.2: An illustration of the antenna response power pattern, with the majority

of the sensitivity directed toward the source direction in the “main lobe”. Adapted

from Wilson et al. (2013).

2.2 Radio interferometry

While it is possible to improve the angular resolution by observing at shorter wave-

lengths, often this will lead to the emission probing different structures, or different

astronomical phenomena altogether. Therefore, it is usually necessary to increase

the diameter of the telescope aperture to attain higher resolution observations. This,

however, presents its own challenges. As a telescopes mirror/dish increases in size,

the harder it is to maintain its structural integrity and maintain a high degree of sur-

face accuracy. Even if one could construct an arbitrarily large telescope dish, it would

become increasingly complex and expensive to engineer a method to steer/point the

telescope to a particular point in the sky with sufficient accuracy over the course of

an exposure.

Fortunately, interferometry is a technique that makes it possible reach signif-

icantly higher angular resolutions without the need manufacture single, gigantic

telescopes. An array of many precisely positioned single-dish telescopes spread over
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a large area work in unison to observe the same target, with the data from each

telescope carefully combined to produce a higher resolution image than any of the

individual telescopes in the array. Each pair of telescopes are separated from each

other by a distance b, called a baseline. The angular resolution of an intereformeter

can be approximated by the equation:

θ ≈ k
λ

bmax

(2.7)

where bmax is the maximum physical separation between telescopes in the array, also

known as the maximum baseline, and k is a factor of order unity that is dependent

on how measurements from the telescope are weighted during data reduction. The

consequence of this is that it is possible to create an astronomical intereformeter of

almost any size, so long as the telescopes positions are stable relative to each other,

and measurements from them can be accurately synchronised together.

Unfortunately, this astonishing increase in resolution comes with some limita-

tions. Firstly, an interferometer simply has less collecting area than a filled aperture

telescope with a diameter equal to the longest baseline. Secondly, because an inter-

ferometer cannot sample spatial frequencies smaller than a baseline roughly equal

to an antenna diameter, it will be insensitive to large scale variations (e.g. extended

emission) of a target source. This is termed the zero-spacing problem. However,

this can be somewhat accounted for by combining interferometric data with single-

dish data using a variety of techniques. The maximum recoverable scale (MRS), is

approximately given by:

θMRS ≈ 0.6
λ

bmin

(2.8)

where bmin is the minimum baseline length in the antenna array.

The field of view of an in interferometer is a circle with a diameter given by the

FWHM of the primary beam of one of the constituent antenna in the array. So

to observe a larger patch of the sky “mosaicking” is required. The response of the

primary beam will decrease towards the edges (i.e. will be less sensitive), so when

creating a mosaic it is important to ensure sufficient overlap between these single

pointings, and hence maximise the area of high-sensitivity in the field. The optimal

method it to place the centres of each field on the vertices of a triangular grid spaced
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λ/(
√
3D) apart, where D is the antenna diameter.

2.2.1 Two-element interferometer

Here we will describe a simple two-element intereformeter, comprised of two single-

dish telescopes x and y (see Figure 2.3). They are both fixed on a level plane,

separated by a distance (or baseline) b. Both telescopes are pointed at a distant,

monochromatic source emitting a plane electromagnetic wave, which is in the di-

rection denoted by the unit vector ŝ, which is at an angle θs relative to the plane1.

The signal from an observed sources arrives at antenna x first at time tx, and later

θs

yx

τgeo

s

s

b
Figure 2.3: Schematic of a two-element interferometer.

arrives at antenna y after a brief delay at time ty = tx+ τgeo, where τgeo is called the
1Each telescope are actually pointed in slightly different directions ŝx and ŝy (at angles θs,x and

θs,y above the plane), respectively, but given that the astronomical source is significantly further

away than the separation between the two telescopes (b ≪ sx; b ≪ sy), then ŝx · ŝy → 1, and

therefore ŝx ∼ ŝy ≡ ŝ.
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geometric time delay. This is given by:

τgeo =
b · ŝ
c

(2.9)

Often the baseline length is measured in terms of the number of wavelengths (of

the observed emission), such that b = λbλ, which can be substituted into equation

equation 2.9 to yield the expression:

τgeo =
λbλ · ŝ

c
=

bλ cos (θs)

ν0
(2.10)

where ν is the frequency of the emission2. Before passing on the signal received by the

telescopes to the correlator, the geometrical time delay needs to be compensated for

to ensure that the signals arrive at the same phase, which is called the instrument

delay τinst. We can therefore define the difference between the geometrical and

instrumental delays as τ = τgeo − τinst. This instrumental delay τinst is a constant

value, such that when the telescope is pointed exactly in the direction of ŝ the

expression τgeo − τinst = 0.

The signals from the antennae are then passed to a receiver, where the voltages

(as a function of time) of the signals received are proportional to:

Vx ∝Eeiωt

Vy ∝Eeiω(t+τgeo)
(2.11)

where Vx and Vy are the output voltages of the signal received at each telescope,

ω = 2πν is the angular frequency, and E is the amplitude of the electromagnetic

wave from the distance source (Wilson et al. 2013). These two signals3 are then

be combined by a correlator, which computes the time-averaged product of the two

voltages.

R(τ) ∝E2

T

∫ T

0

eiωte−iω(t−τ)dt

R(τ) ∝E2

T

∫ T

0

eiωτdt

(2.12)

2The final expression comes from the fact that bλ · ŝ = bλs cos (θs) and given that ŝ is a unit

vector, s = 1.
3In fact, these signals are first mixed with a similar frequency generated by a local oscillator

(LO), resulting in only the beat frequency (i.e. lower than the initial frequency) of each signal

being passed to the correlator. Correlating these much lower frequency signals is a much simpler

task than using the raw signal.
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Where T is the integration time. This then becomes:

R(τ) ∝ E2eiωτ (2.13)

In terms of measurable quantities, we can express R(τ), the output from the corre-

lator, as

R(τ)xy = A(ŝ)Iν(ŝ)e
iωτdΩdν (2.14)

where Iν(ŝ) is the brightness distribution in the direction ŝ, A(ŝ) is the effective

collecting area of each antenna (assumed to be identical). The term A(ŝ)Iν(ŝ)dΩdν

is the power received per bandwidth dν over solid angle element dΩ.

Using these definitions we can define the visibility function for the baseline b,

by integrating over the solid angle subtended by the source (ΩS):

R(b) =

∫∫

ΩS

A(ŝ)Iν(ŝ) exp

[
i2πν

(
b · ŝ
c

− τinst

)]
dΩdν (2.15)

The brightness distribution of the observed source, Iν(ŝ), is embedded within the

above visibility function (what is measured by an intereformeter). So, it is necessary

to try and extract this quantity from R(b), which can be challenging in practice.

2.2.2 The u,v-plane

Solving equation equation 2.15 for Iν can be made simpler by the introduction of a

new coordinate system. First, we can define a unit vector that points to the centre

of an imaged field as ŝ0, where the phase of the received signals is set to zero (this

is also referred to as the phase centre). We can express the vector s in relation to

this as

s = ŝ0 + σ (2.16)

where σ is some (small) deviation from the phase centre, referred to as the sky

offset vector. We can substitute this into equation equation 2.15, which after some

manipulation becomes:

R(b) = exp

[
i2πν

(
b · ŝ0
c

− τinst

)]
dν

∫∫

ΩS

A(σ)Iν(σ) exp

[
i2πν

(
b · σ
c

)]
dΩ

(2.17)
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The term outside the integral describes the phase of R(b) at the phase centre,

whereas the integral describes the visibility:

V (b) =

∫∫

ΩS

A(σ)Iν(σ) exp

[
i2πν

(
b · σ
c

)]
dΩ (2.18)

or equivalently, in terms of the baseline vector measured in wavelengths (bλ):

V (bλ) =

∫∫

ΩS

A(σ)Iν(σ) exp (i2πbλ · σ)dΩ (2.19)

It is useful to define a convenient coordinate system for which we can relate the

vectors σ and bλ, and hence measure V (bλ). The three orthogonal components of

the baseline vector bλ are (u, v, w), where the unit vector ŝ0 defines the direction of

the w axis as pointing towards the phase center of the observed field

bλ =




u

v

w


 , where ŝ0 =




0

0

1


 (2.20)

The axes u and v are projected in the celestial easterly (i.e. Right Ascension) and

northerly (Declination) directions, respectively. This plane, which is perpendicular

to the direction of the source (or more accurately, the phase center) is more com-

monly known as the u,v-plane (Burke et al. 2019). These axes are usually measured

in wavelengths. An illustration of this coordinate system is show in Figure 2.4.

The sky offset vector σ is expressed in terms of the direction cosines (l,m, n),

where 


l

m

n


 =




cosα

cos β

cos γ


 (2.21)

where α and β are the angles between the vector s and the u and v axes, respectively.

The plane defined by (l,m) is parallel to the u,v-plane, and n is parallel to both w

and ŝ0. This is illustrated in Figure 2.5.

For a unit vector, l2 +m2 + n2 = 1, and hence we can express n as

n =
√
1− l2 −m2 (2.22)
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Figure 2.4: Illustration of the u,v-plane and it’s relationship to the celestial sphere.

Adapted from Burke et al. (2019).

Figure 2.5: Illustration of the coordinates of σ in relation to the u,v-plane. The

right hand set of axes shows a 2D projection along the u-axis. Adapted from Burke

et al. (2019).
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Note that (l,m, n) axes are measured in the spatial domain, whereas the (u, v, w)

axes are measured in terms of spatial frequency. Since σ = s− ŝ0, and ŝ0 is a unit

vector:

σ =




l

m
√
1− l2 −m2 − 1


 (2.23)

Using these newly defined coordinates we can substitute these into the exponential

term of equation 2.19:

2πbλ · σ = 2π[ul + vm+ w(
√
1− l2 −m2 − 1)] (2.24)

and hence, we can now rewrite equation 2.19 in terms of these coordinates:

V (u, v, w) =

∫∫

ΩS

A(l,m)Iν(l,m)

· exp (i2π[ul + vm+ w(
√
1− l2 −m2 − 1)])

dldm√
1− l2 −m2

(2.25)

where

dΩ =
dldm√

1− l2 −m2
(2.26)

When mapping only a small region of the sky, the values of both l and m are very

small, and hence the term
√
1− l2 −m2 ≈ 1. This simplifies the equation, leading

to:

V (u, v, w) = ei2πw
∫∫

ΩS

A(l,m)Iν(l,m)ei2π(ul+vm)dldm (2.27)

Finally, if we restrict the baseline to occupy only the u,v-plane, w = 0, and we are

left with the expression:

V (u, v) =

∫∫

ΩS

A(l,m)Iν(l,m)ei2π(ul+vm)dldm (2.28)

Giving out final expression for the visibility function. We can then recover the

brightness distribution from this measurement of V (u, v) by performing an inverse

Fourier transform, yielding:

A(l,m)Iν(l,m) =

∫∫

ΩS

V (u, v)e−i2π(ul+vm)dudv (2.29)

This relationship between the complex visibility and the brightness distribution is

stated by the van Cittert-Zernike theorem (van Cittert 1934; Zernike 1938).
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2.2.3 Synthesis imaging

For each baseline and integration time, an intereformeter samples one Fourier com-

ponent (visibility) in the u,v-plane. While it is possible to increase the number of

samples by performing multiple integrations at different times by relying on the ro-

tation of the Earth, hence changing the orientation of the baseline relative to the

source, to sample different parts of the u,v-plane. This only increases the number of

samples by the the number of integration times, and this alone is not a very efficient

way of thoroughly sampling the u,v-plane.

However, increasing the number of antennas in the array not only adds more

collecting area, but also adds more baselines to the intereformeter, and hence more

visibilities. The number of baselines, and hence visibilities sampled per integration

time in the u,v-plane, is given by

Nbaseline =
N(N − 1)

2
(2.30)

where N is the number of antennas in the array. This dramatically increases the

number of samples over the course of an observing period, and by carefully distribut-

ing the positions of the antennae in the array it is possible to more thoroughly and

efficiently sample the u,v-plane.

For small fields of view, the van Cittert-Zernike theorem states that the measured

interference pattern (or complex visibility) of a distant, incoherent source is the 2D

Fourier transform of the source’s brightness distribution on the sky. As we increase

the number of antennae and integrations, we construct a more “complete” set of

visibilities, which in turn will yield a “truer” measurement of the source’s brightness

distribution and therefore a better image of the source.

Given the practical limitations of sampling an infinite number of visibilities, the

resulting brightness distribution will contain artefacts as a result of the incomplete

u,v coverage.

With a set of visibilities obtained, one must calibrate the measurements prior to

imaging. In short, this is comprised of a few components. Flux calibration involves

observing an astronomical source with a well characterised brightness model (often

a planet or moon in the solar system), and using this measurement to set the correct
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flux scale for the scientific target. As the phase of the incoming radiation is critical

to interferometry, phase calibration needs to be performed. This usually involves

observing (at regular intervals during an observing run) a bright point source near

the target field to track and correct for atmospheric variations. And finally, bandpass

and gain calibration are required to monitor the variations of phase and amplitude

with frequency and time, respectively. These may drift due to the source elevation

varying, or changes in weather, over the observing run. Very bright point sources,

typically quasars near the target, are chosen to track these variations.

All of these calibrators will be monitored and checked regularly by the observa-

tory to ensure accurate calibration.

Once the data are calibrated, the Fourier transform of the set of visibilities yields

an image known as a dirty map, ID, which can be expressed as a convolution4:

ID(l,m) = PD(l,m) ∗ I(l,m) (2.31)

where I(l,m) is the true source brightness distribution, and PD(l,m) is the dirty

beam, which is effectively is the point spread function (PSF) of the intereformeter.

This is in fact a poor-quality PSF that contains artefacts (such as sidelobes) that

will add spurious emission to an image if not accounted for.

This PSF can be well characterised, as it is a function of the array element

positions, and the location of the source of the sky, both of which can be measured

with a high degree of accuracy. It is clear then, that in order to recover the source

brightness distribution I5, the dirty map ID needs to be deconvolved with the dirty

beam PD.
4The convolution theorem states that F{f ∗ g} = F{f} · F{g}, where F denotes the Fourier

transform operator.
5In practice I is not possible to recover exactly as this would require perfect and complete

sampling of the u,v-plane, so strictly speaking some similar brightness distribution I ′ is being mea-

sured. However, as the u,v sampling becomes more complete, this approaches the true distribution,

and when considering the inclusion of instrumental noise, the final image is close enough to the

true source brightness distribution.
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2.2.4 The CLEAN algorithm

Högbom (1974) developed the CLEAN algorithm, a brute force approach to per-

forming deconvolution. CLEAN first locates the point of brightest emission in ID

and then subtracts the PSF (PD) from that location in ID. The algorithm takes

note of the position and emission subtracted, and then proceeds to the next bright-

est point in ID, and continues to iterate through each subsequent brightest point in

the dirty map until PSF-subtracted, or residual map, resembles noise.

The subtracted fluxes are then added into an empty map, which is then convolved

with a restoring beam (clean beam), which is typically some idealised elliptical

Gaussian (based on the size of the main beam of the dirty beam), yielding a model

brightness map. This can then be added to the field of noise, producing a final

“cleaned map”, which is a close approximation of the source brightness distribution

ID.

The CLEAN algorithm has been implemented in the Common Astronomy Soft-

ware Applications (CASA), which is the main data processing software suite for the

Atacama Large Millimeter/submillimeter Array (ALMA) and Karl G. Jansky Very

Large Array (VLA), and is often used for reducing data from other radio telescopes

(McMullin et al. 2007; The Casa Team et al. 2022). This implementation is based

on the Cotton-Schwab CLEAN algorithm (Schwab 1984), which is comprised of two

layers of iterative outer loops (major cycles), and inner loops (minor cycles). The

major cycle is responsible for transforming the data between the Fourier and image

domains, and the minor cycles are purely based in the image domain. These cycles

run an iterative, weighted χ2 minimisation process on a set of linear equations of

the same form as equation equation 2.31. A schematic of this process is shown in

Figure 2.6, taken from CASA’s documentation6.

Iterations start with some initial guess of the model brightness distribution.

The major cycle creates a model visibility distribution and subtracts it from the

data visibilities, creating residual visibilities. These residual visibilities are then

gridded, and subsequently inverse fast Fourier transformed (iFFT) into a residual

image. This residual image is then passed onto the minor cycle, where deconvolution
6https://casadocs.readthedocs.io/

https://casadocs.readthedocs.io/
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Figure 2.6: Schematic of CASA’s implementation of the Cotton-Schwab CLEAN

algorithm.

with the dirty beam PD is performed iteratively, effectively building up a model of

the brightness distribution by separating it from the PSF, until some minor cycle

stopping criterion is reached and a model image is created. This model image

is then passed back to the major cycle and fast Fourier transformed (FFT) into

model visibilities, which then begins the next iteration of the major cycle. This

process continues until some major cycle or global stopping criterion (e.g. number

of iterations, or if the RMS of the residual reaches some desired noise level), and a

final model image is created. This final model image is then added to the residuals

and convolved with the restoring beam, yielding a final reconstructed image of the

source.

The data are not uniformly distributed in the u,v-plane and are usually centrally

concentrated, due to the increased number of short baselines in the telescope array.

Within the imaging process, the visibilities can be weighted to alter the telescope

response, and hence optimise various properties, such as dynamic range, synthesised

beam size, and sensitivity. Although there are numerous weighting schemes imple-

mented in CASA, here we will focus on three of the more commonly used schemes.

The first is “natural weighting”, which does not modify the intrinsic weighting of
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each visibility, and so the weighting parameter is given by:

wi =
1

σ2
i

(2.32)

where σ2
i is the noise variance of the i-th visibility. Because of the central con-

centration of sampling, larger scale features will be optimised, degrading resolution

slightly. This leads to higher point-source sensitivity, at the expense of the inclusion

of some undesirable structure within the PSF.

On the other extreme, “uniform weighting” tries to compensate for the uneven

sampling density within the u,v-plane, giving equal weight to each measured spatial

frequency regardless of sample density. The weight is given by

wi =
1

NS(k)

1

σ2
i

(2.33)

where NS(k) is the number of visibilities within some symmetric region (cell) k of

the u,v-plane. The PSF produced by uniform weighting has the smallest possible

angular resolution (∼70% the size of PSF from natural weighting). However, the

sensitivity is notably reduced (∼55% relative to natural weighting), and artefacts

can crop into the PSF due to sparsely sampled parts of the u,v-plane being given

artificially high weights.

Finally, “Briggs weighting” (also known as “robust weighting”), is a weighting

scheme that can be altered depending on the desired beam properties to be optimised

(Briggs 1995). It is based around the SNR of the measurements and a tuneable

“robust” parameter R that defines some noise threshold. High SNR samples are

weighted by the sample density, like in uniform weighting, to optimise for a smaller

PSF, and low SNR samples are naturally weighted to optimise for sensitivity. This

robust parameter is effectively a sliding scale between uniform and natural weighting,

where a value of R = −2 is closest to uniform weighting, and R = 2 is closest to

natural weighting. A value of R = 0.5 is commonly used, as the sensitivity is almost

as good as natural weighting (∼95%), with a significantly smaller beam (∼80%),

although the exact amounts will vary depending on the density and distribution of

u,v samples (Briggs 1995; Briggs et al. 1999).

More elaborate versions of the CLEAN algorithm have been developed to over-

come some of the shortcomings of the original Högbom (1974) algorithm, which as-
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sumes that the source’s brightness distribution is solely comprised of point sources,

with little to no other emission in the field-of-view. One particular extension of

the CLEAN algorithm, suitable for sources with extended emission, is the Multi-

scale CLEAN (MS-CLEAN) (Cornwell 2008). MS-CLEAN constructs a model of

the brightness distribution using both delta functions for point sources (as in the

original CLEAN algorithm), but also Gaussian brightness components at a set of

user-defined scales. This better accounts for emission on a broad range of scales,

which in turn helps produce a better fitting set of model visibilities in the major

cycles. The set of scales are usually set to representative sizes of dominant emission

within the field, typically beam-sized, and around 3–5 times the beam size (in ad-

dition to the point source scale), although care should be taken not to choose size

scales that correspond to unmeasured scales caused by lack of short-spacings in the

interferometer.

For more careful image reconstruction, it is often beneficial to restrict which

regions of a field the CLEAN algorithm operates within, for example to avoid adding

brightness components to regions where there is no signal. This can be specified by

a binary mask. For simple, point-like sources, a mask could be as simple as a

single elliptical mask covering the region of emission. For more complex or extended

sources, a more sophisticated mask may be required for optimal model construction.

For example, this could be defined as a set of user-defined polygons that are pre-

defined and used for the entire imaging procedure. Another option is to alter the

mask after every major cycle, which is often hand-drawn by the user to cover regions

they deem to contain “real” emission.

This presents a couple of issues. Determining what emission in a dirty image is

“real” is rather subjective, and so two different users could end up with a different

final image of a source depending on their judgment. Another issue is that for large

fields, with highly complex emission, it can be extremely time-consuming to draw

appropriate masks that encompass the observed emission. For cube imaging, a mask

will need to be defined for every channel for which there is emission. In addition

to this, if many major cycles are required to CLEAN the data to a required RMS

noise level or stopping criterion, the mask may need to change over time, requiring
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further user intervention that will likely get less accurate, due to user fatigue, with

subsequent cycles.

To overcome these issues, an automated masking algorithm called “auto-multithresh”

has been developed by Kepley et al. (2020), and implemented in CASA primarily

for imaging ALMA data, but can also be used for imaging data from other radio

interferometers. The algorithm uses multiple noise and sidelobe level thresholds in

the residuals to find regions of emission to mask. The mask is updated at the start of

every minor cycle, based on the most recently generated residual image. Small areas

of the mask can also be “pruned” automatically, as regions that are small enough

are unlikely to be real emission. Low SNR emission regions adjacent to the created

mask are then incorporated (by binary dilation) down to some low SNR threshold.

Finally, the mask is convolved with a Gaussian with a size that is a multiple of

the synthesised beam, and then only regions with emission that are above some

fraction of the peak brightness are retained in the final mask for that iteration of

deconvolution.

All of the thresholds and parameters for each of these operations can be altered

by the user, however CASA has some recommended values for each parameter that

depends on various array configuration and whether continuum or line emission is

being imaged.

For imaging line emission, the data are gridded into a spectral cube, which can be

represented in position-position-frequency space, or with a set reference frequency

and doppler corrections, transformed into some preferred velocity reference frame

(e.g. the Kinematic Local Standard of Rest, or LSRK) producing a position-position-

velocity (PPV) cube.

For imaging continuum emission, it is common to measure a source’s brightness

over a very broad range of frequencies, and combine all of the frequency channels

during imaging. This is called multi-frequency synthesis (MFS). MFS was initially

developed by Conway et al. (1990) as means to increase the quality of radio im-

ages from sparsely sampled sets of visibilities, such as for interferometers with a

small number of baselines. By effectively increasing u,v sampling, it is possible to

greatly increase image fidelity and point source sensitivity. One requirement is that
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a source’s brightness should not vary greatly over the frequency range of the band.

When performing MFS, the resulting image will be 2D, in position-position (PP).

2.3 The Atacama Large Millimeter/submillimeter

Array (ALMA)

This thesis makes use of both 2.9mm continuum and N2H+(J=1–0) line emission

data from the Atacama Large Millimeter/submillimeter Array (ALMA). ALMA,

one of the largest and most expensive ground-based telescope projects, is a set

of two interferometers comprised of an extended fifty 12m antenna array, and the

Atacama Compact Array (ACA), a compact twelve 7m antenna array, supplemented

by four 12m single-dish telescopes (TP) operating in the millimeter/submillimeter

wavelength regime, from wavelengths of around 0.32mm to 8.5mm.

Figure 2.7: Aerial view of the Chajnantor plateau showing the larger 12m antennae,

along with the ACA towards the centre of the image. Credit: Clem & Adri Bacri-

Normier/ESO.
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Located in the Chajnantor plateau high up in the Chilean Andes, at an elevation

of 4576m to 5044m, the observatory is an international partnership between Chile,

Europe, the United States, Canada, Japan, South Korea, and Taiwan. Light in

the millimeter and submillimeter regime can help us explore some of the coldest

molecular cloud structures in space (the birthplace of stars), and observe emission

from the earliest, most distant galaxies in the Universe. These faint signals are

however strongly absorbed by water vapour in the Earth’s atmosphere, and so the

Chajnantor plateau is the perfect location for such an observatory, being such a dry

location, coupled with the high elevation meaning that light has to pass through

significantly less of the atmosphere before reaching the telescopes.

The antenna in the 12m array can be moved into multiple different locations,

with baselines ranging from 14.6m, to anywhere between 160.7m to 16.2 km for the

most compact and extended configurations, respectively. The ACA has baselines

from 8.7m to 45.0m. With the large number of antennae, and hence baselines (1225

baselines for the 12m array alone), ALMA can very efficiently sample the u,v-plane

over a vast range of spatial scales (and when combined with the TP telescopes,

all spatial scales), and observe at resolutions ranging from 31.5′′ (7m array, at

ν = 40GHz) to 0.0048′′ (12m array, most extended configuration, at ν = 870GHz).
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Figure 2.8: A view of several ALMA antennae, with a the Galactic Centre of the

Milky Way visible in the background. Credit: B. Tafreshi/ESO.



Chapter 3

Observations of a sample of six

hub-filament systems

3.1 Sample selection

For the purpose of this study, 6 infrared dark clouds we selected, all part of the

Peretto & Fuller (2009) catalogue. One of these, SDC335, was already examined by

my collaborators in a series of studies (Peretto et al. 2013; Avison et al. 2015, 2021).

The Peretto & Fuller (2009) catalogue contains over 11,000 IRDCs with a column

density above 1022 cm−2 identified within the Spitzer GLIMPSE survey (Churchwell

et al. 2009) of the Galactic Plane between 10◦ < |l| < 65◦ and |b| < 1◦. The IRDCs

in this catalogue cover a mass range from around 10M⊙ to a few 104M⊙, and a

distance range of roughly 2 kpc to 8 kpc (Peretto & Fuller 2010)

These 6 clouds were selected as they exhibit a well defined hub-filament mor-

phology seen in extinction at 8 µm, with an easily identified filament convergence

point1. They all have high extinction contrast against a relatively uniform mid-

infrared background. They have been selected so that their distances lie within a

narrow range, i.e. from 2 kpc to 3.2 kpc, so that their properties can easily be com-

pared to each other. Finally, they have been chosen so that they cover a large range
1It is not yet known what fraction of IRDCs/clumps in the Milky Way exhibit a hub-filament

morphology, but preliminary results from within the group suggest that around 5% to 10% of

clumps are HFSs.
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of masses, from a few hundred to a few thousand solar masses, to try to evaluate the

impact of the hub morphology on core formation independently of the clump mass.

3.2 ALMA observations

Five HFSs (see Table 3.1) were observed with the Atacama Large Millimeter/submillimeter

Array (ALMA) 12m array between 20th–23rd January 2016 with a total of 41–46

antennas (C36-1 configuration), and with the Atacama Compact Array (ACA) be-

tween 17th April and 25th July 2016 (during Cycle 3) with 11 antennas (Project ID:

2015.1.01014.S; PI: Peretto). The number of 12m (7m) pointings was 61 (23), with

a total on-source observing duration of 3.81 h (10.76 h) (for all five fields).

An additional HFS, SDC335, was observed with the ALMA 12m array between

27th September–19th November 2011 with the 16 available antennas during Cycle 0

in the compact configuration (Project ID: 2011.0.00474.S; PI: Peretto). A complete

description of the observations are presented in Peretto et al. (2013). Follow-up

observations of SDC335 were performed with the ACA between 6th–8th November

2016 (during Cycle 4) with 10 antennas (Project ID: 2016.1.00810.S; PI: Peretto).

The total number of 12m (7m) pointings was 11 (6), with a total on-source observing

duration of 4.11 h (1.33 h).

The data were reduced and calibrated using the same CASA2 (McMullin et al.

2007) versions as used by the ALMA pipeline, using the standard pipeline scripts.

The quasars J1531-5108, J1604-4441, J1617-5848, J1706-4600, J1650-5044 were used

for phase calibration. Flux and bandpass calibration were performed using Mars,

Ganymede, Neptune, J1427-4206, J1617-5848, J1733-1304, J1924-2914. The uncer-

tainty in absolute flux calibration is ∼ 5% in Band 3, according to the ALMA Cycle

3 Technical Handbook3. The weights of the 12m SDC335 data were adjusted using

statwt() on line-free channels prior to combination with the Cycle 4 ACA data.

The calibrated ACA and 12m visibilities were then concatenated and imaged

using CASA version 5.5.0, utilising its implementation of the Multi-Scale CLEAN
2https://casa.nrao.edu
3https://almascience.eso.org/documents-and-tools/cycle3/

alma-technical-handbook

https://casa.nrao.edu
https://almascience.eso.org/documents-and-tools/cycle3/alma-technical-handbook
https://almascience.eso.org/documents-and-tools/cycle3/alma-technical-handbook
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SDC326.476+0.706
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SDC335.579-0.292
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SDC338.315-0.413
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SDC339.608-0.110
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Figure 3.1: (1st and 3rd row) Spitzer 8 µm images of the six HFSs observed with

ALMA. Below each Spitzer image is the corresponding ALMA combined 7m+12m

continuum images at 2.9mm of each HFS. The synthesised beam size of each image

is shown in the lower left hand corner, the grey contour shows the extent of our

ALMA fields.
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(Cornwell 2008) within the tclean() task. This was to better recover extended

emission features that are larger than the beam. The data were imaged with Briggs

weighting (Briggs 1995) with a robust parameter of 0.5. All of the images were

primary beam corrected. Automatic masking was used during imaging.

Continuum data

Table 3.1: The 6 HFSs we observed with ALMA, their estimated distances, and a

summary of observational properties of the combined 7m+12m 0 2.9mm continuum

observations. The HFSs will hereafter be referred to by their shorthand names

highlighted in bold. The linear resolution xd corresponds to the physical size of

the synthesised beam major axis at the distance d. The mass sensitivities were

calculated assuming a source temperature of 12K.

SDC Name d Beam PA RMS noise xd Mmin

(Peretto & Fuller 2009) (pc) (′′ × ′′) (◦) (µJy/beam) (pc) (M⊙)

SDC326.476+0.706 2610 2.80× 2.16 69.12 78.68 0.035 0.27

SDC335.579–0.292 3230 4.69× 3.63 −79.00 379.72 0.073 1.98

SDC338.315–0.413 2940 2.91× 1.92 80.19 49.00 0.041 0.21

SDC339.608–0.113 2740 2.88× 1.90 80.42 66.06 0.038 0.24

SDC340.969–1.020 2210 2.88× 1.92 79.92 100.10 0.031 0.24

SDC345.258–0.028 2090 2.84× 1.87 80.65 50.88 0.029 0.12

For the five hubs observed in Cycle 3 the central frequency was 103.6GHz, and

the total continuum bandwidth used was 3.735GHz. For SDC335 only 0.2GHz

of continuum bandwidth was used for imaging (split over two bands 104.0GHz

to 104.1GHz, 105.0GHz to 105.1GHz), as this was the frequency coverage of the

original Cycle 0 dataset. The central frequency was 104.55GHz. Table 3.1 contains

a summary of the observational parameters for the six fields.

An angular resolution of ∼ 2.8′′ to 4.7′′ is achieved, which at the distance of the

targets corresponds to a linear resolution range of 0.029 pc to 0.073 pc. This is at

least a factor of two smaller than the Jeans length (which ranges between 0.10 pc

to 0.21 pc) computed from the clump’s average density, assuming a sound speed of
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0.2 km s−1.

N2H+(J=1–0) data

Table 3.2: Summary of observational properties of of our combined TP+7m+12m

observations of N2H+(J=1–0). The RMS noise (in line-free channels) varies between

spectra in each field, so here it represents the mean RMS for the whole cube.

Name d Beam PA RMS xd Vsys

(pc) (′′ × ′′) (◦) (K) (pc) (km s−1)

SDC326 2610 3.26× 2.49 67.42 0.15 0.041 -39.4

SDC335 3230 5.21× 4.16 −74.50 0.08 0.082 -46.5

SDC338 2940 3.38× 2.25 80.47 0.16 0.048 -38.0

SDC339 2740 3.36× 2.21 81.95 0.18 0.045 -32.9

SDC340 2210 3.36× 2.23 80.73 0.17 0.040 -22.7

SDC345 2090 3.29× 2.17 81.43 0.18 0.033 -16.4

In addition to the continuum band setup mentioned above, spectral line bands

were observed in parallel. The bands were centred around the frequency of the

brightest hyperfine transition of N2H+(J=1–0) at 93 173.7643MHz, with a spectral

resolution of 0.2 km s−1. Whereas the continuum bands were chosen to measure

the thermal dust emission from cores within the HFSs, the spectral line setup were

chosen to trace the kinematics of the dense gas in the HFSs.

In addition to the 12m and 7m array observations, single-dish observations were

taken of all fields (in parallel with the ACA) using the Total Power (TP). These

were taken in order to complement the combined 7m+12m spectral line setups, by

providing the zero-spacing information, and hence recover the large scale emission

in the fields. The total amount of TP observations for all six fields was ∼ 36.3 h.

Once the combined 7m+12m N2H+(J=1–0) datacubes were cleaned, they needed

to be combined with the TP data. This was performed using a technique called

“feathering”, which is implemented in CASA task feather(). Feathering involves

Fourier transforming both datasets, and then applying a high-pass filter to the high

resolution (i.e. 7m+12m) data, and a low-pass filter to the low resolution (TP)
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data. The filter weights are derived from the beam sizes of the input data. The

two filtered cubes are then summed, and then inverse Fourier transformed. The

angular resolution of the final N2H+(J=1–0) datacubes are ∼ 3.3′′ to 5.2′′, with a

mean RMS noise (in line-free channels) between 0.08K to 0.18K. A summary of

the observational parameters are shown in Table 3.2.

3.3 Ancillary Spitzer, WISE and Herschel data

This thesis makes use of publicly available Spitzer GLIMPSE 8 µm data4 (Churchwell

et al. 2009) and WISE 12 µm data5 (Wright et al. 2010), at an angular resolution of ∼
2.4′′ and ∼ 6.5′′, respectively. Temperature and column density maps are used, first

presented in Peretto et al. (2016), at a resolution of ∼ 18′′, which were constructed

from 160µm and 250µm data from the Herschel Hi-GAL survey (Molinari et al.

2010). Finally, the Molinari et al. (2016) 70 µm compact source catalogue was also

used in this work. Figure 3.1 shows the Spitzer 8 µm fields for all six HFSs, along

with the final imaged ALMA 2.9mm continuum fields.

4https://irsa.ipac.caltech.edu/data/SPITZER/GLIMPSE
5https://irsa.ipac.caltech.edu/applications/wise/

https://irsa.ipac.caltech.edu/data/SPITZER/GLIMPSE
https://irsa.ipac.caltech.edu/applications/wise/


Chapter 4

An ALMA study of hub-filament

systems: I. On the clump mass

concentration within the most

massive cores

The following material was published in Anderson et al. (2021).

In this paper we aimed to constraining the efficiency of hubs at concentrating their

mass into their most massive core, and this for a large range of clump masses.

The end goal is to disentangle the effects of clump mass to those related to clump

morphology. We do this by analysing new ALMA 2.9mm observations of a sample

of six HFSs.
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4.1 ALMA 2.9 mm continuum images

15h43m30s 25s 20s 15s

-54°06'00"

30"

07'00"

30"

08'00"

30"

RA (J2000)

D
ec

(J
20

00
)

SDC326.476+0.706

0.2 pc

1817

1615

14

13

12

11

10 98

7

6

5

4

32

1

0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014
I2.9mm (Jy/beam)

16h31m03s 00s 30m57s 54s

-48°43'00"

30"

44'00"

RA (J2000)
D

ec
(J

20
0
0)

SDC335.579-0.292

0.2 pc

6

5

4

3

2

1

0.00 0.01 0.02 0.03 0.04 0.05
I2.9mm (Jy/beam)

16h42m32s 30s 28s 26s

-46°46'40"

47'00"

20"

40"

RA (J2000)

D
ec

(J
20

00
)

SDC338.315-0.413

0.2 pc

5

4

3

2

1

0.0000 0.0002 0.0004 0.0006 0.0008 0.0010 0.0012
I2.9mm (Jy/beam)

16h46m00s 45m58s 56s

-45°38'20"

40"

39'00"

20"

RA (J2000)

D
ec

(J
2
00

0
)

SDC339.608-0.110

0.2 pc

19

18

17

16

15

14

13

12

11

10

9

8

7

6

5

4

3

2
1

0.000 0.001 0.002 0.003 0.004
I2.9mm (Jy/beam)

16h54m58s 56s 54s 52s

-45°08'40"

09'00"

20"

40"

RA (J2000)

D
ec

(J
20

00
)

SDC340.969-1.020

0.2 pc

12

11

10 9

8

7
65

4
3

2
1

0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014
I2.9mm (Jy/beam)

17h05m15s 14s 13s 12s 11s 10s

-41°09'30"

45"

10'00"

15"

30"

RA (J2000)

D
ec

(J
20

0
0
)

SDC345.258-0.028

0.2 pc

7

6

5

4

3

2

1

0.0000 0.0005 0.0010 0.0015 0.0020 0.0025
I2.9mm (Jy/beam)

Figure 4.1: Close up view of ALMA 2.9mm continuum images of our sample of 6

hub-filament systems, showing all of our extracted “cores”. Each extracted core is

labeled with their MM#, with the grey contours showing each core’s dendrogram

structure footprint.
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4.2 Mass fragmentation

4.2.1 Core extraction

To extract the structures from our ALMA continuum images we use a dendrogram-

based method using astrodendro, a Python package based on the Rosolowsky et al.

(2008) implementation of dendrograms to analyse astronomical data. Our extraction

method required that the minimum structure size npix,min must be greater than

half the synthesised beam size (typically 18 pixels), the faintest included emission

structure to be at a specific intensity of Imin = 5 × σglobal, and minimum structure

significance ∆Imin = 1×σglobal, where σglobal is the RMS specific intensity calculated

from the residual image of the field produced after imaging (see Table 3.1). This

ensured that all of the extracted emission structures were at least detected five times

above the global RMS in an image, with a peak at least 6 times the RMS.

For our analysis, we consider the leaves of the dendrogram (i.e. emission struc-

tures that do not have any detectable substructure) to be “cores”. We are aware

that these sources may well be sub-fragmented at higher resolution. We impose the

constraint that only cores that are contained within the contour at >50% of the pri-

mary beam power are included in the dendrogram. This is to avoid noise peaks that

appear brighter and occur more frequently toward the edges of the fields, caused by

the non-uniform response of the primary beam. After applying this constraint, the

constructed dendrograms contained 71 candidate cores across the six fields.

We produced error maps by performing a windowed RMS calculation on our

residuals, with a window size of 4x4 beam major axis lengths. We then construct

signal-to-noise (SNR) maps to better estimate the strength of the detections, given

that the noise varies across the fields, and to help remove any spurious detections.

Core candidates with at least npix,min pixels with a SNR ≥ 3 are classed as detections.

Extracted structures that do not satisfy this condition are discarded. After applying

this criteria we obtain a set of 67 cores. Figure 4.1 shows a zoomed in view of these

67 cores, along with their extent as defined by the dendrogram.
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Figure 4.2: Example of core checking plot for Structure ID 0 in SDC326

(G326.4745+0.7027-MM4), which was flagged as a detection. (top left) Continuum

image. (top right) Dendrogram leaf of structure extracted from image. (bottom left)

RMS noise map divided by global RMS value used for dendrogram construction.

The black contour represents where σRMS/σglobal = 1. (bottom right) SNR map,

with contours for SNR levels of 3, 4 and 5 shown in red, yellow and green, respec-

tively.
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Figure 4.3: Another example of a core checking plot (as above) for Structure ID

9 in SDC326 (G326.4745+0.7027-MM11), which was also flagged as a detection.

Structure ID 6 is shown to the lower right, which was discarded due to its small size

and low signal-to-noise.
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4.2.2 Core sizes and masses

Assuming that the cores are in local thermodynamic equilibrium (LTE) and that

the dust emission is optically thin, the core masses can then be calculated using

Mcore =
d2Sν

κνBν(T )
(4.1)

where d is the distance to the source, Sν is the integrated flux density of the source,

κν is the specific dust opacity, and Bν(T ) is the Planck function at a given dust

temperature T (Kauffmann et al. 2008). We assume the same specific dust opacity

relation as Marsh et al. (2015, 2017):

κν(λ) = 0.1 cm2/g

(
λ

300 µm

)−β

(4.2)

with a dust opacity index β = 2, for a given wavelength λ, and accounting for a

gas-to-dust mass ratio of 100. The uncertainty in the dust opacity is around ±50%

(Ossenkopf & Henning 1994; Roy et al. 2013, 2015).

To estimate core temperatures we use a combination of two methods. Our pri-

mary method is to use dust temperature maps derived from Herschel 160 µm/250 µm

ratio maps as presented in Peretto et al. (2016). We simply take the temperature

(Tcol) at the position of each core’s intensity-weighted centroid. These maps cover

a temperature range of around 12–30K for our set of fields. Note that because we

assume a unique temperature along the line of sight and that the typical background

temperature of the Galactic Plane is ∼ 18K, we may overestimate the temperatures

of dense clumps colder than this background value (Peretto et al. 2010; Battersby

et al. 2011; Marsh et al. 2015).

For warmer sources (such as massive protostellar cores), this may be significantly

underestimating their temperature, and hence overestimating their mass. To try and

counter this effect, we use the Hi-GAL 70 µm Compact Source Catalogue (Molinari

et al. 2016) to see which cores in our sample have an associated 70 µm source, as

the 70 µm flux density is known to be a good tracer of the luminosity of embedded

sources (Dunham et al. 2008; Ragan et al. 2012). If a 70 µm source is present

within the equivalent radius Req of a core, which is the radius of a circle with equal

area to the core’s corresponding dendrogram mask, we say they are associated. We
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then convert the 70 µm flux densities to bolometric (internal) luminosities using the

following relation (Elia et al. 2017):

Lint = 25.6

(
S70µm

10 Jy

)(
d

1 kpc

)2

L⊙ (4.3)

Where S70 µm is the integrated 70 µm flux density of the source, and d is the distance

to the clump. Assuming that the dust emission from a protostellar core is optically

thin and is predominantly in the far-infrared, we calculate the mean mass-weighted

temperature of the core, Td (Emerson 1988; Terebey et al. 1993):

Td =
3

2
T0

(
Lint

L0

)1/6(
r

r0

)−1/3

(4.4)

Where Lint is the source’s internal luminosity, r is the core’s radius, and reference

values T0 = 25K, L0 = 520L⊙, r0 = 0.032 pc. This form of the equation assumes

β = 2, and that the density profile of the core follows ρ(r) ∝ r−2, (as used by e.g.

Bontemps et al. 2010; Svoboda et al. 2019).

We use equation 4.4 to calculate the mean temperature within core equivalent

radius r = Req. For our set of sources, Td ranges between 18–76K.

If a 70 µm flux density derived temperature can be obtained for a core, we assign

the core Tcore = Td, and otherwise assign Tcore = Tcol. We assume that the tempera-

ture of the gas and dust are coupled as the cores have a density at least ∼ 106 cm−3,

the threshold at which Goldsmith (2001) states that the dust and gas temperatures

become essentially equal.

We use the Revised Kinematic Distance Calculator1 (Reid et al. 2009, 2014) to

estimate the distances to the IRDCs, using the LSR velocities for each clump. We

assume that the IRDCs are located at the near distance as they are IR-dark at

8 µm, but do not assume whether the clump is located within a spiral arm or in an

inter-arm region. The typical distance uncertainty is between 10–20%.

The integrated flux density of the cores comes from our dendrogram extraction,

following the “clipped” paradigm (see Rosolowsky et al. 2008). Since we care about

the cores as being overdensities, by using a clipped method we minimise the con-

tribution from the background on the mass estimates, which could be particularly
1http://bessel.vlbi-astrometry.org/revised_kd_2014

http://bessel.vlbi-astrometry.org/revised_kd_2014
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Figure 4.4: Core mass against deconvolved radius (Rsource) plot for all extracted cores

from all 6 IRDCs. Upper limits for the radii of unresolved sources are indicated with

arrows pointing towards the left.

large for the crowded areas at the centre of the hub-filamentary systems. This way,

we are being conservative in the mass estimates, and are possibly underestimating

the mass of some of these cores at the centre of the hubs. The error in integrated

flux calculated from the quadrature sum within the core mask of our error maps,

multiplied by pixel area.

By substituting all of these values into equation 4.1, we obtain masses for all

cores. The error in the core masses was calculated using Monte-Carlo methods, by

randomly sampling over each variable in equation 4.1, assuming Gaussian errors.

We also calculate a deconvolved source radius, Rsource, which is given by

Rsource =

√
R2

eq −
θmajθmin

4
(4.5)

where θmaj and θmin are the major and minor beam axes, respectively. A table of
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derived core properties is supplied as online supplementary material, and a plot of

core mass against deconvolved radius is shown in Figure 4.4.

We see that our sample of extracted cores cover a broad mass range of 0.07–

911M⊙, with a mean mass of 32M⊙. The core masses we present here follow the

“clipped” paradigm, which subtracts all of the flux below the core’s contour in the

dendrogram (similar to a background subtraction). Our mass sensitivity ranges be-

tween 0.12–0.27M⊙, depending on the field, with the exception of SDC335 for which

the mass sensitivity is 1.98M⊙. Note that these mass sensitivities were calculating

assuming a source temperature of 12K, an hence when cores are assigned a tem-

perature warmer than 12K they can have a lower calculated mass than our listed

sensitivity. Also note that these mass sensitivities correspond to a clipped mass sen-

sitivity, whereas often in literature the “bijective” (i.e. no background subtraction)

mass sensitivity is quoted. Given the dendrogram parameters we have used for our

extraction, a corresponding bijective mass sensitivity would be ∼ 6 times higher (i.e.

less sensitive) than the sensitivities quoted above.

Contrary to Csengeri et al. (2017), we do find intermediate-mass cores in the

sample, likely due to not using a single Tcore = 25K for all cores, the assumption

made in their core mass calculations. Two cores (SDC335-MM1 and SDC326-MM1)

are exceptionally high mass, at 911M⊙ and 534M⊙ contained within a deconvolved

radius of 0.156 pc and 0.106 pc, respectively. They also correspond to the two of the

largest sources identified. They are therefore excellent candidates for the formation

of very high-mass stars.

Four of the HFS contain at least one core with Mcore ≥ 30M⊙ and so, assuming

a core to star formation efficiency of 30%, could form at least one high-mass star

with M⋆ > 8M⊙.

4.2.3 Core formation efficiencies

As discussed in the introduction, the ability of a clump to concentrate its mass

within cores is a fundamental, but poorly understood characteristic of star-forming

regions. In this paper we will refer to parsec-scale dense molecular cloud structures

as “clumps”, within which stellar clusters and large systems can form (Eden et al.
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Table 4.1: Core properties of the most-massive cores within each IRDC in our

sample, ordered by clump mass. Rsource is the deconvolved equivalent radius of the

core, and Rclump is the equivalent radius of the clump. The full table can be found

online2, along with a table of properties for all of the extracted cores.

Core ID Rsource Tcore Mcore Rclump Mclump fMMC CFE

(pc) (K) (M⊙) (pc) (M⊙) (%) (%)

SDC345-MM2 0.018 14.6 15+19
−9 0.27 135 11.0 32.7

SDC338-MM3 0.037 15.9 26+25
−10 0.42 213 12.4 27.0

SDC339-MM3 0.040 15.9 30+29
−12 0.54 942 3.2 15.3

SDC340-MM1 0.046 46.3 123+134
−61 0.53 1768 7.0 11.8

SDC326-MM1 0.106 41.5 534+512
−216 0.80 2399 22.2 26.9

SDC335-MM1 0.156 41.2 911+835
−338 0.95 3739 24.4 28.2

2012; Motte et al. 2018b). Here, we calculate the core formation efficiency (CFE),

CFE =

∑
iMcore,i

Mclump

(4.6)

which is the sum of core masses in a given clump, divided by the clump’s mass.

This tells us how much of a clump’s mass is contained within compact sources.

The clump masses are obtained from Herschel column density maps (Peretto et al.

2016), where the clump boundary is defined by the H2 column density contour at

NH2 = 3× 1022 cm−2.

As far as massive star formation is concerned, another quantity of interest is the

fraction of the clump mass contained within its most-massive core (MMC),

fMMC =
MMMC

Mclump

. (4.7)

Table 4.1 shows a summary of the properties of the MMCs for each IRDC in our

sample, and the CFE for each clump. We see that the CFE varies between 11–33%,

while fMMC ranges between 3–24%. Note that the CFE calculated here does not

take into account the variation in sensitivity between each field, and hence are not

directly comparable.
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4.3 The relationship between clump and core masses

4.3.1 Broader sample of clumps and cores

In order to get a sense of how fMMC values from our hub sample compare to those

from a less biased Galactic plane population of clumps, we use the Csengeri et al.

(2017) sample of high-mass ATLASGAL sources observed with ALMA (Project

ID: 2013.1.00960.S; PI: Csengeri). This sample contains 35 clumps that have been

observed with ALMA ACA at 878 µm (Band 7). These ACA data have similar

angular resolution as ours, with a mean beam size of 3.8′′. Also, the distance of

these clumps span a very similar range (1.3 kpc < d < 4.2 kpc) to our set of sources.

Note that as our 7m+12m observations are Band 3, and hence the dust emission

we are comparing between datasets may arise from slightly different layers of the

cores.

For consistency we use the same procedure for source extraction as described

in Section 4.2.1. However, note that the Csengeri et al. (2017) observations are

single-pointing only, and are somewhat less sensitive. We therefore cannot compare

the CFE values from both samples, and instead focus on comparing fMMC. Core

temperatures and clump masses for the Csengeri et al. (2017) sample are estimated

in the same way as for our sample of clumps (see Section 4.2).

Three of the clumps overlap between our samples, so we preferentially choose

extracted fluxes from our data due to greater coverage, sensitivity and resolution.

In the two instances where two clumps share the same NH2 contour, we merge the

clumps and assign it the name of the “original” clump containing the brightest source.

Given that our method to measure clump mass is dependent on Herschel coverage,

one source from the Csengeri et al. (2017) sample has been discarded. The joined

sample therefore contains 35 clumps in total, and within those clumps we detect 129

cores. Spitzer 8 µm cutout images of each clump are shown in Figure A.1, with the

Herschel column density contours (that define our clump boundaries) overlaid.
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4.3.2 Clump classification

In this paper, we use two distinct clump classification schemes, one that qualita-

tively identifies the amount of star formation activity within it, and another that

determines whether or not a most massive core is at the centre of a hub filament

system. Despite both schemes having their own limitations (see below), they can

still provide insight into the time evolution of the clumps for the former, and the

filamentary environment of the most massive cores for the latter.

We first classify the clumps based on the mid-infrared brightness within the

NH2 = 3× 1022 cm−2 contour used to define the clump boundaries (see Figure A.1).

Infrared brightness has recently been shown to be a reliable time evolution tracer

(Rigby et al. (2021); Watkins et al. in prep). We classify clumps into three in-

frared brightness category, from the less evolved to the more evolved: “IR-dark”, no

8 µm extended emission within clump, prominent extinction features; “IR-bright”,

significant 8 µm extended emission within the clump, without prominent extinc-

tion features; or “Intermediate”, having both clear extinction and emission features

within the clump. This classification is made by eye, and is therefore subject to

some subjectivity, especially for borderline cases. However, it still provides a rea-

sonable classification of the inner star formation activity of a clump. Out of the the

35 clumps, we classify 13 as IR-dark, 16 as Intermediate, and 6 as IR-bright.

Clumps are then further classified as either HFS or non-HFS according to the

location of the most massive core with respect to its local network of filaments. For

that purpose we utilise a Hessian-based method, similar to Schisano et al. (2014);

Orkisz et al. (2019), to extract filamentary structures from Herschel 250 µm images

of the clumps. We then classify a clump as a HFS if there are at least three filaments

pointing towards the location of the most massive core. One caveat of this method is

the relatively low angular resolution of the Herschel 250 µm image compared to the

ALMA data (∼ 18′′ vs. ∼ 3′′) which prevents us from making a robust association

between filaments and cores. Also, for the same reason, a lot of the filamentary

structures within the clumps will not be resolved or even identified. We therefore

use the Spitzer 8 µm images in conjunction with our extracted filaments to inform

our final classification, by checking each one of the clumps for filamentary structures
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Figure 4.5: Mass of clumps against the mass of the most-massive core (MMC)

within that clump. The crosses represent clumps that have been classified as HFS,

and circular points are non-HFS clumps. The point fill colours represent the three

IR-brightness classes. Points with a black outline are sources observed at 2.9mm,

and points without outlines are sources observed at 878 µm. Clump 20 (G339.6802-

1.2090) had no Spitzer 8 µm coverage, so WISE 12 µm was used for IR-brightness

classification. The diagonal grey lines represent lines of constant fMMC.
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seen in extinction at 8 µm. Instances where clumps were classified by Spitzer 8 µm

are noted in our table of MMC properties as part of the online supplementary

materials associated with this paper.

Out of the 35 clumps, 28 are classified as hubs and 7 as non-hubs, making our

sample hub-dominated. This is likely to be a consequence of how the sample has

been built: the merging of 6 infrared dark hubs with a sample of 29 massive clumps,

which are known to often be associated to hubs (Kumar et al. 2020).

4.3.3 Mass concentration within most massive cores

One argument is that a clump’s ability to form high-mass stars is directly linked

to the amount of material within that clump (Beuther et al. 2013). Therefore we

first investigate the relation between the clump mass (Mclump) and the mass of

their most massive cores (MMMC). Figure 4.5 shows that, when considering the

entire clump sample, there is only a fairly moderate correlation between these two

quantities, with a Spearman’s rank correlation coefficient rS = 0.535, and a p-

value=0.0009. It is possible that this correlation may be influenced by the sparse

sampling of the parameter space below a clump mass of < 1000M⊙. Above a clump

mass of 1000M⊙, the distribution of the most massive core mass is fairly uniform

between 10M⊙ and 1000M⊙, suggesting a wide range of fMMC values. If we exclude

all datapoints (4 clumps) with Mclump < 1000M⊙, then we obtain a correlation

coefficient of rS = 0.447 (p-value=0.01), which is moderately weaker than for the

full sample. However, if we now only consider the 6 new infrared-dark hubs we

observed, we notice that the correlation, even though less statistically significant,

is much stronger, with a correlation coefficient of 1 (p-value=0). We speculate that

this could point towards a time-dependent correlation between clump and core mass.

We will discuss that point further below.

A tight correlation between clump mass and mass of the most massive core was

found by Lin et al. (2019) for a sample of ATLASGAL clumps covering a large

range of evolutionary stages as traced by their luminosity to mass ratio. This is at

odds with the results discussed above for the full sample. It is likely that the tight

correlation observed by Lin et al. (2019) is artificially driven by the small range
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Figure 4.6: Fraction of each clump’s total mass contained within its most-massive

core (fMMC). The larger points are the fMMC values multiplied by the median core

radius of 0.07 pc over the radius of that MMC. The number above each pair of points

represents the clump ID number.

of scales they probe, typically 0.3 pc for what they call cores and 0.7 pc for their

clumps (a factor of ∼2.3). In our study, the range of scales we probe between the

median core size (0.08 pc) and the median clump size (1.5 pc) is a lot larger, a factor

of ∼18.8, therefore probing clearly distinct structures.

The smaller set of symbols in Figure 4.6 shows the same information as presented

in Figure 4.5 but in the form of fMMC values, with each clump marked by their unique

ID number. The points use the same colour scheme as used in Figure 4.5. What

is apparent is that some of the clump categories, such as IR-dark clumps, have on

average larger fMMC values than others. However, one possible bias that may affect

such comparison is the difference in core radii, with some cores being more massive

simply by being much larger. In order to remove that bias, the larger set of symbols

in Figure 4.6 shows the same quantity as the small set of symbols but rescaled

by the median Req of the MMCs (0.07 pc) over the the core’s Req. By doing this

rescaling we effectively compare fMMC at the same core radius, assuming that the

density profiles of these cores scale as ρ(r) ∝ r−2 (Bontemps et al. 2010; Svoboda

et al. 2019). We now see that, even though there has been a bit of reshuffling, the
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Figure 4.7: Distribution of rescaled fMMC values for each of our clump categories.

The orange lines represent the median (with the values also in orange), the boxes

represent the interquartile range (IQR), and the “whiskers” represent the full extent

(i.e. the 0th and 100th percentile) of the data. From left to right, there are 13, 16,

6, 28, and 7 clumps in each category.

individual fMMC have not drastically changed.

Figure 4.7 shows the distribution of rescaled fMMC values for each category of

clump, where the orange line represents the median, and the “whiskers” of the box-

plot represent the full extent of the data. We can see that IR-dark clumps have a

median fMMC around 7.9 times higher than IR-bright clumps, while Intermediate

clumps have a median value 2.4 times higher than their IR-bright counterparts. Even

more striking, is our sample of 6 IR-dark hubs (see Table 4.1) that have a median

value of 12.6%, which is 14.5 times higher than IR-bright clumps. In contrast, the

median rescaled fMMC values for HFS and non-HFS are only separated by a factor

of 1.1. Although the median values for these two clump categories are close, the
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distributions shown in Figure 4.7 appear to be different. To test this we perform a

two-sample Kolmogorov–Smirnov (K-S) test to check whether the two samples (HFS

and non-HFS) come from the same distribution. We find a p-value of 0.705 for the

test, and therefore we cannot reject the null hypothesis that the two samples were

drawn from the same distribution (at a significance level of 5%). Although this test

is inconclusive, it is likely biased by the very small sample size of non-HFS clumps.

4.4 Conclusions of this chapter

As shown in Section 4.3, although the distributions of fMMC values of the hub

filament and non-hub systems appear different, this apparent difference is not sta-

tistically significant. Whether this is because there is a common mass concentration

efficiency between the two types of clumps or due to the small size of the non-HFS

sample and a bias in the sample construction is unclear. Distinguishing between

these two possibilities requires observations of a larger, well selected sample of non-

HFS sources. The source selection bias is such that we are, by construction, focusing

on high-mass star-forming clumps. These have been shown to be preferentially as-

sociated to hubs (Kumar et al. 2020). As a result, we may be missing out on a large

population of non-hub clumps that have much lower fMMC values. The relatively

low resolution of the data used to derive filament skeletons (compared to the ALMA

data used for core characterisation) may cause us to mis-classify a large fraction

of clumps altogether, in either direction, which would lead to averaging out fMMC

values for both hub and non-hub clumps. As it is, we believe that we cannot provide

any robust conclusions on the ability of hubs to concentrate more mass within their

most massive cores compared to non-hub clumps.

Interestingly, Figure 4.7 shows a clear trend of fMMC values with our infrared

brightness classification, fMMC decreases by more than one order of magnitude when

going from IR-dark to IR-bright clumps. If one takes this infrared brightness clas-

sification as a rough proxy for time evolution, then our results suggest that the

clump efficiency in concentrating mass within their most massive cores decreases

with time. When inspecting in details the origin of this decrease, we realise that
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this trend is due to an increase of median clump masses (IR-dark clump: 1961M⊙;

Intermediate clump: 4859M⊙; IR-bright clump: 6155M⊙) and not due to a decrease

of median core masses (IR-dark clumps: 56M⊙; Intermediate clumps: 114M⊙; IR-

bright clumps: 45M⊙). Note as well that the sub-sample of 6 infrared dark hubs we

observed displays the highest median fMMC value (12.6%) of all categories. While it

is not completely clear what bias in the way we selected these 6 sources is responsi-

ble for driving such high fMMC values, in the context of the trend discussed above,

these sources represent some of the earliest stages of clump evolution (with a median

clump mass of 1355M⊙ and a median MMC mass of 76M⊙). It is possible that we

overestimate the temperatures of our clumps, and hence underestimate their mass

leading to a potentially artificially higher fMMC for IR-dark clumps in particular.

However Figure 3 in Peretto et al. (2016) shows that for a clump with a mean tem-

perature of 12K and NH2 ≥ 3× 1022 cm−2 the column density (and therefore mass)

is at worst underestimated by ∼30%, far from the factor of 3 required to bring the

median mass of IR-dark and IR-bright clumps in line.

In light of these results, we propose a scenario in which HFS are formed very

early on during the time evolution of a clump, efficiently funnelling mass into its

most massive core. The early global collapse of the clump is likely to be driving force

behind the early formation of these cores (Peretto et al. 2013, 2014; Williams et al.

2018). During these early stages of clump evolution the mass of the MMC most

likely correlates with the mass of the clump itself. As time goes on, clump mass

grows (Peretto et al. 2020; Rigby et al. 2021), accreting matter from its surrounding

environment (without increasing the mass of its MMC), resulting in a decreasing

fMMC over time.

There are a couple of consequences to this scenario. First, the core mass function

(CMF) at early stages is likely to be top-heavy, as observed by Zhang et al. (2015);

Motte et al. (2018a). Second, despite the subsequent mass growth of the clump,

the most-massive cores that are formed within are those that are formed at early

stages. This could be explained by radiative feedback disrupting the hubs after the

first few massive stars have formed (Geen et al. 2017), or by mechanisms such as

fragmentation induced starvation (Peters et al. 2010). By using observations of the
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optically thick HCO+(1–0) line, Jackson et al. (2019) measured the level of the blue

asymmetry — which signifies the presence of gravitational collapse — in a sample

of ∼ 1000 MALT90 clumps. The significance of the asymmetry feature was found

to decrease as a function of evolutionary stage in these clumps, which would seem

to support our proposed reduction in the efficiency of mass concentration over time.

This scenario needs to be further tested by enlarging the sample to cover a wider

range of masses, and selected to be representative of the population of Galactic

clumps. Mapping the kinematics of these HFS would allow us to look for signatures

of clump collapse and accretion, infer whether the filaments in these hubs are really

converging, and investigate any link with various core properties. We will address

the latter in a following study.



Chapter 5

An ALMA study of hub-filament

systems: II. Quiescent filaments

converging towards highly dynamic

hubs

Hub-filament systems are networks of converging interstellar filaments, often with

active star formation at their centres, that may play an important role in high-mass

star formation. In the previous chapter (which contained work published in Ander-

son et al. (2021), hereafter Paper I) I presented an analysis of the core population

of a sample of 6 infrared dark hub-filament systems mapped with ALMA. It was

shown that a higher fraction of a clump’s mass ends up within the most massive

core (MMC) of IR-dark hubs compared to a sample of IR-bright clumps taken from

Csengeri et al. (2017). Such early massive core formation requires large inflow rates

and dynamically active IR-dark clumps. To trace the kinematics of the dense gas,

six IR-dark hubs were mapped in N2H+(J=1–0) at ∼ 3′′ resolution with ALMA

12m+ACA. The data show intricate emission structures and complex spectra. In

this chapter, I present this data, and derived kinematic properties obtained using a

newly developed multiple velocity component, hyperfine line-fitting code.

65
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Figure 5.1: First and third row : Spitzer 8µm images of the six HFSs we ob-

served with ALMA, showing prominent extinction features in a hub-filament system

configuration. Below each Spitzer image is the corresponding ALMA combined

12m+7m+TP N2H+(J=1–0) integrated intensity images. The synthesised beam

size of each image is shown in the lower left hand corner, the grey contour shows

the extent of our ALMA fields. The orange contours denote the footprints of the

2.9mm continuum cores (Anderson et al. 2021).
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5.1 N2H+(J=1–0) integrated intensity maps and col-

umn densities

In this paper, we focus on the analysis of the N2H+(J=1–0) emission line. With

a critical density of ∼ 3 × 104 cm−3 to 6 × 104 cm−3 (Shirley 2015) and a for-

mation path that prevails in low CO abundance environments (i.e. where CO is

depleted), N2H+ preferentially traces cold, dense gas (Caselli et al. 1995, 2002;

Bergin et al. 2002). N2H+(J=1–0) integrated intensities have been shown to corre-

late extremely well with H2 column densities estimated from dust emission for the

∼ 1022 cm−2 to 1023 cm−2 regime (Tafalla 2001; André et al. 2007; Hacar et al. 2018;

Barnes et al. 2020; Peretto et al. 2023). Towards higher column density cores, the

agreement between dust emission and N2H+(J=1–0) worsen (Peretto et al. 2013),

either because of opacity or the destruction of N2H+ through the heating of dust

grains and the release of CO (Sternberg & Dalgarno 1995; Bergin et al. 2002; Bergin

& Tafalla 2007). Another interesting aspect of the N2H+(J=1–0) line is that it has

a hyperfine structure that can (if the velocity dispersion of the gas is low enough)

be resolved into 7 components, some of which blend together in higher velocity dis-

persion environments into 3 groups of lines, one of which is isolated. As a result of

the existence of those hyperfine components at fixed spectral separation, line fitting

provides accurate measurements of the gas systemic velocity and velocity dispersion.

Figure 3.1 shows the Spitzer 8µm images of the 6 infrared dark HFSs along

with the corresponding N2H+(J=1–0) integrated intensity maps. The footprints

of the cores identified in Paper I are displayed as orange contours. The visual

comparison between the filamentary extinction features and the integrated emission

clearly shows that N2H+(J=1–0) is an excellent tracer of the infrared dark regions.

We also notice that the match between cores is not as good, even though peaks of

N2H+(J=1–0) integrated intensities are present towards most core footprints.

In order to better quantify the correlation between H2 column densities and the

N2H+(J=1–0) integrated intensities, we constructed a pixel-by-pixel density plot of

those two quantities. For that purpose, we computed H2 column density maps from

Herschel Hi-GAL data (Molinari et al. 2016) for each of the 6 sources using the



CHAPTER 5. ALMA STUDY OF HUB-FILAMENT SYSTEMS II 68

10234× 1022 6× 1022

NH2 (cm−2)

101

∫
T

an
td
v

(K
km
/s

)

SDC345

N0 =3.69×1022 cm−2

XN2H+ =0.57×1022 cm−2 K−1 km−1 s

10234× 1022 6× 1022

NH2 (cm−2)

101

∫
T

an
td
v

(K
km
/s

)

SDC338

N0 =3.63×1022 cm−2

XN2H+ =0.47×1022 cm−2 K−1 km−1 s

10236× 1022 2× 1023 3× 1023

NH2 (cm−2)

101

∫
T

an
td
v

(K
km
/s

)

SDC339

N0 =6.06×1022 cm−2

XN2H+ =0.47×1022 cm−2 K−1 km−1 s

1023

NH2 (cm−2)

101

∫
T

an
td
v

(K
km
/s

)

SDC340

N0 =2.89×1022 cm−2

XN2H+ =0.63×1022 cm−2 K−1 km−1 s

1023

NH2 (cm−2)

101

∫
T

an
td
v

(K
km
/s

)

SDC326

N0 =3.11×1022 cm−2

XN2H+ =0.53×1022 cm−2 K−1 km−1 s

10234× 1022 6× 1022 2× 1023 3× 1023

NH2 (cm−2)

100

101

∫
T

an
td
v

(K
km
/s

)

SDC335

N0 =4.07×1022 cm−2

XN2H+ =0.66×1022 cm−2 K−1 km−1 s

Figure 5.2: Histogram of the ALMA integrated intensity of N2H+(J=1–0) against

column density derived from Herschel for each cloud. The integrated intensity maps

were convolved and regridded to match the Herschel column density map resolution.

The column density offset, NH2,0, is the column density at which we do not detect

any N2H+ emission in our maps. The orange line represents our best linear fit of

the form
∫
Tantdv = 1/XN2H+ · (NH2 −NH2,0).
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method presented in Peretto et al. (2016). The angular resolution of those maps is

18′′. We then convolved our N2H+(J=1–0) integrated intensity maps to the same

angular resolution and match their astrometry and pixel sizes to the column density

maps. The corresponding density plots of each source are shown in Figure 5.2. One

can see that, despite the presence of some scatter, both quantities are reasonably well

correlated across the board. We further quantify those correlations by performing a

linear fit using the following model:

NH2 = NH2,0 +XN2H+

∫
Tantdv (5.1)

where NH2 is the Herschel column density, NH2,0 is the median column density where

the SNR ∼ 1 in our integrated integrated maps, XN2H+ is the intensity to column

density conversion factor, and
∫
Tantdv is the N2H+(J=1–0) integrated intensity.

Here, the only free parameter is the conversion factor XN2H+ . The best fit and

associated best fit parameters for each cloud are displayed in Figure 5.2. We notice

that the conversion factor XN2H+ has very similar values for each of the 6 fields, all

within XN2H+ = (0.55± 0.12)× 1022cm−2K−1 km−1 s. This value is also very similar

to the value obtained by Hacar et al. (2018) for the Integral Shape Filament (ISF)

in Orion, for a temperature of ∼ 12K.

New clump masses were derived using these column density conversion factors,

which are shown in Table 5.1 alongside the masses derived in Paper I.

5.2 N2H+(J=1–0) model fitting

Across the six N2H+(J=1-0) sources, over 180,000 spectra with SNR > 10 are de-

tected, amongst which a significant fraction displays evidence of multiple velocity

components. In order to extract the gas kinematics out of those spectra, one needs

to fit them in an automated way with little to no supervision (i.e. provide the

expected number of velocity components and initial guesses of fit parameters).

There are now plenty of fully automated multi Gaussian component fitting algo-

rithm available such as, e.g., SCOUSE (Henshaw et al. 2016), GaussPy+ (Riener

et al. 2019), BTS (Clarke et al. 2018). However, when it comes to hyperfine line
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Table 5.1: List of sources and their properties from Anderson et al. (2021) (with

superscript A+21), and updated properties in this work.

SDC Name d MA+21
clump fA+21

MMC Mclump fMMC

(Peretto & Fuller 2009) (pc) (M⊙) (%) (M⊙) (%)

SDC326.476+0.706 2610 2399 22.2 3307 16.1

SDC335.579–0.292 3230 3739 24.4 4926 18.5

SDC338.315–0.413 2940 213 12.4 672 3.9

SDC339.608–0.113 2740 942 3.2 1150 2.6

SDC340.969–1.020 2210 1768 7.0 1622 7.6

SDC345.258–0.028 2090 135 11.0 285 8.1

fitting codes, only a few exist, all requiring some level of supervision: CLASS (Pety

2018), PySpecKit (Ginsburg et al. 2022), HfS (Estalella 2017).

At the time of performing this analysis, no fully automated, multiple velocity

component, hyperfine line fitting code was available. Hence I have, in collaboration

with A. J. Rigby and N. Peretto, developed mwydyn (Welsh: worm; pronounced :

muy-din; IPA: ["mUi
“
dIn])1. A detailed description of how the code works can be

found in Section 5.2.1, and examples of fits are shown in Figure 5.3.

To illustrate the necessity to fit the full hyperfine structure of N2H+, Figure 5.4

shows the distributions of FWHM values obtained from calculating the 2nd moment

of the isolated component, and fitted FWHM obtained using mwydyn. It is immedi-

ately apparent that one would obtain a completely different picture of the kinematics

when using the moment method, especially in objects similar to those in this sample

that contain multiple velocity components, with complex blending.

1https://github.com/mphanderson/mwydyn

https://github.com/mphanderson/mwydyn
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Figure 5.3: Integrated intensity N2H+ image of SDC326, with example spectra in

black (numbered 1–6, with locations marked on the map), and their corresponding

best fitting models produced by mwydyn in red. For models comprised of multiple

velocity components, their constituent sub-models are shown in light red. The lo-

cations of the best fit velocity centroids are marked with dark red vertical bars.
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5.2.1 Description of mwydyn

At its core, our fitting programme is based upon the procedure and assumptions

of the Hyperfine Structure (HFS) fitting method from CLASS, a set of continuum

and line emission analysis tools that is in turn part of the GILDAS2 software pack-

age (Pety 2018). The HFS method fits a molecular line emission spectrum with

an individual hyperfine multiplet with a model comprised of four free parameters:

Tant · τ , vcen (centroid velocity of the reference hyperfine component), ∆v (FWHM

linewidth), and τmain. We also refer to these parameters as p1, p2, p3, and p4, re-

spectively. The method depends on five assumptions:

1. Each component of the hyperfine multiplet has the same excitation tempera-

ture

2. The opacities of each hyperfine component have a Gaussian profile as a func-

tion of frequency

3. Each hyperfine component have the same linewidth

4. The multiplet components do not overlap

5. The main beam temperature is well suited to the source (i.e. the source is well

resolved)

The total opacity (as a function of frequency/velocity) of the multiplet is ex-

pressed as:

τ(v) = p4

N∑

i=1

ri · exp
[
−4 ln 2

(
v − δvi − p2

p3

)]
(5.2)

where p2 is the velocity of the reference component, δvi is the velocity offset is the ith

component of the multiplet (relative to the reference component), p3 is the FWHM

linewidth, ri is the relative strength of each hyperfine component (where
∑N

i ri = 1),

N is the number of hyperfine components in the multiplet, and p4 is the sum of the

opacities at the component line-centres.
2https://www.iram.fr/IRAMFR/GILDAS

https://www.iram.fr/IRAMFR/GILDAS
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Table 5.2: Parameters of the N2H+(J=1–0) multiplet used in our fitting model. The

velocities are with respect to the reference component, shown in bold, for which our

fitted centroid velocities correspond to.

Transition νi ri δvi

(JF1F → J ′F1
′F ′) (MHz) (km s−1)

1 1 0 → 0 1 1 93171.6086 1/27 6.9360

1 1 2 → 0 1 2 93171.9054 5/27 5.9841

1 1 1 → 0 1 0 93172.0403 3/27 5.5452

1 2 2 → 0 1 1 93173.4675 5/27 0.9560

1 2 3 → 0 1 2 93173.7643 7/27 0.0000

1 2 1 → 0 1 1 93173.9546 3/27 −0.6109

1 0 1 → 0 1 2 93176.2527 3/27 −8.0064

The total line profile (for which we use to fit our spectra) is then expressed as:

Tant(v) =
p1
p4
(1− e−τ(v)) (5.3)

where p1 is effectively the peak intensity of the line, scaled by the opacity.

For this study, we use the same model of the multiplet parameters for the

N2H+(J=1–0) transition as used by CLASS, which are shown in Table 5.2.1. We

chose the brightest hyperfine component as the reference component for our model

fitting.

Our fitting programme mwydyn extends the CLASS hyperfine fitting procedure

to be able to fit a superposition of multiple hyperfine multiplets to whole datacube of

spectra, as well as automating initial guess parameters and determining how many

multiplets are required to produce a “good fit”. The algorithm also attempts to

reduce the discontinuities between fit parameters between adjacent spectra. Here,

we will outline all of the steps the programme runs though over the course of fitting

an input data cube.

1. A user specified configuration file is read by the programme that contains var-

ious options from the chosen hyperfine line model, fitting bounds and options,
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parallel processing settings, and whether to save the data products/produce

summary figures.

2. The input data cube is converted into units of brightness temperature (K),

from surface brightness (Jy beam−1).

3. The RMS of the first and last 25 channels are used to measure the noise level

in all spectra in the cube, generating an RMS map. This is used to ensure that

the algorithm only fits spectra that have a peak signal-to-noise ratio (SNR)

greater than 10 (for the brightest hyperfine component). When τ ≪ 1, this

corresponds to an SNR ∼ 4.3 for the isolated component.

4. All spectra that satisfy this SNR condition (SNRlim = 10) are cycled through

in succesion. Initially one N2H+(J=1–0) hyperfine multiplet (hereafter veloc-

ity component) is fit to the spectrum. We use lmfit (Newville et al. 2014),

a fitting package based around the Levenberg-Marquardt algorithm for our

fitting. lmfit extends many of the methods from SciPy’s optimize module

and provides a high-level interface for creating custom models, setting fit pa-

rameters guesses and bounds, and also adds the ability to algebraically define

relationships and constrains between model parameters.

We set out our initial guesses and bounds on the fit parameters as follows. We

locate the brightest channel in the spectrum, and use its amplitude as the the

initial guess for p1 and its velocity coordinate as the guess for p2. The centroid

velocity is allowed to vary ±20 km s−1 around this initial guess. The FWHM

linewidth p3 is initialised at 0.5 km s−1, which is roughly the isothermal sound

speed at 10K, and is allowed to vary between 0.1 km s−1 to 10 km s−1. As

N2H+(J=1–0) is generally considered to be optically thin, we set our initial

guess of the total opacity p4 as 0.2, with bounds between 0.1–30, consistent

with the range adopted by CLASS.

In addition to the previously mentioned parameter bounds, we add a con-

straint that requires that the peak intensity of the total hyperfine multiplet is

greater than SNRlim. This is less important for single velocity component fits,
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however when multiple velocity component models are fit this helps prevent

adding numerous additional, very low intensity sub-models that would not be

independently detected.

5. After fitting a single velocity component model to the spectrum, the algorithm

tries to fit a 2- and 3-component model to the spectrum. In principle the algo-

rithm can fit almost arbitrarily many velocity components, however with each

additional submodel another four free parameters are added, the parameter

space becomes more complex and slower to explore, and hence the fitting takes

significantly longer to converge. Our limit on Nmax
comp = 3 is partly motivated

by this dramatic increase in computation time, and also by the difficultly in

interpreting models that contain more than three velocity components.

For both the 2- and 3-component fits the initial guess for one of the submodels

are set in the same manner as the 1-component model initial guesses. For the

second and third set of four parameters (i.e. for the second and third velocity

components/submodels), we copy the guesses and bounds for parameters p1,

p3, and p4, but adjust our guess for p2. We estimate the velocity range of

detected emission by finding the first and last channels where the emission is

greater than SNRlim/2 = 5, meaning that there is less than a 1 in ∼ 1.7× 106

chance of a spurious noise spike in one channel registering as a false posi-

tive detection of emission. Once we have this range of detected emission, we

compare this range to the range of velocities expected from a single hyperfine

multiplet (∼ 15 km s−1), i.e. if the range of detected emission is ∼ 18 km s−1

then we initialise the guesses for p2 at ±3 km s−1.

6. Once we have the set of 3 models for the current spectrum, the algorithm

needs to determine the best fitting model to the data. We use the Bayesian

Information Criterion (BIC) for evaluating the quality of the three models.

Essentially, the BIC is the log-likelihood with an additional term that penalises

the use of models with a larger number of free parameters, thus helping reduce

the chance of overfitting. The model with the lowest BIC is chosen as the best

model, but when additional velocity components are added (i.e. 2- and 3-
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component models) we require that there should be a significant change in the

BIC, in this study ∆BIC = 20, to adopt a more complex/higher-order model.

In all prior steps, each individual spectrum were fit independently of the sur-

rounding spectra. Although the fitting algorithm explores the parameter space

well and generally provides reasonable solutions, there may be some disconti-

nuities in the fit parameters of the adjacent models. Given that spectra that

lie within the beam area are correlated, we do not expect strong discontinu-

ities between the models in adjacent spectra. Therefore, we perform several

iterations of identifying and refitting spectra whose models strongly deviate

from their adjacent counterparts.

7. We cycle through all of our initial best fits for the spectra and identify spectra

(one-by-one) within a radius of 2 pixels which have a lower BIC than the

spectrum in question. If a spectrum within search radius had a lower BIC

value, we refit the current spectrum by taking the best fitting parameters

from lower-BIC model spectrum and use those parameters as initial guesses

for the refit. If the new model spectrum has a BIC value that is significantly

better (i.e. ∆BIC = 20) than the previous model, we accept the new model

as the best fitting model for the spectrum.

8. We repeat this process 10 times (5 times in each direction) across the cube

to ensure that there is ample opportunity for the models to converge on a

reasonable, locally consistent solution.

9. With the fitting procedure now complete we write all of the results to a FITS

table containing a list of all model/submodel parameters for all fitted spectra.

We also write FITS cubes of the model spectra and residuals, and maps such

as the the RMS, number of fitted components (Ncomp) in each spectrum, and

the final model BIC values.

Note that, as with CLASS, mwydyn works for any hyperfine molecular line. We

support user generated hyperfine models in the same format as our N2H+(J=1–0)

model, but note that we have only extensively tested the programme with N2H+(J=1–
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0). Also, all of the fitting and refitting mwydyn is fully parallelised, significantly

shortening the runtime on multi-processor machines. The user can specify how

many processors they wish to utilise for the programme.

5.3 Fit results

mwydyn was run on all six of the N2H+ fields, the following subsections present the

results.

5.3.1 Global distributions

First, we will present the global distributions of fit properties for the six hub-filament

systems in our sample. The two fit properties we will focus on are the fitted velocity

centroids (VLSR) and the linewidths (FWHM). The global distributions of both of

these quantities are shown for each hub-filament system in Figure 5.5, where the

distributions have been ordered by clump mass. The two upper panels are the raw

kernel density estimations (KDEs) of fitted properties, and the two lower panels

have been weighted by the integrated intensity of each submodel. We present these

weighted distributions as they will be more representative of the amount of mass

in the system that has a given value of a quantity, assuming that the integrated

intensity correlates well with the column density/mass. For example there are con-

siderably more spectra in the outer filamentary regions of the clumps compared

to the hub region, but there is much less intensity/likely much less mass than in

the much brighter central region, so the unweighted distributions are biased by the

relative area of the different parts of the clump.

The VLSR distributions are, in broad terms, similar between hubs. All of the

distributions cover a similar range in velocity of ∼ 3 km s−1 to 4 km s−1, and there

does not seem to be any correlation with the mass of each clump. This appears to be

the case in both the raw and intensity-weighted distributions. All of the distributions

display small peaks that are separated by roughly 1 km s−1, which may in part be

due to the filamentary substructures we see in the data. These peaks somewhat less

apparent in the intensity-weighted distributions. It is clear that based on the global



CHAPTER 5. ALMA STUDY OF HUB-FILAMENT SYSTEMS II 79

−4 −2 0 2 4
VLSR − V LSR (km/s)

V LSR =−19.56 km/s

V LSR =−39.41 km/s

V LSR =−35.26 km/s

V LSR =−25.57 km/s

V LSR =−42.31 km/s

V LSR =−46.78 km/s

0 1 2 3 4 5 6 7
FWHM (km/s)

SDC345: 285 M�

SDC338: 672 M�

SDC339: 1150 M�

SDC340: 1622 M�

SDC326: 3307 M�

SDC335: 4926 M�

−4 −2 0 2 4

VLSR − V LSR (km/s)
0 1 2 3 4 5 6 7

FWHM (km/s)

Figure 5.5: (top row) Distributions of fitted velocity centroids (left) and fitted

FWHM (right) produced by mwydyn. (bottom row) The same as above, but with

each value weighted by the integrated intensity of their respective submodel. The

integrated intensity-weighted mean centroid velocity (V LSR) of each cloud has been

subtracted from their respective velocity distributions to aid comparison. The dis-

tributions have been ordered in ascending order of clump mass derived from N2H+.
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distribution of velocities alone we would not be able to tell which clump is the most

massive, contains the highest mass core, or has the highest fMMC (see Table 5.1).

The FWHM distributions, shown in the right column of Figure 5.5, are somewhat

more varied. Beginning with the unweighted distributions we see that the higher

FWHM tail of the distributions is far less extended when looking at the two low

mass hubs compared to the higher mass hubs in the sample. One similarity in all of

the distributions (except SDC345) is a large peak at a FWHM value of ∼ 0.6km/s,

accompanied by a strong shoulder at around 1–2km/s. This implies that the vast

majority of spectra (in terms of number) are dominated by narrow linewidth, low

dispersion gas.

When weighting the FWHM distributions by the integrated intensity of each

fitted submodel, the bimodality/multimodality of the distributions become far more

apparent, with what was a shoulder in the unweighted distribution appearing more

like an additional peak in the distribution. There is also significantly more power in

the FWHM wings, indicating that the brighter regions of the cloud generally have

a higher linewidth. Overall the location of the mean shifts towards higher FWHM

with increasing clump mass, and in particular, the total power above a given FWHM

seems to increase with clump mass. This occurs up to around 103M⊙, and then

decreases slightly. However, this sample size far too small to make any conclusions

regarding this trend.

The lowest mass clump (SDC345) has a peak at a FWHM of around 1 km s−1.

This is somewhat unexpected given how IR-dark it is, and the relative low-mass

of the filaments that comprise the system. That being said the mapped area of

SDC345 is limited to the densest central (hub) region, with very little coverage of

the outer filamentary structures seen in the Spitzer data. This, combined with the

overall lower SNR of the N2H+ data for this field (likely due to the lower column

density of the object) means that only a small, central patch (SNR > 10) of the

mapped area was fit by mwydyn. We speculate that the lack of a low linewidth peak

may be due to the limited mapping of the outermost filamentary structures, or that

the energy involved in the formation of the hub has not been dissipated yet.

Throughout the remainder of the paper our analysis will focus on the integrated
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intensity-weighted fit properties unless otherwise stated. We believe the weighted

quantities are more representative of the clump properties as the intensity roughly

correlates with column density/mass.

5.3.2 Spatial distributions
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Figure 5.6: 3D PPV Galactic longitude-latitude-VLSR (l,b,v) visualisation of the fit

results produced by mwydyn for SDC326. The points are coloured by the best fit

FWHM value. On the lower box surface is a 2D projection (l,b) showing the number

of fitted velocity components along the line of sight, with darker grey indicating more

components. The positions of the “cores” presented in Anderson et al. (2021) are

marked with diamonds. The left and right surfaces show 2D projections in both

(b,v) and (l,v), respectively.

Here we examine how the properties of the gas vary spatially across each of the

hub-filament systems. In Figure 5.6 we show a 3D visualisation of our fit results
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for SDC326 in PPV, i.e. Galactic longitude-latitude-VLSR (l,b,v), with the points

coloured by the fitted FWHM. On each of the three “walls”/panels in the plots

are 2D projections along the axis perpendicular to the given wall. The bottom

surface represents the number of fitted components along the line of sight, with

the darkest grey representing 3-component fits, and the lightest grey representing

1-component fits. On the two side panels are position-velocity projections of the

fit results (Galactic latitude-velocity and longitude-velocity on the left and right,

respectively). The darker grey/black represents a high number of points along that

projected axis. The visualisations for all of the hubs are shown in Figure 5.7.

Despite the varied appearance and mass of the six hubs, we see many consistent

attributes in their PPV visualisations. All of the structures appear to be coherent

in velocity, with filamentary features seen in all hubs. We see that the gas has

typically low velocity dispersion in the outskirts, which gradually increases towards

the hub centres. The number of fitted components also increases towards the hub

centres, with some increases elsewhere that may be due to overlapping filamentary

structures or the presence of cores.

In the PV projections, it also appears that the dispersion in the centroid veloc-

ities increases toward the centres. Note that the points plotted here are the raw

values only, and have not had their appearance modified/weighted by the integrated

intensity of their respective submodel. Some of the clumps (SDC339, SDC340) ex-

hibit quite clear clump-scale velocity gradients, which only slight gradients present in

SDC335 and SDC345. No clear velocity gradients are seen for SDC326 and SDC338

(at the clump scale).

Small, semi-sinusoidal features are seen in position-velocity in all of the objects.

Similar features have been seen in other work (e.g. Henshaw et al. 2016, 2020). It

is important to note that these features are not an artefact of the fitting process,

as these are clearly visible within position-velocity diagrams shown in Figure 5.12.

Although a full characterisation of the filament population will be the topic of a

follow-up paper, we can already comment on the fact that a large fraction of those

velocity oscillations are not associated with density fluctuations, e.g. cores3. It
3At least, cores detected within our continuum data.
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is possible that these oscillatory features originate from some magneto-turbulent

fluctuations.
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Figure 5.7: 3D PPV (l,b,v) visualisations of the fit results produced by mwydyn. The

points are coloured by the best fit FWHM value. On the lower box surface is a 2D

projection (l,b) showing the number of fitted velocity components along the line of

sight, with darker grey indicating more components. The positions of the “cores”

presented in Anderson et al. (2021) are marked with diamonds. The left and right

surfaces show 2D projections in both (b,v) and (l,v), respectively.
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5.3.3 Radial trends

In the previous section we explored some of the spatial features and trends in a

qualitative manner. Here, we focus on investigating how the gas properties behave

as a function of radius more quantitatively. In Figure 5.8 and Figure 5.9 we di-

vide our hub-filament systems into approximately radial bins, and examine how the

distributions of fit properties vary within each annulus. The leftmost panels shows

the ALMA integrated intensity N2H+(J=1–0) image of the clouds with the contour

levels used to generate the radial bins superimposed. The contours have been gen-

erated using Herschel column density maps (Peretto et al. 2016) of the clouds using

a square-root scaling of contour levels. This was used in part because the column

density drops off as ∼ 1/r2, and hence it was relatively easy to generate contours

with equivalent radii (Req) that varied at a similar rate (i.e. the physical scales of

each contour are roughly similar) across clouds. Points that do not lie within the

outermost contour level are grouped together into one distribution, and hence don’t

have an Req value assigned to them, i.e. the Req of the outermost contour acts as a

lower limit on their radius value. The contour levels are colour-coded to match the

mean number of fitted components (right column of Figure 5.8), and the distribu-

tions of fitted centroid velocities, fitted FWHM, and the calculated total dispersion

values (in Figure 5.9).
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Figure 5.8: Left : N2H+(J=1–0) integrated intensity images for each cloud, with

Herschel column density contours at similar physical scales. The positions of the

cores presented in Anderson et al. (2021) are marked with diamonds. Right : Mean

number of fitted components within each contour level as a function of Req. The

vertical lines represent the standard deviation of Ncomp. The unfilled circles represent

the outermost points for which we do not have a reliable Req value, and hence their

radii are lower limits.
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First we will consider the mean number of fitted components, i.e. N comp (see Fig-

ure 5.8). As seen in the PPV visualisations in Figure 5.7 we see that the number of

fitted components increases with decreasing radius. This is largely an expected be-

haviour given the increased complexity of the spectra that we see towards the centre

(e.g. as in Figure 5.3) that require a more complex model (i.e. more components).

When comparing these plots between HFSs, we see that the increase in Ncomp oc-

curs earlier (i.e. at larger radii) in the higher mass systems. Within Req < 0.3 pc,

Ncomp increases steadily from SDC345 (the lowest mass) to SDC335 (the highest

mass), with the region of multiple-component fits extending in radius. For the two

most massive HFSs, this increase appears to flatten off at around 0.1 pc to 0.3 pc.

For SDC335 we see a decrease at smallest radii. This is driven by two factors: i)

a ring of spectra around the third contour that show prominent self absorption,

which mwydyn attempts to fit with higher-complexity models; ii) The spectra in the

centremost region are actually rather simple, with one peak, a very broad linewidth

and wings, hence generally needing fewer components to model. See Figure 5.10 for

a set of example spectra and models for SDC335.

In all cases, Figure 5.9 shows that the FWHM distributions peak at low values

(i.e. < 1 km s−1) at large radii, and then increases steadily towards the central con-

tour level. For SDC345, the distributions are fairly similar across all radii, which

again may be due to the limited mapping as described in Section 5.3.1. The vari-

ations/number of peaks within the distributions also vary steadily with increasing

mass until SDC326, with a more subtle change in the distributions for SDC335.

Note that the spatial resolution is ∼ 1.6 times worse for SDC335 that the rest of

the sample, so we are likely resolving less substructure within it.

The velocity centroid distributions overall show a smaller degree of variation (in

terms of breadth) with radius, and the variations with radius are less consistent

across clouds. In some cases (e.g. SDC335) have trends that are the inverse of

trends in the FWHM distributions, i.e. the distributions get simpler and narrower

with decreasing radius. These distributions are complex, and it is difficult to extract

more meaningful conclusions from them as opposed to the FWHM distributions,

especially as the shapes of these distributions will be heavily influenced by the 3D
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Figure 5.9: From left to right : N2H+(J=1–0) integrated intensity images for each

cloud, with Herschel column density contours (same as Figure 5.8), and then the

KDEs of the fitted velocity centroids, FWHM values, and the total velocity disper-

sions colour-coded by their respective contours in the image on the left. The points

that do not fall within the outermost contour level are assigned to the topmost dis-

tribution. All of these distributions are integrated intensity weighted.
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Figure 5.10: Integrated intensity N2H+(J=1–0) image of SDC335, with example

spectra in black (numbered 1–6, with locations marked on the map), and their

corresponding best fitting models produced by mwydyn in red.

morphologies of the HFSs and also their 2D projections on the sky.

What is clear from those distributions of velocity dispersions and centroid veloci-

ties is that they both carry important information regarding the intrinsic kinematics,

and energetics, of the HFSs. In order to obtain a global picture, we decided to com-

bine them in the form of a single total velocity dispersion measurement σtotal defined

as:

σtotal =

√∑Ncomp

i wi[(vi − v̄)2 + σ2
i ]∑Ncomp

i wi

(5.4)

where the sum is over the number of fitted components Ncomp in a given spectrum,
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vi and σi are the fitted velocity centroid and velocity dispersions of the i-th sub-

model, wi is a weight, which in our calculation is the integrated intensity of the i-th

submodel, and v̄ is the intensity-weighted mean of all fitted centroid velocities in a

given cloud. Note that we do not fit for σi in mwydyn, so this is simply converted

from the FWHM by: σi = FWHMi/2
√
2 ln 2.

By comparing σ and σtotal one is able to estimate the relative contribution of

the velocity dispersion versus the contribution of the inter-component dispersion in

the velocity centroids to the kinematics. Figure 5.11 displays such a comparison as

a function of Req (the full distributions of σtotal as a function of radius are shown

in Figure 5.9). We can see that, at large radii, where the filaments lie, the total

velocity dispersion is dominated by the inter-component kinematics, with σtotal is

around 3 to 4 times larger than σ. At the smallest radii, this ratio drops to around

2 to 3. We also notice that the two clumps with the smallest masses (SDC345 and

SDC338) display flatter velocity dispersion profiles that do not peak nearly as much

as the other four HFSs and a much more similar relative contribution of σ to σtotal

at all radii.

5.4 Discussion

5.4.1 The 3D morphology of infrared-dark hub-filament sys-

tems

As discussed in the introduction, many models for the formation of HFSs start

with the formation of a compressed sheet of gas. However, finding observational

evidence of the existence of those sheets is extremely difficult, mostly because of

the observations’ inability to probe the depth of cloud along the line-of-sight. Using

observations of different transitions of the same molecule one can estimate its average

volume density which, when combined with a H2 column density map, can provide

the line-of-sight depth of a cloud. In the few cases that this has been done, the

filamentary nature of the clouds have been confirmed (Li & Goldsmith 2012; Bonne

et al. 2020). However in the case of Musca, a 6 pc long filamentary cloud located
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Figure 5.11: Comparison of the median velocity dispersions (horizontal lines), and

total velocity dispersions (three-pointed stars) as a function of radius for each cloud.

The errorbars represent the interquartile range of the distributions shown in Fig-

ure 5.9.
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around 140 pc from the Sun, it has been argued that its global morphology is rather

that of a sheet-like cloud seen edge-on (Tritsis & Tassis 2018; Tritsis et al. 2022).

Here, we discuss the 3D morphology of HFSs through the lens of the their dense gas

kinematics.

There is an ever growing body of evidence that parsec-scale star-forming clumps

are in a state of global collapse, whether those clumps are hub-filament systems

(Peretto et al. 2013; Kirk et al. 2013), or not (Peretto et al. 2006; Schneider et al.

2010; Ragan et al. 2015). In fact, (Peretto et al. 2023) showed that all infrared dark

clumps are dynamically decoupled from their parent molecular clouds as the result of

clump collapse. It is therefore most likely that the six hub-filament systems targeted

within our study are no exception, and are also collapsing. One of the sources in

this sample (SDC335), was studied by Peretto et al. (2013), has evidence for being

in a state of global collapse.

When considering the velocity distributions in Figure 5.5 (bottom left), the

strong similarity of the centroid velocities between HFSs is challenging to explain if

one considers a collapsing, fragmented, spheroidal clump. Indeed, gravitational ac-

celeration being larger for the more massive/denser clumps, SDC335 (M ∼ 5000M⊙)

should show evidence of a more dynamic gas kinematics than SDC345 that is ∼ 20

times less massive. If the filaments that connect to the hub were to be randomly dis-

tributed within a sphere, then differences in gravitational acceleration would appear

via broader centroid velocity distributions for the most massive HFSs. This feature

is not apparent in Figure 5.5. It is therefore more likely that the six infrared dark

hub-filament systems we selected have a sheet-like morphology. However, if those

sheets were to be randomly oriented with respect to the plane-of-the-sky we would

also see differences in the centroid velocity distributions. Therefore, we propose that

our sources are sheet-like clumps seen mostly face-on.

While at first it could seem unlikely to have selected, by chance, only face-

on sheet-like clumps, our source selection is heavily biased. Indeed, by design,

we selected sources that exhibit clear hub-filament morphologies in mid-infrared

extinction, and in order to see such clear morphologies in sheet-like clumps, they

are likely be close to be face-on, similar to the Monoceros R2 HFS presented in
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Treviño-Morales et al. (2019).

The distributions shown in Figure 5.5 (bottom right) show that, unlike the cen-

troid velocities, the FWHM (and hence velocity dispersion) does correlate with mass,

i.e. broader distributions for higher mass clumps. However, those large velocity dis-

persions are not randomly spread over the clumps, but are almost exclusively located

within the central hub regions, as opposed to the filament regions (see Figure 5.11

and Figure 5.9). This strongly suggests that the dynamical interaction of the gas

flows channelled by the multi-directional filaments (but confined to a sheet) pro-

duces a randomisation of the flow directions in the hub region, leading to larger

line-of-sight velocity dispersions. Figure 5.12 shows position-velocity diagram going

across the hub-filament systems in order to illustrate the clear change in the gas

kinematic properties when moving from the filament region to the hub.

5.4.2 The filament-hub transition

The picture depicted above is based on the assumption that parsec-scale hub-

filament systems are globally collapsing. However, as a result of the sheet-like

morphology of the HFSs and their near plane-of-sky orientation, direct evidence

of collapse via the observed line-of-sight velocity field is marginal. For instance,

on the clump scale, Figure 5.7 shows clear velocity gradients only for SDC339 and

SDC340. Since velocity gradients are usually the main evidence upon which claims

of collapse are made, it is not directly obvious that the six HFSs studied here are

globally collapsing.

Another example is provided by Lee & Hennebelle (2016a), where a flattened

protocluster is forming at the centre of a globally collapsing cloud. The protocluster

itself is stabilised as the result of its rotational and turbulent energy while accreting

mass from its surrounding cloud. Although not directly addressed in that paper,

such a scenario might lead to a similar accretion shock at the outer boundary of the

protocluster.

This shock may be caused by the inflowing gas, driven by the global collapse of

the parent clump, hitting the outer boundary of the growing hub. How such shocks

would appear in N2H+(J=1–0) observations is not clear. However the relatively
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Figure 5.12: The left panels show the integrated N2H+(J=1–0) intensity data for

each hub, with the red line indicating the axis for which the PV-diagram was gen-

erated, which are show in the right panels.
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Figure 5.12: (continued)



CHAPTER 5. ALMA STUDY OF HUB-FILAMENT SYSTEMS II 96

sharp transitions that appear in at least some of the PPV visualisations and PV

diagrams (where the filaments meet the hub centre), might be evidence of such a

process.

Note that the implication is that hubs are dynamically decoupled from the sur-

rounding collapsing gas, and whether they are in a state of collapse or supported by

a combination of rotational, magnetic and turbulent energy remains to be shown.

5.4.3 The energy budget of hub-filament systems

In order to determine the energy budget of the six HFSs we constructed their virial

ratio profiles, i.e. the ratio of the kinetic energy over gravitational energy. To do this,

we first need to derive the mass profiles of each HFS. This is done by first obtaining

the N2H+(J=1–0) integrated intensity within the same contours as those used in

Figure 5.8 and then convert them into mass by using the XN2H+ factors derived

in Section 5.1. Note that the total masses derived this way differ from the values

obtained in Paper I by a factor of up to 3 in the case of SDC345 (see Table 5.1).

These differences comes from the different methods that have been used to derive

masses. In Paper I clump masses correspond to the bijective masses (Rosolowsky

et al. 2008) enclosed within a column density contour of 3×1022 cm−2 in the Peretto

et al. (2016) column density maps whose larges-scale structures had been removed

with a 10′ median filter. This contour was chosen as a compromise so that we

had reasonable boundaries for all 35 clumps studied within that paper, however

in reality a lot of the cloud structures seen in Spitzer 8 µm extinction and N2H+

emission are not contained within said contours, hence likely underestimating their

masses. In the present study, masses are also bijective masses but estimated through

the means of a non-filtered column density map and and the removal of a local HFS

background NH2,0. i.e. the column density at which we do not detect N2H+ emission

towards that clump (see Section 5.1). These differences, combined with the imperfect

correlation between H2 column density and N2H+(J=1–0) integrated intensity, most

likely account for most of the differences.

Figure 5.13 presents the mass profiles of the six HFSs. We first notice that the

profile shapes are very similar, with a slight deviation in the case of SDC345. This is
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is likely the consequence of the mismatch between the Herschel column density peak

used to define the contours and the ALMA integrated intensity within the smallest

contour (see Figure 5.8). We also notice that the shape of the profiles, while on a

log-log plot, are not straight lines. For spherical clouds, it has been shown that even

for power-law mass profiles of the form M ∝ Rα
eq, curved profiles are expected as a

result of projection effects (Peretto et al. 2023). However, for face-on sheets, those

projection effects are minimised and the change in the slope of the mass profiles

directly links to a change of the mass surface density profile slope. The profiles

here are broadly consistent with M ∝ Req in the filament region and M ∝ R2
eq in

the hub region, which, in terms of radial dependence of the mass surface density Σ

translates into Σ ∝ R−1
eq and Σ ∝ R0

eq (i.e. constant), respectively. However, we

have to stress that these N2H+-based mass profiles are very uncertain, in particular

within the hub region where systematics (i.e. line optical depth, excitation temper-

ature variations, abundance variations) could affect the shape of those profiles. For

instance, a constant mass surface density profile within the central ∼ 0.8 pc region

of SDC335, as suggested by Figure 5.13, should be spatially resolved in the Herschel

column density map as a central flat plateau, something that we do not observe (see

column density contours in Figure 5.8).

Combining the estimated mass profiles with the velocity dispersion profiles pre-

sented in Figure 5.11, we can derive their virial ratio profiles. The virial ratio αvir

is often used as a tool to discuss whether a cloud is bound or unbound, but here we

merely use it as a measure of the balance between kinetic and gravitational energy.

The virial ratio is defined as:

αvir =
2Ekin

|Egrav|
(5.5)

where the kinetic energy Ekin of an enclosed mass M with 1D velocity dispersion

σ1D is defined as:

Ekin =
3

2
Mσ2

1D (5.6)

and the gravitational potential energy Egrav of an enclosed mass M with radius R

is given by:

Egrav = − (3− kρ)

(5− 2kρ)

GM2

R
(5.7)
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Figure 5.14: Virial parameter (of each contour level), as a function of the equivalent

radius (Req) of the outer boundary of that contour level. The left panel shows the

virial parameter calculated using the velocity dispersion σ, with the right panel using

σtotal.

where G is the gravitational constant, and kρ is the power law index of the density

profile of the clump.

For an oblate clump, the total (i.e. estimated at the outermost radius) grav-

itational energy is very similar to the spherical case (Bertoldi & McKee 1992).

However, the profiles of the gravitational potential of oblate clumps are different

to those of spherical clumps (e.g. Lee & Hennebelle 2016b), and so the mass located

outside a given radius Req does impact the calculation of the gravitational potential

energy. However, some recent numerical work have shown that the interaction be-

tween the mass within the clump and the gravitational potential external to it does

not contribute much to its total gravitational energy (Ganguly et al. 2022), even

though it might artificially lead to systematics (i.e. higher virial ratios) towards

cores (Ballesteros-Paredes et al. 2018).

Figure 5.14 shows the virial ratio profiles obtained with kρ = 2 (Williams et al.

2000; Peretto et al. 2023), for both velocity dispersion profiles (i.e. σ(Req) and

σtotal(Req)). While the exact values of the virial ratios are uncertain (see above),

all HFSs show a similar behaviour whereby the virial ratio increases from values
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typical of gravitationally bound structures (i.e. αvir ≲ 2) within the filament region

to values typical unbound structures (i.e. αvir ≳ 2) towards the hub region. The

central increase of the virial ratio is the direct consequence of the large velocity

dispersions observed towards the hubs. Though, it is important to note that active,

sometimes massive, star-forming cores are located in all of the hubs, which makes

it very unlikely that the gas lying within the central hubs is unbound. In fact,

Ballesteros-Paredes et al. (2018) argue that higher virial ratios towards cores can be

attributed to ignoring the surrounding mass in the gravitational energy calculation.

Combined with the likely under-estimation of the hub masses, unbound virial ratio

values in the densest regions of HFSs are to be expected.

5.4.4 Determining factors for the mass of the most massive

cores

In Paper I we showed that, on average, the fraction of mass in a hub-filament system

that locked up its most massive core fMMC is larger for infrared dark HFSs compared

to infrared-bright clumps. These fractions could reach values as high as ∼ 24% for

SDC335. Here, we want to understand what physical characteristics of HFSs might

set those high values fMMC, as they are central to our understanding of high-mass

star formation.

First, as mentioned above, the masses of the HFSs have been revised. We have

therefore used those new masses to calculate new fMMC estimates (see Table 5.1).

The changes are most significant for the two lower-mass HFSs, SDC345 and SDC338.

In Figure 5.15, we show a scatter plots of fMMC versus clump mass and virial ratio.

One can see that, while there is a correlation with clump mass, there is a tentative

anti-correlation with αvir.

Granted, this is a very small sample, but this could be a suggestion that the

global dynamical state of the clump is important in determining the mass of the

most massive cores within clumps. This is reminiscent of the findings in Bonnell

et al. (2011), who showed that only clumps with low virial ratios will develop to form

high-mass stars (and a complete stellar Initial Mass Function). It is interesting to
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Figure 5.15: Clump mass and virial parameter at the outermost clump contour

against the fMMC value for each hub.

note that the clump with the highest global αvir value, SDC339, has both a large

number of cores (19), yet no core with a mass greater than Mcore ∼ 30M⊙, and that

the most massive core in the sample, with Mcore ∼ 900M⊙, belongs to the hub with

the lowest global virial ratio (SDC335).

The properties of the initial compression of the gas into a sheet is probably

responsible for defining the sheet’s main characteristics, including how bound it is.

For instance, in the case of cloud-cloud collision, low-velocity shocks lead to a set of

more convergent filaments and more massive cores (e.g. Balfour et al. 2017). This

seems to be consistent with our observations of infrared dark hub-filament systems.



Chapter 6

Summary

6.1 Conclusions

In this thesis, I presented new ALMA observations of a sample of six infrared dark

hub-filament systems. In Chapter 4 I presented an analysis of the core population,

and showed that a higher fraction of a clump’s mass ends up within the most mas-

sive core (MMC) of IR-dark hubs compared to a sample of IR-bright clumps. In

Chapter 5, I analysed the dense gas kinematics of the HFS through the fitting of

the N2H+(J=1–0) emission line using the new fully-automated, multiple velocity

component, hyperfine line-fitting code mwydyn.

This analysis shows that the hub and filament regions of hub-filaments systems

are dynamically distinct, i.e. filaments are made of quiescent gas with low-velocity

dispersion, while hubs present extremely complex kinematics alongside very large

velocity dispersions. Also, the distribution of velocity centroids across this sample

HFSs are extremely similar between clumps, despite spanning a factor of ∼ 20 in

mass, suggesting that hub-filament systems are compressed layers seen largely face-

on. In some HFSs it seems that the velocity profile across the filament-hub transition

is relatively sharp, a feature that might be consistent with accretion shock at the

outer boundary of the hub. It may also be the result of complex gas flows within the

hub centre that are largely unresolved in our observations. What is clear is the need

for synthetic observations of N2H+(J=1–0) to further investigate the complex gas

dynamics within the centres of HFSs. Finally, there is a tentative anti-correlation

102
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between fMMC and the global α value for the six HFSs, suggesting that the HFS

global virial ratio might set what fraction of its mass will end in the most massive

core.

It appears that the physical origin of the initial compression of the gas into a

layer is likely to be important in determining the evolution and star formation ability

of hub-filament systems. It is not completely clear, though, what this origin might

be, whether it is external (e.g. cloud-cloud collision) or internal (e.g. gravity). This

will be an important future avenue to explore using observations of a much larger

sample of objects across a broad range of evolutionary states, or through the analysis

HFSs and non-HFSs formed in simulations.

Another question is to what degree (if at all) these hubs are dynamically decou-

pled from their surrounding molecular cloud. If indeed clump dynamical decoupling

is universal, then the implication is that clouds hosting HFSs have, at least, three

dynamically distinct regions: i. A semi-stable/slowly collapsing molecular cloud on

large scales; ii. A globally collapsing clump on the scale of a few parsecs; iii. A

relatively “static” but growing central hub on a few tenths of parsecs. Only large

clump statistics across mass, evolution, and morphology can settle those questions.

6.2 Future work

The data upon which the research presented in this thesis is based is rich with

information that is yet to be exploited in full. One obvious avenue to explore is

to perform a deep analysis on the filamentary structures that we see. I believe

it is necessary to extract the filamentary structures that we see to work towards

quantifying the strength of the velocity gradients present, and also to investigate

the kinematic properties of the filaments and how they change when they merge.

6.2.1 Tracing the kinematics along the filaments to the hub

Although not completed in time to present in full within this thesis, I have laid

the foundations for this work, and have tested some methods for extracting the

filamentary structures we see in PPV, which will appear in a forthcoming paper.
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Here I will outline the two methods tested so far, both of which are based around

calculating the Hessian matrix for an input image or datacube. The Hessian matrix

has been used numerous times in astronomy literature1 for identifying filamentary

structures in 2D (position-position) images (e.g. Schisano et al. 2014; Orkisz et al.

2019), spiral arm features in position-veloctiy maps (Durán-Camacho et al. 2024),

and as mentioned earlier, was a method employed in Paper I to help classify clumps

into hubs and non-hubs.

The Hessian matrix is not restricted to 2D fields, and the general expression for

n dimensions is given by:

Hf =




∂2f
∂x2

1

∂2f
∂x1∂x2

· · · ∂2f
∂x1∂xn

∂2f
∂x2∂x1

∂2f
∂x2

2
· · · ∂2f

∂x2∂xn

...
... . . . ...

∂2f
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∂2f
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· · · ∂2f
∂x2

n




(6.1)

where f is some function that maps an input vector x (with n dimensions) to a

scalar array. The Hessian of this array, is a square matrix with rows and columns

indexed by i and j, respectively. Each element of Hf can be expressed using the

shorthand fij, i.e.

(Hf )i,j =
∂2f

∂xi∂xj

= fij (6.2)

One can then diagonalise the Hessian matrix to obtain its eigenvalue matrix, Λ,

which is a matrix containing n eigenvalues λn.

The eigenvalues of the Hessian matrix describe the magnitude of the curvature

along the direction of their respective eigenvector. For a 2D image, if both eigenval-

ues λ1 and λ2 are positive, this represents a point in the input array which is concave

(a bowl). If both λ1 and λ2 are negative, this point is convex (i.e. a peak). If one of

the eigenvalues are positive and the other is negative, this corresponds to a saddle

point (or ridge). A filamentary structure in a 2D image is similar to a ridge-like

structure, where along the axis perpendicular to the filament (i.e. the shortest axis)

it is strictly concave, and along the filament it is less curved. We can define the

criteria for a filament in 2D as λ2 < λ1 and λ2 < 0. If we search for regions in the
1Also in many other fields involving image processing.
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map where these criteria are met, and set some minimum curvature threshold, we

can obtain a boolean mask in which a filamentary structure exists2.

One can apply this method of finding filaments in a PPV datacube by taking

each velocity channel, and one-by-one constructing a mask for each velocity plane,

and then merging each of these 2D masks into one 3D mask of the PPV filaments.

An example of one plane of these masks is shown in the lower left panel of Figure 6.1.

These masks can then be used to obtain the fitted kinematic properties, intensities,

and by extension column densities along these filaments.

Figure 6.1: (Top left) One plane of the N2H+(J=1–0) cube for SDC326. (Top right)

The same plane of a “Gaussian” model cube generated by mwydyn. (Bottom left)

Filament mask obtained by per-plane construction. (Bottom right) Filament mask

(with Sfil = 0.02) obtained using a method adapted from the NEXUS algorithm.

2Some fine-tuning is required with real images which contain noise to get reasonable masks, but

measuring the typical curvature of the noise field is a good starting point.
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The method described above treats each velocity plane independently, and so

doesn’t directly take into account the correlations between velocity channels. Is im-

portant information being lost using this method? Is it possible to extract filaments

directly from a 3D cube? As the Hessian can easily be generated for a 3D input

array (i.e. a PPV datacube), it is possible to measure the curvature of the struc-

tures seen in emission as in the 2D case. However, extending the criteria above to

PPV is challenging, especially as the velocity axis does not vary over similar scales

as the position axes, and attempts to do so yielded “unnatural” looking filamentary

structure with many artefacts.

Cautun et al. (2013) developed an algorithm called NEXUS to identify and anal-

yse structures in the cosmic web, such as “clusters”, “filaments”, “walls” and “voids”.

Although primarily developed for analysis of PPP data (from cosmological simula-

tions), it can be applied to any 3D field. This algorithm also utilises the eigenvalues

of the Hessian matrix to characterise the morphology of structures in input data.

In an attempt to improve on my previous attempts of PPV filament extraction, I

adopted a much simplified version of their algorithm.

First, the eigenvalues λ1, λ2 and λ3 need to be obtained from the Hessian of the

input datacube. The eigenvalues are sorted, such that λ1 < λ2 < λ3. In Cautun

et al. (2013), they define a so-called “signature function” S, which is used to identify

the morphological classes (“clusters”, “filaments” and “walls”) in their input density

fields. This function maps a 3D field into another 3D field with varying values of S,

where a high value of indicates a strong signature of some morphological signature.

We are primarily interested in the filament component of this function, which is

expressed as

Sfil = Ifil × |λ2|θ(−λ1)θ(−λ2) (6.3)

where Ifil is the “shape strength”, given by

Ifil =

∣∣∣∣
λ2

λ1

∣∣∣∣Θ
(
1−

∣∣∣∣
λ3

λ1

∣∣∣∣
)

(6.4)

where Θ(x) = xθ(x), and

θ(x) =




1 x ≥ 0

0 x < 0

(6.5)
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Using these definitions, along with the constraints |λ1| ≃ |λ2| ≫ |λ3| and λ1 <

0;λ2 < 0, a filamentary structure is defined as being anywhere Sfil > 0. We can

therefore create a PPV filament mask by choosing some value of Sfil, an example of

which can be seen in the lower right panel of Figure 6.1. Some 3D visualisations of

the isocontour Sfil = 0.02 for SDC326 are shown in Figure 6.2.
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Figure 6.2: 3D visualisations at different viewing angles of the filamentary structures

found in SDC326 using equation 6.3, and Sfil = 0.02.
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Subjectively, this seems to match very well the filamentary structures seen in

the original data. However, at present it is unclear which of the two methods

meaningfully obtains the “best” filamentary structures, or exactly how to interpret

filaments found in PPV-space. This will require further investigation, for instance

by generating synthetic filaments and using some distance measure to see how well

the extracted filaments match the original.

Once a suitable method has been devised and tested for extracting these filamen-

tary structures, it will make it much easier to investigate any correlations between

the core properties found in Paper I, and the kinematic information obtained using

mwydyn.

6.2.2 Constraining the morphology of HFSs

Some of the suggestions in Chapter 5 could also be tested. If there are indeed shocks

present where the filaments meet the central hub, then we should not be able to see

a continuation of the incoming filamentary structure beyond this front, or see any

significant filamentary structure within the hub. It may be possible to check whether

the velocity gradients (in combination with estimated column density values) are

driven by the acceleration caused gravitational potential of the central hub, and

also calculate mass accretion rates (albeit with a large degree of uncertainty). If

these hubs are largely sheet-like structures seen largely face-on, it might also be

possible to put some contraints on the inclination angle using a combination of the

measured gravitational potential and the measured gradients along the filaments.

As mentioned in Chapter 5, it is possible to investigate the 3D structure of

molecular clouds using by using multiple transitions of the same molecule (e.g. Li &

Goldsmith 2012; Bonne et al. 2020). In Bonne et al. (2020), the J=2–1 and J=3–2

transitions of 13CO were observed observed with APEX. Using the ratio of these

two transitions, radiative transfer was performed using RADEX to construct a den-

sity profile for the Musca filament, in combination with temperature maps derived

from Herschel observations. Using Herschel column density maps and estimated

density profiles, they showed that Musca typically had a line-of-sight thickness of

∼ 0.2 pc to 0.5 pc. In principle it would be possible to perform this technique for the
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sample of hubs presented in this thesis, if observations of a higher transition of N2H+

(perhaps J=2–1 or J=3–2) were obtained with a more compact 12m configuration

and/or the ACA. This could help determine, if these hubs are sheets oriented on the

plane of the sky, how thick they are. Although, given the higher morphological and

kinematic complexity of these hubs compared to Musca, this might be a challenging

task.

6.2.3 Overcoming small number statistics

For any significant conclusions to be drawn regarding the nature of hub-filament

systems, and how they compare to other clumps, we need a much larger set of

observations of an unbiased sample of clumps. Some progress is being made on this

front already, with an ALMA Cycle 9 programme (for which I am a co-investigator)

that is in the process of being observed (∼ 70% complete). The work presented

in this thesis has effectively acted as a proof of concept for some of the avenues of

investigation in the proposal.

Figure 6.3: (a): GASTON 1.15mm image, with identified filamentary structures

overlain. (b): Sub-region of the left panel in Spitzer 8 µm, with contours representing

values of fc starting at fc = 0.1, in 0.1 increments. (c): A selection of clumps

showing both the fc and Spitzer 8 µm maps, illustrating the correlation of fc with

fIRB.

Results from Rigby et al. (2021) suggest that the IR-brightness fraction fIRB, is a

tracer of clump evolution, with clumps gathering mass from their environment over
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time. Using the same set of observations, Peretto et al. (2022) devised a new tech-

nique that systematically quantifies how convergent a set of filaments are. Using this

filament convergence parameter, fc, they showed that although HFSs represent only

a small fraction of filamentary structures, they host more massive and luminous

compact sources than non-hubs. They also showed that hubs appear to be more

evolved than non-hubs. taken together, the results from both of these studies sug-

gest an evolutionary sequence whereby filamentary structures evolve from IR-dark,

individual filaments, toward IR-bright HFSs, and that during this process compact

sources within them grown in mass.

This proposal aims to unveil how filamentary structures in the ISM evolve to-

wards the formation of HFSs by surveying 136 clumps (mosaicked) with ALMA in

N2H+(J=1–0) and 3mm dust continuum, with a very similar observational setup to

the six fields presented here. By observing a more diverse, much larger sample of

clumps it will be possible to test the hypothesis that clumps gather mass over time,

and in doing so increase their morphological complexity using fIRB as an evolution-

ary tracer, and fc as a measure of complexity. The kinematics of more than 100

clumps and ∼ 1000 filaments will be able to be investigated by applying mwydyn to

the N2H+(J=1–0) observations, hopefully giving us more clues as to how HFSs are

formed, and whether the results seen for the sample in this thesis are representative.

6.2.4 Testing observed kinematics using synthetic observa-

tions

A significant source of uncertainty for observational astronomers is how well the

properties we derive from our observations match the true physical properties that

belong to those observed objects. While synthetic observations of simulations are

becoming more common, there is still a lot more work to be done in this area re-

garding molecular line emission and kinematics. Clarke et al. (2018) performed

simulations of the growth of a filament in a turbulent medium, and then generated

synthetic C18O observations of those same filaments to investigate whether struc-

tures seen in PPV (obtained through fitting the observations with BTS, a multiple



CHAPTER 6. SUMMARY 112

Gaussian line-fitting code) were coherent with features in PPP. They found that fil-

amentary structures identified in PPV do not correspond to filamentary structures

that appear in PPP, and hence cautioning that care should be taken when using

velocity-coherent features to constrain substructure within filaments.

An important test would to be investigate how closely the recovered velocity field

from fitting molecular line emission is to velocity field of the observed object. For ex-

ample, one could perform AREPO simulations of molecular clouds (e.g. Clark et al.

2019; Smith et al. 2020), and use a chemical network, e.g. UCLCHEM (Holdship

et al. 2017), to obtain the abundances of molecular species (e.g. N2H+). One could

then perform radiative transfer modelling, using lime (Brinch & Hogerheijde 2010),

of the full hyperfine structure of N2H+(J=1–0), to obtain a brightness distribution of

the simulation at multiple viewing angles. This brightness distribution could then be

fed through a pipeline that generates synthetic observations, for example the ALMA

simulator, to generate data that can then be treated as observations of molecular

clouds. The synthetically observed spectra could be fit using mwydyn, yielding some

kinematic properties that could then be compared to the actual velocity fields in

the input simulations. Although this would be a computationally expensive, labo-

rious and time-consuming process, it may well be able to help us undertand what

causes some of the complex line shapes, and challenge our interpretations of what

we observe in the ISM.
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Spitzer 8µm Clump Cutouts

Spitzer 8 µm images of each clump in our sample. The images are in Galactic

longitude and latitude (l, b), with the axes marked in the lower right. The red

contours represent the “boundary” of our clumps defined by the NH2 = 3×1022 cm−2

level in our Herschel column density maps. The orange diamond marks the location

of the most-massive core (MMC) in each clump, and the grey contours show the

ALMA field of view coverage for each object. The filamentary structures identified

in the Herschel 250µm maps are overlaid in white. The symbol to the upper left

represents how we classified each clump, along with the clump ID number. Crosses

represent clumps that have been classified as HFS, and circular points are non-HFS

clumps. The point fill colours represent the three IR-brightness classes. Points with

a black outline are sources observed at 2.9mm, and points without outlines are

sources observed at 878µm.
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Figure A.1: Spitzer 8 µm images of the clump in the extended sample, showing our

cloud boundaries and classifications.
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Figure A.1: (continued)
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Figure A.1: (continued)
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Software used

This research made use of the Python packages Astropy1 (Astropy Collaboration

et al. 2013, 2018, 2022), astrodendro2, IPython3 (Pérez & Granger 2007), LMFIT4

(Newville et al. 2014, 2022), Matplotlib5 (Hunter 2007), NumPy6 (Harris et al. 2020),

SciPy7 (Virtanen et al. 2020), and scikit-image8 (van der Walt et al. 2014).

This research also made use of NASA’s Astrophysics Data System Bibliographic

Services, CARTA9 (Comrie et al. 2021), CASA10 (The Casa Team et al. 2022),

TOPCAT11 (Taylor 2005), and SAOImageDS912 (Joye & Mandel 2003).

This thesis was typeset using LATEX1314.

1https://astropy.org
2http://dendrograms.org
3https://ipython.org
4https://lmfit.github.io/lmfit-py
5https://matplotlib.org
6https://numpy.org
7https://scipy.org
8https://scikit-image.org
9https://cartavis.org

10https://casa.nrao.edu
11http://www.star.bris.ac.uk/~mbt/topcat
12http://ds9.si.edu
13https://www.latex-project.org
14https://tug.org
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