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ABSTRACT 
Using deep-learning technologies, both text-to-speech (TTS) and 
voice conversion (VC) methods can generate fake speech 
effectively, making it challenging to differentiate between real 
and fake speech. Accordingly, researchers have employed 
deepfake detection solutions to distinguish them. These solutions 
can achieve high detection accuracy and exhibit robustness 
against unseen data, which are data that differ from those used in 
initial model training. The emergence of partially fake (PF) audio, 
which combines real and fake speech, presents a new challenge 
for deepfake detection. This tutorial presents a comprehensive 
overview of TTS, VC, and PF generation and detection methods 
and analyses the characteristics of publicly available datasets for 
each type. Furthermore, it highlights directions for PF detection 
that can pave the way for valuable research in fake speech 
detection.  
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• Security and privacy➝ Spoofing attacks; Privacy protections 
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1. INTRODUCTION 
Deepfake is a technique that employs artificial intelligence 

(AI) and machine learning algorithms to alter or replicate media 
convincingly, typically images or videos; 'deepfake' is derived 
from the words 'deep learning' and 'fake'. Deepfake audio 
generated using artificial neural networks (ANNs) impressively 

resembles the voices of real people. Although this advancement is 
useful for multiple applications, attackers can exploit it.  
  Recently, deepfake videos and images have garnered significant 
interest. Deepfake videos are directly connected to deepfake 
audio, with several successful detection techniques for image and 
video classification having achieved excellent accuracy results in 
audio classification [1, 2]. Audio deepfake research can be 
classified into two main categories: generation and detection.
  
    Generation: A deep learning model is trained using a large 
dataset of audio samples from the target individual and learns to 
recognise the distinctive qualities and subtleties of their voice. 
Typically, the procedure consists of the following steps: 
Dataset Collection: The voice of the target individual is featured in 
a large audio-recording dataset, which contains speeches, 
interviews, or any other content that demonstrates the vocal 
expressions of the target in different contexts. 
Preprocessing: Researchers analyse the audio data to extract 
essential features and prepare them for deep learning model 
training; this includes transforming audio into spectrograms or 
other model-appropriate representations.  
Model Training: A deep learning model such as a recurrent neural 
network (RNN) or convolutional neural network (CNN) is trained 
on a pre-processed audio dataset and learns to match the input 
audio features with the vocal characteristics of the target 
individual. 
Fine-tuning: Following the initial training, the model can be fine-
tuned to improve the performance and accuracy of the generated 
audio. This step requires additional training on a smaller scale. 
Audio Generation: Finally, the model can generate new audio 
samples replicating the target voice by inputting text. 
The two main ways of generating fake speech can be classified as 
follows: 
Text-to-Speech Generation: A TTS system converts natural 
language text inputs into artificial human-like spoken outputs. 
Text normalisation, aligned linguistic featurisation, mel-
spectrogram synthesis, and raw audio waveform synthesis are 
examples of the phases included in typical TTS pipelines that are 
independently trained or created [13]. A TTS system has become 
essential in many devices and applications, including speech-
enabled gadgets, navigational systems, screen readers, and 
telephone information systems.   
Voice Conversion Generation: Voice Conversion aims to alter the 
speech of a source speaker such that the created output resembles 
a sentence uttered by the target speaker [8]. Significant work has 
been performed to improve the quality of converted voices, with 
higher-quality voices having been achieved through deep learning 
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[14]. These improvements have led to effective attacks against 
automatic speaker verification systems as well as privacy and 
authentication concerns [15]. Notably, VC can be used in different 
applications such as creating a new personalised voice, games and 
entertainment, voice recovery, vocal pathology, and identity 
concealment [16]. 
    Detection: Detecting audio deepfakes is difficult because of the 
complexity of the techniques used to generate them. Researchers 
are actively working to simplify this process. Currently, they are 
targeting three types of audio: text-to-speech (TTS) audio, voice 
conversion (VC) audio, and partially fake (PF) audio, which is a 
new type of fake audio that combines both real and fake speech 
(TTS or VC) with real audio. This new audio has created cause for 
concern in deepfake audio detection because most existing 
detection solutions only distinguish entirely real audio from 
entirely fake audio.  
     Most recent surveys on deepfake generation and detection 
only focus on images and videos, neglecting deepfake audio [3]; 
even if these surveys consider audio, images, and videos, they 
neglect PF generation and detection [4, 5]. Currently, there are a 
few comprehensive deepfake audio surveys, each of which focuses 
on a specific problem. The researchers in [6, 7] and [8, 9] focused 
exclusively on TTS and VC generation, respectively. Recent 
surveys have targeted the detection of TTS and VC, neglecting or 
only partially considering PF detection [10, 11]. Although the 
authors of [12] considered all three types of deepfake media, they 
barely considered audio deepfakes. Additionally, none of these 
surveys considered PF generation, detection, or datasets.  
     Our review aims to clarify PF creation and detection 
techniques, including determining whether existing detection 
tools can detect the combinations of PF audio that can be 
produced. Additionally, it describes existing PF datasets and 
discusses the need to create more challenging PF datasets. 

2. CONCLUSION 
This tutorial provides comprehensive methods for generating and 
detecting TTS, VC, and PF. Audio generation techniques have 
undergone significant advancements in recent years, making it 
challenging to differentiate between real and fake audio. Current 
advancements in TTS systems are particularly evident when 
generating TTS voices with specific emotions. Recognising a 
converted voice is challenging because it follows all the rhythms 
and emotions of the source speaker. However, detection 
techniques must exhibit resilience to adversarial attacks to ensure 
the efficacy of detection algorithms. Publicly available fake audio 
datasets can be categorised according to the generation type; the 
limitations of these datasets and their key characteristics are 

highlighted. Clearly, there are significant challenges in detecting 
PF audio recordings. Therefore, there is an urgent need to develop 
a new defence method that can effectively identify fake audio 
types, including entirely fake audio, such as TTS, VC, and PF 
audio.  
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