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ABSTRACT Forecasting changes in foreign exchange rates is a well-explored and widely recognized
area within finance. Numerous research endeavors have delved into the utilization of methods in machine
learning to analyze and predict movements in the foreign exchange market. This work employed several
machine-learning techniques such as Adaboost, logistic regression, gradient boosting, random forest clas-
sifier, bagging, Gaussian naïve Bayes, extreme gradient boosting classifier, decision tree classifier, and our
approach (we have combined three models: logistic regression, random forest classifier, and Gaussian naive
Bayes). Our objective is to predict the most advantageous times for purchasing and selling the euro about
the dollar. We integrated a range of technical indicators into the training dataset to enhance the precision of
our techniques and strategy. The outcomes of our experiment demonstrate that our approach outperforms
alternative methods, achieving superior prediction performance. Our methodology yielded an accuracy
of 0.948. This study will empower investors to make informed decisions about their future EUR/USD
transactions, helping them identify the most advantageous times to buy and sell within the market.

INDEX TERMS Foreign exchange, prediction, logistic regression, random forest, Naïve Bayes.

I. INTRODUCTION
Foreign exchange, sometimes shortened to ‘‘forex’’ or ‘‘FX,’’
describes the international exchange market. Participants
in this decentralized market, which includes banks, finan-
cial organizations, businesses, governments, and individual
traders, purchase and sell several global currencies. Because
it allows one currency to convert into another, the for-
eign exchange market is essential to international trade and
investment. Several variables, such as interest rates, market
sentiment, geopolitical developments, and economic indica-
tors, affect exchange rates in the foreign exchange market.
To reduce risk or pursue speculative opportunities, players
in the foreign exchange market try to profit from currency
swings.
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Recently, machine learning methods and algorithms—
which have shown to be very successful in several fields,
including biomedicine, image and speech analysis, and
machine translation [1]— have been used in the examina-
tion of time series financial [2], [3]. The prevailing machine
learning algorithms utilized in financial prediction encom-
pass support vector machines [4] and diverse architectures of
Artificial Neural Networks (ANNs) [5].

Several researchers have utilized various approaches for
forecasting time series data. In reference [6], an LSTMmodel
was developed to predict stock prices. The proposed method
forecasts agricultural productivity using RNN, CNN, and
LSTM [7].

Research has shown that machine learning is employed to
predict Bitcoin price changes, and it has become a powerful
tool in this quest [8]. In reference [9], the authors wanted to
help traders in the GBP/JPY currency pair overcome obsta-
cles and make quick decisions. To this, a trading algorithm
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using an integration of deep learning and machine learning
techniques. XGBoost classifier is employed to determine
trading decisions.

The authors of reference [10] provided a reusable trading
system that trained on historical data recorded at 4-hour
intervals using candlesticks of six different currency pairings:
two minor pairs, such as EUR/GBP and GBP/JPY, and four
big pairs, such as GBP/USD, EUR/USD, USD/CHF, and
USD/JPY.

In reference [11], the authors suggested a version based
on compressed autoregression vectors for time series testing
and prediction. They initially compressed a wide range of
Forex data into a smaller format random compression. Next,
to ascertain the loading of every randomly compressed datum
and derive the overlapping parameters, they employed the
Bayesian model averaging (BMA) approach. Their method
can produce forecasts fourteen days ahead of the current
date based on out-of-sample data. They concluded that their
approach was unsuitable for projecting all 30 currencies used
in foreign exchange. Undoubtedly, their suggested research
surpasses the current benchmark for Bayesian autoregression.

The most common question researchers ask is, what is the
best moment to purchase or sell a currency pair? This query is
our inspiration to employ machine-learning methods to time
the buying and sale of EUR_USD. This study used various
machine learning techniques to develop a strategy for pre-
dicting optimal buying and selling points for the EUR/USD
currency pair. The objective is to categorize whether it is
advisable to buy or sell on the following day. This classi-
fication relies on computed technical metrics, fundamental
features such as High, Open, Low, and Close, and additional
attributes that influence mad purchasing and selling deci-
sions. This study will empower investors to make informed
decisions about their future EUR/USD transactions, helping
them identify the most advantageous times to buy and sell
within the market.

For price forecasting, researchers in this subject often
employmachine learning and deep learning techniquesmixed
with time series data. Regarding the methods employed for
examining the stock market’s dynamics, some rely on arti-
ficial intelligence and machine learning approaches [12],
while others are grounded in statistical methods [13]. In the
field of literature, deep learning techniques have recently
started gaining attention in financial research. Numerous
implementations of deep learning, such as LSTM [14],
Temporal Convolutional Networks (TCN) [15], and Convolu-
tional Neural Networks (CNN), coexist with various machine
learning techniques like the support vector machine [16].
In citation [17], the authors explored the utilization of

RNN and CNN algorithms. The accuracy of these mod-
els was assessed by contrasting their effectiveness with
actual stock market values. The researchers in [18] intro-
duced a novel strategy for forecasting stock market trends,
employing a combination of LSTM and GA methodolo-
gies. According to their research, this approach demonstrated

TABLE 1. EUR_USd sample dataset.

FIGURE 1. Close price for EUR_USD.

superior performance compared to the standard benchmark
model. In reference [19], the authors applied a deep learning
approach called stacked LSTM to predict the closing value of
the NASDAQ Composite on the American Stock Exchange.
The results of their research indicated an improvement in the
accuracy of predictions when forecasting the stock price.

In reference [20], the authors introduced an ensemble
learning approach where predictions from three primary
learning methods are combined to generate ultimate predic-
tions. They assessed their proposed methodology using a
dataset covering Spain’s energy consumption over nine years.

II. MATERIALS AND TECHNIQUES
A. DATA
This research categorized the prospective purchasing and
selling activities related to the EUR_USD currency pair. The
data, comprising daily prices spanning from January 11,
2021, to January 12, 2024, was gathered without any gaps,
resulting in an extensive spanning three years. The dataset
encompassed variables Open, High, Low, and Close. The

74212 VOLUME 12, 2024



M. El Mahjouby et al.: Machine Learning Algorithms

TABLE 2. Diverse technical metrics.

sample dataset is in Table 1, and Figure 1 displays the close
price EUR_USD.

B. FEATURE ENGINEERING
The technical indicators are produced from historical data
and employed for forecasting stock prices within the financial
markets. This study employed some technical indicators and
other attributes. The indicators and other attributes are in
Table 2.
In detail, the contribution of each feature to the predicted

results. RSI (Relative Strength Index) is an indicator that lets
you know if a stock is overbought or oversold, EMAmeasures
trend directions over some time, attributes TargetNextClose
as the future close price of the EUR_USd, and TargetClass
confirms whether the price is rising or falling.

C. MACHINE LEARNING
Machine Learning involves specialized algorithms for ana-
lyzing datasets to predict trends, categorize information,
or establish distinctions [21].

1) LOGISTIC REGRESSION (LR)
LR is a method for supervised machine learning designed
for nonlinear datasets featuring categorical class variables
and is particularly well-suited for binary classification [22].
This statistical analysis approach establishes the connection
among one or more separate factors, which can be either cat-
egorical or interval-based, and a response variable, referred
to as the dependent variable [23].

2) ADABOOST CLASSIFIER (ABC)
AdaBoost is a method used in ensemble learning where trees
are trained and applied sequentially. It utilizes boosting by
linking a sequence of weak classifiers, focusing on improv-
ing the classification of samples that the prior classifier
incorrectly classified. This approach effectively sequen-
tially combines ineffective classifiers to produce a robust
classifier [24].

3) GRADIENT BOOSTING CLASSIFIER (GBC)
The GBC Algorithm is utilized to improve the training
of classification and regression models, often described as

nonlinear and commonly identified as decision or regression
trees [25]. It is associated with decision trees or regression
trees in the model development.

4) RANDOM FOREST CLASSIFIER (RFC)
Both classification and regression tasks in the RF are
used [26]. It creates a lot of decision trees during training
to work. The classes are categorized based on their mode,
while regression utilizes the mean prediction. This approach
enhances the overall performance and robustness of the
model, making Random Forest a popular choice in various
applications.

5) BAGGING CLASSIFIER (BAGG)
A bagging classifier (BAGG) is an ensemble learning model
that leverages the bagging technique. To decrease overfitting
and increase overall performance, it integrates the predictions
of several base classifiers. The bagging classifier method
includes dividing sample data from datasets into training and
testing subsets. This classifier generates specific hypotheses
or probability estimates and collaboratively determines a sin-
gle accurate value [27].

6) GAUSSIANNB (NB)
The Gaussian Naive Bayes algorithm, grounded in Bayes’
theorem from statistics, is an approach for conducting prob-
abilistic classification. It considers the relationships among
attributes within a dataset to make informed predictions [28].
GaussianNB is a probabilistic classification algorithm based
on the Gaussian distribution. It presupposes that the charac-
teristics linked to each category have a distribution, and it
utilizes Bayes’ theorem to generate forecasts.

7) XGBCLASSIFIER (XGB)
The Extreme Gradient Boosting (XGBoost) Classifier,
designed by Chen and Guestrin, is a robust machine-learning
algorithm recognized for its effectiveness and superior perfor-
mance. They introduced the gradient tree-boosting technique
as a component of this classifier [29].

8) DECISION TREE CLASSIFIER (DTC)
The DTC is a supervised learning technique used for regres-
sion and classification assignments. Its main goal is to
forecast a target variable by establishing clear-cut decision
rules from the dataset and its corresponding attributes [30].

D. OUR METHODOLOGY
This research contributes by developing a predictive model
that utilizes machine learning techniques to forecast future
buying and selling prices of EUR/USD. Our objective is to
introduce a classification model. We’ve employed diverse
machine learning algorithms along with a voting classifier to
forecast upcoming buying and selling actions. The fundamen-
tal concept behind our recommended model involves training
on a combination of tree models and predicting an output
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FIGURE 2. Proposed approach.

(class) based on the highest probability among the chosen
classes. Our methodology comprises some phases, illustrated
in Figure 2 below.

1) Dataset: The dataset consists of daily price data from
January 11, 2021, to January 12, 2024, with no gaps or
missing information. YFinance [31], a Python library,
was used to obtain our dataset.

2) Preprocessing Data: In our datasets, we’ve incorpo-
rated the Close, High, Open, and Low, alongside the
four technical indicators and other attributes. You can
find further information on this process in the feature
engineering section. After calculating technical indica-
tors, we removed the nan value and utilized the library
MinMaxScaler for preprocessing our data.

3) Voting Classifier: After completing the mentioned
steps, which involve downloading the dataset, cal-
culating technical indicators, incorporating additional
attributes, and standardizing the data, we moved on
to utilizing machine learning models. In particular,
we employed the Voting classifier to predict future
buying and selling actions. In our model, we have
merged threemodels: logistic regression, random forest
classifier, and Gaussian naive Bayes.

4) Prediction and classification: According to our model’s
performance, we noted the classification results
for potential buying and selling actions concerning
EUR_USD.

5) Results: Expectation of future buying and selling activ-
ities involving the EUR/USD currency pair.

We have integrated three models in our study to apply
the suggested methodology: Gaussian naive Bayes, random
forest classifier, and logistic regression. We have employed
our approach with a voting classifier to forecast upcoming

FIGURE 3. Our three models integrated (Voting).

buying and selling actions. Our three models illustrated in
Figure 3 below.

We have selected 0 for the random state in logistic regres-
sion and the random forest classifier. We have chosen 50 for
the n_estimators in the random forest classifier. After that,
we combine several three models to produce the final predic-
tion. For the voting classifier, we have used soft voting for the
forecast with the highest total probability selected by adding
the probabilities of each prediction in each model.

E. PERFORMANCE MEASURES
We use performance metrics to evaluate and compare our
models. They based evaluations on measures such as accu-
racy and ROC-AUC. The ROC-AUC metric helps us assess
whether our models can effectively distinguish between
points in the negative and positive classes. 80% of the sample
was used for training, whereas testing used the remaining
20% according to usual practice. We use symbols like fn
(false negative), n (negative), tn (true negative), p (positive),
tp (true positive), and fp (false positive) in the computation of
that metric. Accuracy is by Equations (1) [32].

Accuracy =
TN + TP

TP+ TN + FP+ FN
(1)

III. RESULTS AND DISCUSSION
In this research, we applied the EUR_USD dataset, computed
some technical indicators, and incorporated an additional
attribute. Then, the dataset split into training sets, which
made up 80%, and testing sets, which made up 20%. Fol-
lowing these steps, we utilized various machine-learning
methods mentioned earlier in the modeling phase. Among
these algorithms, theAdaBoost Classifier demonstrated supe-
rior performance compared to others in predicting foreign
exchange market trends using the EUR_USD dataset, with
the bagging classifier ranking second in effectiveness. Table 3
displays the outcomes of various models.

Observing the AUC-ROC values of the models, it is
evident that they are all around 0.9, indicating their excel-
lent ability to differentiate between positive and negative
cases. For instance, the GaussianNB Classifier has 0.935, the
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TABLE 3. Comparison table.

FIGURE 4. Roc-curve.

FIGURE 5. Our approach (Roc-curve).

XGBClassifier has 0.845, and so forth. Figure 4 displays the
AUC-ROC evaluation metric designed for binary classifica-
tion, with values ranging from 0 to 1. In conclusion, Figure 5
below depicts our proposed model.

Figure 4 displays the AUC-ROC of our method, provid-
ing a visualization of each model’s effectiveness in accu-
rately distinguishing between positive and negative examples.
To further illustrate their performance, we present the cor-
responding confusion matrices from Table 4 to Table 6. For

TABLE 4. Classification matrix of gaussiannb.

TABLE 5. Classification matrix of xgbclassifier.

TABLE 6. Classification matrix of our approach.

FIGURE 6. Comparison of our machine learning algorithms based on their
accuracies.

instance, our approach correctly identified 103 positive cases,
made 0 incorrect identifications, missed 12 identifications,
and accurately identified 12 negative cases. This pattern per-
sists for other instances outlined in the tables.

As depicted in Figure 6, our method proves a reliable
algorithm for forecasting future buying and selling activities
in the EUR/USD currency pair.

The generalization of our model involved using the logistic
regression algorithm for implementation in the beginning,
which produced 90% accuracy. Later, we combined two
models—logistic regression and random forest classifier—
to obtain 91% accuracy. Later, we combined two more
models—logistic regression and GaussianNB—yielded an
accuracy of 88%. Finally, we combined the three models to
obtain 94.80% accuracy. Our model benefits from the most
recent outcomes.
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TABLE 7. Comparison of the accuracy of our study with that of the
previous studies.

The various algorithms of machine learning utilized to pro-
vide the currency pair EUR_USD forecasting in our article,
the factors that contribute to the accuracy of the predictions
include the availability of data, quality of data, and different
technical indicators used.

In machine learning algorithms, accuracy is a crucial
metric. Based on the results, our techniques perform better
accuracy than other machine learning algorithms, which is a
benefit of our article. If the accuracy of our model and the
algorithms is higher, it indicates that the model is better than
the other models.

In Table 7, we have compared the accuracy of our study
with that of the previous studies, and our work (voting classi-
fier with three models) is a better algorithm to predict future
buying and selling for EUR_USD.

IV. CONCLUSION
This paper created several machine-learning algorithms to
classify future buy and sell signals for the currency pair
EUR_USD using diverse technical indicators and additional
attributes. Subsequently, we assessed the performance of
these techniques by testing our approach yielded positive
results in classification, achieving an accuracy score of 0.948.
The results of this study will enable investors to choose the
best times to purchase and sell in the market, enabling them to
make knowledgeable judgments about their future EUR/USD
transactions. In our future research, we intend to apply the
same technical indicators along with alternative approaches
to deep learning to enrich the accuracy of our predictions.
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