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ABSTRACT

Mean opinion score (MOS) has been used as the benchmark
to measure the perceived quality of digital images. However,
the usefulness of MOS diminishes when a substantial varia-
tion between individual opinions occurs. It is critical to mea-
sure the stimulus-driven variance of opinion scores (VOS) and
scrutinise images that evoke a large VOS, and consequently,
use VOS to inform our interpretation of MOS. In this paper,
we create a VOS benchmark for individual differences in im-
age quality assessment and analyse the importance of VOS
classification as a function of distortion intensity, distortion
type and scene content. In addition, a simple yet effective
deep learning-based model is built, aiming to identify images
with a large variation in viewers’ quality judgements.

Index Terms— Image quality assessment, individual dif-
ferences, variance, distortion, deep learning

1. INTRODUCTION

Image quality assessment (IQA) has been extensively studied,
encompassing both subjective and objective assessments [1—
6]. In subjective IQA, a number of human subjects are asked
to participate in a psychovisual experiment and express their
opinions on perceived image quality [1-4]. The subjective
data provide the ground truth for the development of objec-
tive algorithms that can automatically predict image quality
as perceived by humans. The research in IQA is of signifi-
cant benefit to subject areas such as telecommunications [7],
medical imaging [8], and computer vision [9].

In the literature, the mean opinion score (MOS) - the aver-
age of individual opinions of human subjects - is customarily
used as the benchmark to measure the perceived quality of
images [5, 6]. Until now, there has been limited focus on the
diversity in subjects’ opinions in assessing the quality of an
image. Generally, MOS is consider most useful when the de-
gree of variability amongst individuals is within an acceptable
range. However, the significance of MOS depreciates when a
substantial variation between individual opinions frequently
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Fig. 1. Illustration of two images exhibiting similar mean
opinion score (MOS) values (i.e., 67.7 and 66.9 in the range
of [0, 100]). The variance of opinion scores (VOS) reported
by individuals is notably distinct (i.e., 0.960 and 0.385 in the
range of [0, 1]).

occurs. As illustrated in Fig. 1, two images exhibit similar
MOS values (i.e., 67.7 and 66.9 in the range of [0, 100]), yet
the variance of opinion scores (VOS) reported by individuals
is notably distinct (i.e., 0.960 and 0.385 in the range of [0,
1]). This observation presents an often overlooked challenge
in image quality assessment, i.e., while MOS can provide a
general assessment of image quality, its validity could be bet-
ter interpreted by the associated VOS that reflects the degree
of disparity in evaluations amongst subjects. Hence, it is crit-
ical to understand individual differences in IQA and use the
variance of opinion scores (VOS) to enhance the interpreta-
tion of MOS in specific IQA-related applications.

Several studies have been conducted to investigate the
variability in subjects’ opinions in image quality assessment.
For example, the research [10] hypothesised a relationship
between the mean opinion score and the standard deviation of
individual scores, highlighting the significance of rating vari-
ability in the evaluation of the quality of experience. Some
methods have been proposed to predict the distribution of sub-
jective opinion scores within a group of participants [11, 12].
These attempts primarily concentrate on reproducing individ-
ual ratings provided by viewers in image quality assessment.
In some application scenarios, the usefulness of MOS can
be optimised by having an additional measure of variance of
opinion scores (VOS), which provides a direct and quantifi-
able indicator of the consistency of subjective ratings for each
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Fig. 2. Reference visual scenes in the CUID dataset [4].

stimulus. To achieve this, research is needed to measure VOS
in image quality assessment, and consequently, to develop a
computational solution to predict VOS for images of varying
perceived quality.

In this paper, we create a benchmark of VOS in IQA. It
includes 540 images of diverse content with varying degrees
of perceived quality and each containing 19 scores from indi-
vidual subjects engaged in a fully controlled psychovisual ex-
periment. We performed a thorough analysis to reveal plausi-
ble attributes of VOS including distortion intensity, distortion
type, and scene content, providing insights into the stimulus-
driven influencing factors for the diversity of subjective opin-
ions in IQA. Furthermore, we develop a simple yet effective
deep learning model to identify images exhibiting low con-
sistency in subjective quality ratings. This model can be used
to provide supplementary measures to existing objective IQA
metrics, bridging the gap between the measurement of per-
ceived quality and the awareness of the diversity in viewers’
opinions for specific visual stimuli.

2. BENCHMARK OF VARIANCE OF
OPINION SCORES

2.1. CUID dataset

The CUID dataset [4] was purposely built to study image
quality perception in a fully controlled laboratory environ-
ment using a rigorous psychovisual experiment design. In

the CUID dataset, reliable image quality ratings were col-
lected using a within-subjects method and a large degree of
stimulus variability. It contains 60 diverse reference scenes
from 10 distinct visual content categories, including Action
(ACT): images depicting high activity; Black and White
(BNW): grayscale images; Computer-Generated Imagery
(CGI): computer-generated graphic images; Indoor (IND):
images captured from indoor scenarios; Object (OBJ): im-
ages featuring various objects; Outdoor Man-made (ODM):
images from outdoor scenarios with man-made objects; Out-
door Natural (ODN): images from outdoor scenarios with
natural scenes; Pattern (PAT): images with repeating ob-
jects; Portrait (POT): close-up shots of human faces; and
Social (SOC): images depicting interactions between peo-
ple. Fig. 2 illustrates the reference visual scenes. A total of
540 distorted images were generated from the 60 references,
simulating three different distortion types including contrast
change (CC), JPEG compression (JPEG), and motion blur
(MB); and three distinct distortion intensity levels includ-
ing low-level (Q1: perceptible but not annoying distortions),
medium-level (Q2: noticeable and annoying distortions), and
high-level (Q3: very annoying distortions). Details about the
CUID dataset can be found in [4].

2.2. Variance of opinion scores (VOS)

To study how the combination of natural content and unnat-
ural distortions can impact the variability of subjective opin-
ions in image quality assessment, we analyse the individual
ratings provided by viewers for each of the 540 distorted im-
ages in the CUID dataset. First, to account for the differ-
ences between subjects in the use of the scoring scale, the
raw subjective scores were calibrated towards the same mean
and standard deviation, by converting them into z-scores as
detailed in [4]. Then the variance of opinion scores (VOS) of
each image is calculated:

N

VoS! = % > (si—8)?, (1)
i=1

where j denotes the j-th distorted image contained in the

CUID dataset; s;, 5, and N denote the ¢-th subjective score,

the mean of all subjective scores, and the total number of

scores provided for the j-th image, respectively. To make the

VOS values easy to interpret, we linearly map the VOS values

to the range between 0 and 1 as follows:
VOS’ — min(VOS™)

VOS,; = .
7 max(VOS*) — min(VOS*)

2

Fig. 3 shows examples of images of high and low VOS val-
ues in the CUID dataset. The histogram of these normalised
VOS values is illustrated in Fig. 4, where a higher VOS value
indicates significant variability in subjective opinions for an
image. As a result, a new benchmark of variance of opinion
scores (VOS) is created, namely VOSIQ dataset.
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Fig. 3. Examples of images from the VOSIQ dataset. The first row features images with a high VOS value, and the second row

displays images with a low VOS value.
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Fig. 4. Histogram of VOS values in the VOSIQ dataset.
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Fig. 5. Scatter plot showing the relationship between VOS
and MOS for the VOSIQ dataset.

To investigate the relationship between VOS and MOS,
we plot VOS against MOS for the VOSIQ dataset, as shown
in Fig. 5. It can be seen from the visualisation that changes
in VOS cannot be fully explained by the variations in image
quality (i.e., MOS). This suggests a need for further analysis
of attributes of VOS to gain a comprehensive understanding
of stimulus-driven individual differences in image quality as-
sessment.

3. ANALYSIS OF VARIANCE OF OPINION SCORES

When judging the quality of an image, a high VOS value indi-
cates a substantial divergence in individual opinions in qual-
ity perception, whereas a relatively low VOS value suggests
a tendency towards consensus in quality assessment amongst
viewers. Now, we analyse how this disparity in image quality
perception (i.e., the classification of VOS) is affected by plau-
sible stimulus-driven influencing factors including distortion
intensity, distortion type, and scene content.

Let 1 and o represent the mean and standard deviation
of the VOS values calculated for all images contained in the
VOSIQ dataset, respectively. We propose the following VOS
classification method: VOS values exceeding p + o are cate-
gorised as a high VOS (HVOS); and those falling below this
threshold are defined as a low VOS (LVOS). After applying
this method, the images of the VOSIQ dataset are divided
into two groups with one HVOS group having the mean VOS
value of 0.7497 and one LVOS group having the mean VOS
value of 0.3878. The statistical significant difference between
these two groups is verified by a Mann-Whitney U test (p-
value<0.01), validating the rationale of the proposed classi-
fication method. Now, we analyse the attributes of VOS and
their impact of the VOS classification.
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Fig. 6. Distribution of HVOS and LVOS images over different
levels of distortion intensity: Q1 (low-level), Q2 (medium-
level), and Q3 (high-level).

3.1. Impact of distortion intensity

We investigate the impact of image distortion intensity on
the VOS classification. For each VOS class (i.e., HVOS or
LVOS), we calculate the distribution in percentage (image
count) over the pre-defined three distortion intensity levels
i.e., Q1 (low-level), Q2 (medium-level), and Q3 (high-level).
The results are presented in Fig. 6, showing some interesting
patterns. First, for images classified as HVOS, the majority
falls into the category of low-level distortion (Q1), represent-
ing 58% of all HVOS images. This tends to suggest a consid-
erable level of subjectivity and perceptual variation amongst
viewers when discerning subtle distortions. The images of
HVOS rarely (i.e., 6%) present in the category of high-level
distortion (Q3), indicating a consensus between viewers for
assessing pronounced distortions. Second, for images clas-
sified as LVOS, they are evenly spread across all distortion
levels, which implies the impact of distortion intensity is not
significant. It should be noted that the images of LVOS pose
a negligible concern in image quality assessment, as the use
of MOS can reliability interpret the subjects’ opinions. Over-
all, these findings suggest that the level of distortion intensity
plays a crucial role in determining the distribution of images
of HVOS. The combination of specific scene content and sub-
tle distortions is likely to cause a high variation in viewers’
opinions on perceived image quality.

3.2. Impact of distortion type

This analysis entails calculating the distribution in percentage
(image count) over the three distortion types contained in the
VOSIQ dataset, including contrast change (CC), JPEG com-
pression (JPEG), and motion blur (MB), once for the HVOS
class and once for the LVOS class. The results are presented
in Fig. 7. First, the figure shows that the images of HVOS are
predominantly present in the CC and JPEG distortion types,
comprising 44% and 41% of all HVOS images, respectively.
The MB distortion type exhibits less cases of HVOS images
(i.e., 15%). This indicates that CC and JPEG distortions,
compared to MB distortions are more likely to elicit a large

Distortion Type
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Fig. 7. Distribution of HVOS and LVOS images over dif-
ferent distortion types: CC (contrast change), JPEG (JPEG
compression), and MB (motion blur).
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Fig. 8. Distribution of HVOS and LVOS images over 10 dif-
ferent scene categories.

variation in subjective opinions amongst viewers. This might
be attributed to the fact that CC and JPEG often cause some
localised distortions and when combining with specific scene
content they can induce different levels of impact on view-
ers’ assessments of overall image quality. MB distortions are
uniformly distributed in the spatial domain, and the effect on
individual reviewers tends to be more consistent. Second,
similar to the above findings for distortion intensity, images
of LVOS are evenly spread across all distortion types, which
means the impact of distortion type is not significant. Again,
it is worth noting that the images of LVOS pose a negligible
concern, and that MOS can be a reliable measure of image
quality in this case.

3.3. Impact of scene content

One of the unique features of the VOSIQ dataset is that the
stimuli represent 10 distinct natural scene categories. We
hereby investigate the effect of scene content on the VOS clas-
sification. We calculate the distribution in percentage (im-
age count) over 10 scene categories for HVOS and LVOS,
respectively. The results are illustrated in Fig. 8. With re-
gard to the HVOS, certain scene categories are more prone
to invoking a large variation of subjective opinions than other
categories. It is evident that three scene categories including
‘ODN’, ‘BNW’, and ‘OBJ’ exhibit a notably higher propor-
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Fig. 9. The schematic overview of the proposed VOSNet for VOS classification.

tion of HVOS images; and a low proportion is found in the
‘CGI’, ‘IND’, ‘SOC’, and ‘ACT’ categories. A plausible rea-
son could be that visually complex and abstract scenes, such
as ‘ODN’, ‘BNW’, and ‘OBJ’ may elicit diverse opinions
from viewers, leading to a higher VOS value. Again, simi-
lar to above findings, the distribution of LVOS over all scene
categories is rather flat (note that in the case of LVOS, MOS
alone serves as a reliable measure of image quality). Overall,
the analysis suggests that scene category is a significant fac-
tor that contributes to the diversity in viewers’ image quality
ratings.

4. COMPUTATIONAL MODEL
OF VARIANCE OF OPINION SCORES

4.1. Proposed VOSNet model

Variance of opinion scores (VOS) can support the validity of
the mean opinion score (MOS) that is conventionally used
to measure the perceived quality of an image. The VOSIQ
dataset provides the ground truth of VOS for image quality
assessment, which can facilitate the development of compu-
tational models capable of automatically producing the VOS
information. It should, however, be noted that depending on
the specific application, the use of VOS and its computational
model could vary. In this paper, we aim to provide a support
tool to better interpret the significance of the customarily used
MOS. More specifically, the goal is to identify the images that
evoke a large VOS, suggesting the need of further scrutiny of
their actual quality in the subsequent stages of processing. To
this end, instead of predicting the VOS values with a regres-
sion model, a more practical solution is to develop a classifier
that can label images as HVOS or LVOS. We propose a simple
yet effective model named VOSNet as detailed below.

To construct the VOSNet model, we employ a widely val-
idated deep learning architecture for classifying images into
HVOS class or LVOS class as illustrated in Fig. 9. Firstly,
input images are processed by a deep VOS encoder, which
extracts VOS related features. The VOS encoder is readily

replaceable, allowing for the selection of a specific encoder
based on practical requirements. In this study, we exploit five
commonly used backbone networks, originally designed for
ImageNet [13] classification, each in turn serving as the deep
VOS encoder. These backbone encoders include MobileNet-
V3 [14], EfficientNet-B4 [15], ResNet-50 [16], VGG-16 [17],
and ConvNeXt-T [18]. To apply each of these backbones in
our VOSNet model, its classification head is removed to gen-
erate VOS features. After extracting deep features, they are
progressed through the Global Average Pooling (GAP) to pro-
duce aggregated VOS features; and subsequently passed to a
fully connected layer to obtain the predicted labels.

4.2. Results

We conducted a k-fold cross-validation (k=10) for compre-
hensive evaluation of the proposed VOSNet model on the
VOSIQ dataset. In our implementation, the VOSIQ dataset
was partitioned into ten equal, non-overlapping subsets. In
each subset, we ensured a consistent number of HVOS im-
ages. The cross-validation process was structured in a way
that in each run, distinct sets were allocated to serve differ-
ent purposes: one set for testing, one set for validation, and
the remaining eight sets were dedicated to training. This ap-
proach rigorously prohibited any overlap or sharing of param-
eters between runs, ensuring that the models were evaluated
on entirely unseen samples. As a result, the average results
from all ten runs provided a comprehensive depiction of the
model’s performance. Also, optimal models were achieved
by implementing early stopping, activated after five epochs if
no improvement occurs, and utilising the cross entropy loss
function with the AdamW optimiser [19]. During training,
parameters pre-trained on ImageNet were loaded for the ini-
tialisation of the model.

The experimental result are listed in Table 1. It can be
seen that different backbone encoders give slightly different
results, but all models generally can achieve promising per-
formance. The models based on ResNet-50, VGG-16, and
ConvNeXt-T outperform models based on MobileNet-V3 and



Table 1. Performance of proposed VOSNet based on different
backbone encoders on the benchmark VOSIQ dataset.

VOSNet-Backbone Precision Recall F1 Score AUC
MobileNet-V3 [14] 0.7300 0.6278  0.6635 0.5697
EfficientNet-B4 [15] 0.7410  0.5870 0.6311  0.5853
ResNet-50 [16] 0.7908 0.6833  0.7150 0.6782
VGG-16 [17] 0.8003 0.7074  0.7354  0.6968
ConvNeXt-T [18] 0.8069  0.7074  0.7360  0.7079

EfficientNet-B4 in identifying HVOS images. This might be
due to certain architectures being potentially better suited for
the task of classifying VOS in image quality assessment.

5. CONCLUSION

In this paper, we have built a first-of-its-kind benchmark of
variance of opinion scores (VOS) in image quality assess-
ment. VOS measures the degree of variability in image qual-
ity ratings given by individual viewers. We have analysed
plausible attributes of VOS including distortion intensity lev-
els, distortion types and scene content. The findings signify
the importance of identifying images that evoke a high VOS
value for practical applications. To provide a computational
solution, we have developed a deep learning model, namely
VOSNet which can achieve good performance in classifying
images of high or low VOS. Future work will focus on the
improvement of the VOSNet model.
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