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I Summary
This thesis investigates the application of machine learning to gravitational-wave data analysis.
Primarily, it focuses on artificial neural networks, but it also presents work to optimize the design
and application of these networks with genetic algorithms, another machine learning method. This
method of hyperparameter optimisation was utilised to design models for a low-latency burst search
pipeline, MLy. Along with the use of genetic algorithms for hyperparameter optimisation, work is
also performed to test the performance of attention-based networks on two gravitational wave data
analysis tasks, compact binary coalescence detection, and the estimation of the parameters of
overlapping pairs of compact binary coalescences.

Section 2 introduces gravitational wave science, in order to contextualize the data analysis problems
examined throughout.

Section 3 examines the underlying principles of artificial neural networks and presents a simple
example which demonstrates the effectiveness of artificial neural networks as a data analysis
method.

Section 4 then explores the intersection between the two introduced fields. It presents the
methodology used for training dataset generation throughout the thesis and introduces the custom
software developed in order to enable rapid dataset generation and iteration. This section also
contains a review of previous work that has been done to use artificial neural networks for
gravitation wave data analysis, as well as a series of experiments to demonstrate the ineffectiveness
of unspecialized artificial neural networks for the task. This section concludes with recreations of
some important results from the literature which act as a comparative baseline for the rest of the
thesis.

Section 5 presents Dragonn, a genetic algorithm that can act as a general optimisation method for
neural networks in gravitational wave data science. Dragonn can optimize the network architecture,
the training dataset, and the training procedure simultaneously, and easily allows for the inclusion
of new hyperparameters.

Section 6 presents experiments to test the effectiveness of attention-based networks for
gravitational-wave analysis, more specifically, compact binary coalescence detection. It
demonstrates a marginal improvement over recreated convolutional neural networks from the
literature presented in Section 4.

Finally, Section 7 expands the exploration of attention-based models to investigate cross-attention
between multiple gravitational-wave detector outputs. We use this novel approach to examine the
problem of parameter estimation on overlapping signals. We find that a standard convolutional
neural network adapted from the literature is sufficient to distinguish between single gravitational
wave signals and pairs of overlapping signals. The larger cross-attention architecture demonstrates
the ability to extract parameters from multiple signals simultaneously, providing results that, in the
future, may be used to aid more developed parameter estimation techniques.
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III List of Figures
Figure 2.1 | An illustration of Newton’s law of universal gravitation, as described by Equation 2.1.
Two particles, here distinguished by their unique masses, 𝑚1 and 𝑚2, are separated by a distance, 𝑟.
According to Newton’s law, they are pulled toward each other by the force of gravity acting on each
object 𝐹  [1], each being pulled directly toward the other by a force that is equal and opposite to its
partner’s.
Figure 2.2 | An illustration of two competing historical views on the nature of space and time [2].
Upper: Newton’s vision of absolute universal time and absolute space, wherein time moves forward
at a constant and uniform rate across the universe and space is immobile and uniform. In this model,
both time and space can exist independently of objects within, even in an entirely empty universe.
Lower: Leibniz’s view wherein time and space did not and could not exist independently of the
objects used to measure them. Within this model, space is simply a measure of the relative distances
between objects, and time is a measure of the relative motion of objects as their relative positions
change. In this model, it makes little sense to talk of a universe without objects since time and space
do not exist without objects with relative positions and velocities.
Figure 2.3 | An illustration of the light clock thought experiment. The light clock thought
experiment is a scenario that can be imagined in order to illustrate the apparent contradiction that
arises from a universally constant speed of light. In order to rectify this contradiction, the concepts
of time dilation and length contraction are introduced, fundamentally changing our understanding
of the nature of time and space. Two observers stand in inertial reference frames. From special
relativity, we know all inertial reference frames are equal, and the laws of physics, including the
speed of light, should look identical [3,4]. Upper: The observer on the train measures the time it takes
a single photon of light to bounce from a mirror at the bottom of the train, to a mirror at the top, and
back again. The distance travelled by the light beam is two times the height of the train, 𝐻 , which
gives 2𝐻 . The time it takes a particle to transit a given distance, 𝐷, is given by Δ𝑡 = 𝐷

𝑣 . Since light
always travels at 𝑐, we know the measured photon transit time in this reference frame will be Δ𝑡 =
2𝐻

𝑐 . Lower: A second observer, standing on a platform, watches as the train passes at a constant
velocity, 𝑣. Through a large window in the carriage, they observe the first observer performing their
experiment. However, from the second observer’s reference frame, the light now has to move on a
diagonal path created by the motion of the train, we can calculate its new transit length 2𝐷, using
Pythagoras’s theorem. Each of the two transit, will, by definition take half of the total transit time
measured by the platform observer, 12Δ𝑡′, and in this time the train will have moved, 12Δ𝑡′𝑣, this
gives us 𝐷 = √𝐻2 + (1

2Δ𝑡′𝑣)2. If we substitute this new distance into the original equation to

calculate the duration of the transit Δ𝑡′ = 𝐷
𝑣 , we get Δ𝑡′ =

√𝐻2+(1
2Δ𝑡′𝑣)2

𝑣 . This means that the
platform observer measures a longer transit duration. Since the bouncing light beam is a type of
clock, a light clock, and all functioning clocks in a given inertial reference will tick at a consistent
rate, we can conclude that time is passing more slowly for the observer on the train when observed
from the platform’s reference frame. In reality, these effects would only become noticeable to a
human if the velocities involved were significant fractions of the speed of light. In everyday life, the
effects of special relativity are negligible, which was probably why it took so long for anyone to
notice.
Figure 2.4 | Two depictions of Einsteins’s spacetime. For illustrative purposes, since we are not 4D
beings and the paper on which this will be printed very much isn’t, the four dimensions of our
universe have been compacted down into two. It should also be noted that these illustrations were
not generated with correct physical mathematics but only to give an impression of the concepts
being described. Left: Minkowski space — in the absence of any mass, spacetime will not experience
any curvature [5]. This is the special case that Einstien’s special relativity describes. If we were to
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place a particle into this environment, it would not experience any acceleration due to gravity. If the
particle were massive, it would distort the spacetime, and the spacetime would no longer be
considered Minkowski space even though, alone, the particle would not experience any acceleration.
Often, when dealing with particles of low mass, their effects on the distortion of spacetime are
ignored, and we can still accurately describe the scenario with special relativity [4]. Right: Spacetime
distorted by a massive object, shown in blue. Curved space is described by Einstein’s more general
theory, general relativity [5]. In this scenario, we can see how the presence of mass imprints a
distortion into the shape of spacetime. Any particles also present in the same universe as the blue
object, assuming it has existed indefinitely, will experience an apparent acceleration in the direction
of the blue sphere. A beam of light, for example, comprised of photons and entirely massless, would
be deflected when moving past the sphere. Even though light will always travel along its geodesic
through the vacuum of space, the space itself is distorted; therefore, a geodesic path will manifest
itself as an apparent attraction toward the sphere. Notice that the mass of the photon is zero;
therefore, using Newton’s universal law of gravitation Equation 2.1, it should not experience any
gravitational attraction, and indeed, gravitational lensing of the passage of starlight, as it moved past
the Sun, was one of the first confirmations of Einstein’s theory of general relativity [6]. Even if we
assume the photon has some infinitesimal mass, Newtonian mechanics predicts a deflection angle
that is only half as large as General Relativity predicts, and half as large as what is observed. Were
this sphere several thousand kilometres in diameter, any lifeforms living on its surface, which would
appear essentially flat at small scales, would experience a pervasive and everpresent downward
force. Note that the mass of the object is distributed throughout its volume, so in regions near the
centre of the sphere, the spacetime can appear quite flat, as equal amounts of mass surround it from
all directions.
Figure 2.5 | Two further depictions of spacetime. Again, these images are a 2D representation of 4D
spacetime, and they were generated without correct physical descriptions but for illustrative
purposes alone. Left: Two objects, one in blue with a lesser mass and one in yellow with a greater
mass. Objects with a larger mass distort spacetime to a greater extent. Objects close to either sphere
will experience acceleration as the space curves and the objects continue to move in a straight line.
In this scenario, if stationary, the yellow and blue objects will accelerate and move toward each
other and, without outside interference, inevitably collide. However, if either the blue or yellow ball
is given an initial velocity perpendicular to the direction of the other sphere so that its straight-line
path orbits the other sphere, they can remain equidistant from each other in a stable orbit for
potentially very long periods of time. As we will see, this orbit will eventually lose energy and decay,
but depending on the masses of the two objects, this could take an extremely long time. Right: A
black hole. The three red lines represent the geodesic paths of three light beams as they move past
the black hole at different distances. Thus far, we have assumed that the mass of the yellow and blue
objects are evenly distributed through their volume, so the spacetime at the very centre of the object
is, at its limit, entirely flat. In many scenarios, this is a physically possible arrangement of matter, as
although gravity pulls on every particle within the object, pulling it toward the centre, it is a very
weak pull compared to the other forces of nature, which push back out and stop the particles
continuing on their naturally preferred trajectory. This prevents a complete collapse of the object.
Gravity, however, has one advantage on its side, and that is that there is no negative mass, only
positive, so whereas large bodies tend to be electrically neutral as positive and negative charges
cancel each other out, gravity always grows stronger. If enough mass congregates in the same place,
or if the forces pushing matter away from the centre stop, there’s nothing to stop gravity from
pulling every particle in that object right to the centre, right into a singular point of mass with
infinite density known as the singularity. As this collapse occurs, the curvature of spacetime
surrounding the object gets stronger and stronger, eventually reaching the point where within a
region around the singularity, known as the event horizon, all straight-line paths point toward the
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singularity. Meaning that no matter your speed, no matter your acceleration, you cannot escape,
even if you are light itself. Consequently, no information can ever leave the event horizon, and
anything within is forever censored from the rest of the universe.
Figure 2.6 | Two illustrations of scenarios involving simple orbital mechanics. Left: In this thought
experiment we imagine a cannon atop a large mountain on an unphysically small spherical planet
with mass, 𝑚. As is described in both Newtonian mechanics and general relativity, objects are
attracted toward the centre of mass of the planet. Left to their own devices they will fall until they
meet some force resisting their motion, most likely, the surface of the planet. The cannon operator
can control the velocity of the projected cannon balls. They note that the more velocity they impart,
the longer it takes for the ball to impact the surface of the planet. The balls can travel further before
impacting the ground when their velocity is greater, even if the time to impact remains the same.
However, with this increased distance travelled along the surface of the sphere, the distance between
the ball and the ground increases as the surface of the planet curves away from the ball. Eventually,
the ball’s trajectory will circularise around the planet, and, if not impeded by any other forces, the
ball would remain on this circular trajectory indefinitely. Right: Two identical massive objects, such
as planets, in a circular orbit with a shared centre, called a barycentre (note that the objects do not
have to have equal mass or be in a circular orbit, to have a shared barycentre, in fact, this will
always be the case). Any massive objects can orbit each other, including black holes.
Figure 2.7 | A depiction of the region of spacetime surrounding two inspiraling black holes. The
spacetime grid visible is a 2D representation of the true 4D nature of our universe as described by
general relativity [5]. This depiction was not produced by an accurate simulation but was
constructed as a visual aid alone. Two massive objects can orbit each other if they have sufficient
perpendicular velocity; this is a natural state for objects to find themselves trapped in because the
chances of direct collisions between objects are low, and any objects that find themselves
gravitationally bound together and do not experience a direct collision will eventuate in an orbit.
The same is true for black holes; whether they form from pairs of massive stars that both evolve into
black holes after the end of their main sequence lives or whether they form separately and through
dynamical interaction, end up adjoined and inseparable, the occurrence of two black holes orbiting is
not inconceivable [7]. Over time, small amounts of energy will leak from these binaries; ripples are
sent out through the cosmos, carrying energy away from the system and gradually reducing the
separation between the companions. As they get closer, the curvature of the spacetime they occupy
increases, and thus, their acceleration toward each other grows. They speed up, and the amount of
energy that is lost through gravitational radiation increases, further increasing the speed of their
inspiral in an ever-accelerating dance. If they started just close enough, this process would be
enough to merge them within the lifetime of the universe; they will inevitably collide with an
incredible release of energy out through spacetime as powerful gravitational waves. It is these
waves, these disturbances in the nature of length and time itself, that we can measure here on Earth
using gravitational wave observatories.
Figure 2.8 | The effect of two polarisation states of gravitational waves as they oscillate whilst
passing through a region of spacetime. Each of the black dots represents freely falling particles
unrestricted by any other forces. The plus and cross polarisations shown are arbitrary names, and
the polarisation can be at any angle, but plus and cross are a convention to distinguish the two
orthogonal states.
Figure 2.9 | A very simplified interferometer diagram. Real gravitational wave detection apparatus
have considerably more optics than what is shown. The power recycling and signal recycling mirrors
help maintain a high laser power within the cavities. Higher laser powers are preferable as they help
reduce quantum shot noise, the limiting source of noise at high frequencies.
Figure 2.10 | Location of currently operation LIGO detectors: LIGO Livingston (L1), LIGO Hanford
(H1), Virgo (V1), Kagra (K1), and GEO600 (G1) [8]. Arm angles are accurate, the arm lengths were
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generated with a relative scale with the real detectors: 4 km for the two LIGO detectors, 3 km for
Virgo and Kagra, and 600 m for GEO600.
Figure 2.11 | Full noise budget of the LIGO Hanford Observatory (LHO) during the 3rd joint
observing run. This image was sourced from [9]. 
Figure 3.1 | The loose hierarchical relationship between different umbrella terms used in artificial
intelligence [10].
Figure 3.2 | Upper: The Artificial Neuron. This figure illustrates the operations that compose the
archetypical artificial neuron, where �⃗� is the input vector, 𝑓  is the activation function, �⃗� is the
weights vector, and b is the neuron bias. An artificial neuron takes an input vector, �⃗�, and performs
some useful calculations (hopefully). Both the weights vector, �⃗�, and bias value, 𝑏, comprise the
neuron’s adjustable parameters, ⃗𝜽, that must be tuned for the neuron to perform any useful
operations [11]. Note: During computation, the bias, 𝑏, is not normally added in a separate operation;
instead, it is added as an extra 𝑥0 term included in the same calculation as the summation of the
product of the weights, �⃗�, and input values, �⃗�. Lower: An abstraction of the more complicated
interior structure of the artificial neuron. Abstraction is common and necessary when describing
artificial neural networks as networks are often comprised of thousands if not millions of artificial
neurons.
Figure 3.3 | Example MNIST data [12]. A single example of each of the ten classes within the MNIST
example dataset. As can be seen, the classes range from zero to nine inclusive. Each example consists
of a grid of 28 by 28 pixels containing one float value between 0.0 and 1.0. In the above image, values
near one are represented as nearly white, and values near 0.0 as black. When ingested by our single-
layer perception, they will be flattened into a 1D vector; see Section 3.4.
Figure 3.4 | Various representations of a Single-Layer Perceptron or Single-Layer Artificial Neural
Network. Upper: Diagram illustrating the structure and operation of a single-layer perceptron. In the
example shown, a handwritten zero is fed into the single-layer perceptron. The 2D image is first
flattened into a 1D vector, see Section 3.4; then, the entire vector is fed into each neuron. If the
training process has worked correctly, each neuron will have learned to identify one of the possible
classes, in this case, digits. As can be seen from the output values, 𝒚 = [𝑦0, …, 𝑦9], which are taken
from a real trained model, this model can correctly identify this input as a zero with high confidence.
Middle: An abridged version of the upper diagram demonstrating the operation of feeding a
handwritten one into the perceptron. This shows how future network diagrams will be abstracted for
simplicity and that the perceptron outputs a different, correct value when it ingests a one rather
than a zero. Lower: A further abstraction of the network. This type of abstraction will be used
commonly throughout this thesis when dealing with networks consisting of multiple layers. A dense
layer, wherein all neurons are attached to all previous neurons, will be shown as a filled black
rectangle, and the icon next to it represents that the activation function applied is a softmax
activation function [13]; see Section 3.1.5.4.
Figure 3.5 | An illustration of gradient descent, where �⃗�𝑳𝑴�⃗��⃗�( ⃗𝜽) is the loss at a fixed model
architecture, 𝑀 , input vector �⃗�, and data label ⃗𝒚. This simplified example of the shape of a 1D
parameter space shows how the gradient of the loss function with respect to the model parameters
can be used to move toward the minimum of the loss function. The shape of the loss function in this
example is given by 𝐿𝑀�⃗��⃗�( ⃗𝜽) = 𝜃2. In almost all cases, the parameter space will be much more
complex than the one depicted in both dimensionality and shape complexity. Usually, the shape of
the loss function will be an N-dimensional surface, where N is the number of parameters, ⃗𝜽, in the
model, but the principle is still the same. For a 2D example of a gradient space; see Figure 3.12. This
plot can be recreated with the code found here: https://tinyurl.com/3ufb5my3.
Figure 3.6 | Upper: The performance of the single layer perceptron model described in Section 3.1.2
over 15 epochs, where one epoch consists of training the model on all training examples in the
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MNIST dataset of handwritten Arabic numerals [12]. The model loss is defined as the categorical
cross-entropy of the model’s output vector, 𝒚 and the ground-truth label, ⃗𝒚, whereas the accuracy
metric is defined as the number of examples in the test dataset that are correctly classified, where a
correct classification is any output with 50 per cent or more probability in the correct class. Lower:
Two examples of less successful classifications. The left example would still be measured as a
successful classification by our accuracy metric, whereas the right example would be marked as an
unsuccessful classification.
Figure 3.7 | Learned model parameters. Each artificial neuron in our single-layer perception is
represented by a labelled parameter map shaped into the same dimensions as the input images.
These maps show the learned weight values that correspond to each pixel of the input images. Very
little structure can be made out by the human eye. Perhaps in the weight maps for the zero-classifier
neuron, we can see an area toward the centre of the map that is negatively weighted. This might be
expected as there are rarely high-value pixels at the centre of the circular zero. A similar but
opposite effect might also be attributed to the one-classifier, where the centre of the image often
contains high-value pixels. In general, unless you squint very hard, it is difficult to make out patterns
in the parameters. This “black-box” effect means that after even one more layer is added to the
network, it becomes very difficult to determine the action of dense layer neurons intuitively.
Figure 3.8 | Upper: Diagram of a multi-layer network with one output layer and one hidden layer.
The non-linear computation introduced by the ReLU activation function applied to the hidden layer
allows this network to solve considerably more complex problems than the previously described
single-layer perceptron model. See Section 3.1.5.3 . As can be seen, by the displayed output, which
again is taken from a real instance of a trained model, this network has no problem classifying the
previously difficult image of a five. Lower: An abstraction of the same model.
Figure 3.9 | The performance of the multi-layer perceptron model described in Section 3.1.4 over 15
epochs. As can be seen in comparison to Figure 3.6, the training is both faster and with a better final
result.
Figure 3.10 |  Left: The generalised dense feed-forward artificial neural network. Where 𝑇  is the
number of hidden layers in your network, 𝐻  is the number of neurons at that layer, 𝑁 , is the
number of elements in the input vector, �⃗�, and 𝑂 is the number of elements in the output vector 𝒚.
As can be seen in the diagram, the number of hidden layers in your network is unconstrained, as is
the number of neurons in each of those layers, which should be noted does not have to be the same.
This is opposed to the output layer, which must have the same number of neurons as is expected by
your loss function. Right A very simple illustration of a recurrent neural network. This network
illustrates the retroactive data flow that is possible in a recurrent neural network. In this example,
the output of the network from one inference operation is added to the input of the next inference
operation. It should be noted that this is a very naive implementation of a recurrent neural network.
In actuality, the networks usually have a much more complex structure, such as LSTMs (Long Short
Term Memory) networks.
Figure 3.11 | Four of the most common activation functions. Upper Left: A linear activation function.
In this case, the slope, k, is 1, meaning that the shape of the output is unchanged vs the input. Upper
Right: Sigmoid activation function, a special case of the logistic activation function, which limits the
output value between 0 and 1. Lower Left: ReLU (Rectified Linear Unit) activation function and its
variants, an easy way to provide non-linearity to multi-layer networks. Lower Right: SoftMax
activation function. In the case of multi-neuron outputs, when using softmax, the output of each
neuron depends on the value of each other neuron. For this reason, the simplest non-trivial case,
where the length of the output vector, 𝑁 , is 2, has been chosen, and the outputs are represented on a
3D plot. This figure can be recreated with the notebook found at: https://tinyurl.com/muppechr.
Figure 3.12 |  Left: An idealised gradient descent path. This gradient descent process quickly reaches
the true function minimum where, in this case, the loss is close to zero. However, this is a
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constructed example by first finding a point near the function minimum and performing a gradient
ascent operation. Right: A more realistic gradient descent path. This example shows a simple but real
gradient descent function running on the cost function. As can be seen, it takes many more steps
and has not yet converged on the true minimum; in fact, the process might be at risk of getting stuck
in a local minimum. Both examples were generated using this notebook: https://tinyurl.com/3ufb5
my3.
Figure 3.13 | A flattening layer. This layer takes a 2D input matrix 𝑋 = (

𝑥1
1

𝑥2
1

𝑥1
2

𝑥2
1
) and converts it

into a 1D vector, ⃗𝒚 = [𝑦1, 𝑦2, 𝑦3, 𝑦4], without using any learned parameters or altering the values of
the data. It simply rearranges the indexes and removes all but one dimension. Reshaping layers are a
more general version of a flattening layer, where an input vector or matrix can be transformed into
any equivalently sized output vector or matrix.
Figure 4.1 |  A non-exhaustive hierarchical depiction of some of the features, and proposed features,
of gravitational-wave interferometer data. The first fork splits the features into two branches,
representing the duration of the features. Here, continuous features are defined as features for
which it is extremely unlikely for us to witness their start or end within the lifespan of the current
gravitational-wave interferometer network and probably the current scientific community [14].
These features have durations anywhere from thousands to billions of years. Transient features
have comparatively short durations [15], from fractions of seconds in the case of stellar-mass Binary
Black Hole (BBH) mergers [15] to years in the case of supermassive BBH mergers [16]. It should be
noted that the detectable period of supermassive binaries could be much longer; although the
mergers themselves are transient events, there is no hard cut-off between the long inspiral and the
merger event. Nevertheless, the mergers are probably frequent enough that some will end within the
lifetime of the proposed LISA space constellation, so in some cases, they can be considered
transients [16]. The next fork splits features by origin. Features of astrophysical origin originate
from beyond Earth. This distinction is practically synonymous with the distinction between
gravitational waves and signals from other sources since no other astrophysical phenomena are
known to have a similar effect in interferometers [15]. Features of terrestrial origin, unsurprisingly,
originate from Earth. These primarily consist of detector glitches caused by seismic activity or
experimental artifacts [17]. Astrophysical transients have a further practical division into CBCs and
bursts. The category of bursts contains all astrophysical transients that are not CBCs [18]. The
primary reason for this distinction is that CBCs have been detected and have confirmed waveform
morphologies [15,19]. As of the writing of this thesis, no gravitational-wave burst events have been
detected [18,20,21]. Bursts often require different detection techniques [22,23]; of the proposed
sources, many are theorised to have waveforms with a much larger number of free parameters than
CBCs, as well as being harder to simulate as the physics are less well-understood [24,25]. These two
facts compound to make generating large template banks for such signals extremely difficult. This
means that coherence detection techniques that look for coherent patterns across multiple detectors
are often used over matched filtering [23,26,22,27,28]. The astrophysical leaves of the diagram
represent possible and detected gravitational-wave sources; the text’s colourings represent their
current status. Green items have been detected using gravitational-wave interferometers, namely the
merger of pairs of Binary Black Holes (BBHs) [15], Binary Neutron Stars (BNSs) [19], or one of each
(BHNSs) [29]; see [30–32] for full catalogues of detections. Yellow items have been detected via
gravitational waves but using Pulsar Timing Arrays (PTAs) rather than interferometers [33]. Blue
items represent objects and systems that are theorised to generate gravitational waves and have
been detected by electromagnetic observatories but not yet with any form of gravitational wave
detection. This includes white dwarf binaries [34,35], the cosmological background [36,37],
starquakes [38,39], and core-collapse supernovae CCSN [40,41]. This is because they are too weak
and/or too uncommon for our current gravitational-wave detector network to have had a chance to
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detect them. Finally, red items are possible, theorised sources of gravitational waves that have not
yet been detected by any means. These are, evidently, the most contentious items presented, and it is
very possible that none of these items will ever be detected or exist at all. It should be noted that the
number of proposed sources in this final category is extensive, and this is far from an exhaustive list.
The presented proposed continuous sources are neutron star asymmetries [42], and the presented
transient sources are extraterrestrial intelligence [43], cosmic string kinks and cusps [44], accretion
disk instabilities [45], domain walls [46], and nonlinear memory effects [47].
Figure 4.2 | Examples of Power Spectral Density (PSD) transforms. Left: Two time domain series.
The red series is a 20 Hz wave with a duration of 0.7 s, and the blue series is this same time series
concatenated with a 40 Hz wave from 𝑡 = 0.7 𝑠 onwards. Right: The two PSDs of the time series are
displayed in the left panel. The red PSD was performed across only the 0.7 s of the red wave’s
duration, whereas the blue PSD was taken over the full 2.0 s duration. As can be seen, the blue PSD
has two peaks, representing the two frequencies of the two waves combined to make the blue time
series — each peak is lower than the red peak, as they are averaged across the full duration, and their
respective heights are proportional to their durations as both waves have the same amplitude and
vary only in duration.
Figure 4.3 | One-second examples of the four possible types of simulated and real noise considered
by this thesis. Where real noise is used, it is taken from the LIGO Livingston detector during the
third observing run at the GPS times listed. In order, from top to bottom, these are examples of white
Gaussian noise, coloured Gaussian noise, pseudo-real noise, and real noise. A description of these
noise types and their generation can be found in Section 4.2.2. The left column shows the unaltered
values of the noise. Note that the noise has been scaled in all cases except for the pure white noise,
which is generated at the correct scale initially. This scaling is used to reduce precision errors and
integrate more effectively with the machine learning pipeline, as most loss and activation functions
are designed around signal values near unity; see Section 3.1.6 and Section 3.1.5. The right column
shows the same noise realisations after they have been run through a whitening filter. In each case,
the PSD of a 16.0 s off-source noise segment not displayed is used to generate a Finite Impulse
Response (FIR) filter, which is then convolved with the on-source data; see Section 4.2.7. For the
simulated and pseudo-real noise cases, the off-source data is generated using the same method as the
on-source data but with a longer duration. In the real noise case, the off-source data consists of real
interferometer data drawn from 16.5 s before the start of the on-source segment to 0.5 s before the
start of the on-source segment. This 0.5s gap is introduced because 0.5 s must be cropped from the
data following the whitening procedure in order to remove edge effects induced via windowing, as
well as acting as a buffer to reduce contamination of the off-source data with any features present in
the on-source data. Note that the whitened noise plots look very similar for the three simulated
noise cases — a close examination of the data reveals that there is some small variation between the
exact values. This similarity occurs because the off-source and on-source noise segments for these
examples are generated with identical random seeds and thus have identical underlying noise
realisations (which can be seen exactly in the unwhitened white noise plot). Since the PSDs of the
on-source and off-source data are nearly identical for the simulated cases, the whitening procedure
is almost perfect and reverts it nearly perfectly to its white state. If anything, this similarity boosts
confidence that our custom whitening procedure is operating as expected.
Figure 4.4 | Eight simulated waveforms that could be used for injection into noise to form an
obfuscated training, testing, or validation example for an artificial neural network. Note that only
the plus polarisation component of the strain, ℎ+, has been plotted in order to increase visual clarity.
The leftmost four injections are IMRPhenomD waveforms generated using cuPhenom [48], with
parameters (shown in the adjacent grey information boxes) drawn from uniform distributions
between 5.0𝑀⊙ and 95.0𝑀⊙ for the mass of both companions and between −0.5 and 0.5 for the
dimensionless spin component. Note that during injection generation, the two companions are
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always reordered so that the mass of companion one is greater and that the IMRPhenomD waveform
ignores the x and y spin components. They are included just for code completion. The rightmost four
injections consist of WNB waveforms generated via the method described in Section 4.2.3. Their
parameters are again drawn from uniform distributions and are shown in the grey box to their right.
The durations are limited between 0.1 s and 1.0 s, and the frequencies are limited to between 20.0 Hz
and 500.0 Hz, with the minimum and maximum frequencies automatically swapped.
Figure 4.5 | The plus polarisation component of the gravitational-wave strain of a simulated core-
collapse supernova at a distance of 10 kpc, this data was taken from [49]. Although some structures
can clearly be observed, it is possible to imagine that a method trained to detect WNB signals, such
as those presented in Figure 4.4, might be able to detect the presence of such a signal.
Figure 4.6 | Example projection of two artificial gravitational-wave waveforms. The blue waveforms
have been projected into the LIGO Livingston interferometer, the red waveforms have been
projected into the Ligo Hanford interferometer, and the green waveforms have been projected into
the VIRGO interferometer. The left column displays different projections of an IMRPhenomD
waveform generated with the cuPhenom GPU library [48]. The right column displays different
projections of a WNB waveform generated with the method described in Section 4.2.3. The
projections are performed using a GPU adaptation of the PyCBC Python library’s [50] project_wave
function. Both waveforms are projected from different source locations; the projection and time
displacement are different in each case.
Figure 4.7 | Eight examples of artificial injections scaled to a particular scaling metric and added to a
real noise background to show variance between different scaling methods. The blue line
demonstrates the whitened background noise plus injection; the red line represents the injection
after being run through the same whitening transform as the noise plus injection, and the green line
represents the injection after scaling to the desired metric. The leftmost column contains an
IMRPhenomD waveform, generated using [48], injected into a selection of various background noise
segments and scaled using SNR; see Section 4.2.5.2. From upper to lower, the SNR values are 4, 8, 12,
and 16, respectively. The rightmost column displays a WNB injected into various noise distributions,
this time scaled using ℎrss; see Section 4.2.5.1. From upper to lower, the ℎrss values are as follows:
8.52 × 10−22, 1.70 × 10−21, 2.55 × 10−21, and 3.41 × 10−21. As can be seen, though both sequences
are increasing in linear steps with a uniform spacing of their respective metrics, they do not keep in
step with each other, meaning that if we double the optimal SNR of a signal, the ℎrss does not
necessarily also double.
Figure 4.8 | Possible data layouts for multi-detector examples. Here, 𝑑 is the number of included
detectors, and 𝑁  is the number of input elements per time series. There are three possible ways to
align interferometer time-series data from multiple detectors. These layouts are discussed in more
detail in Section 4.2.6.
Figure 4.9 | An example of a segment of interferometer data before and after whitening. The two
leftmost plots in blue show the PSD, upper, and raw data, lower, output from the LIGO Hanford
detector before any whitening procedure was performed. The two rightmost plots show the same
data after the whitening procedure described in Section 4.2.7.2 has been implemented. The data was
whitened using the ASD of a 16.0 s off-source window from 16.5 s before the start of the on-source
window to 0.5 s before. The 0.5 s gap is introduced as some data must be cropped after whitening due
to edge effects caused by windowing. This also acts to ensure that it is less likely that any features in
the on-source data contaminate the off-source data, which helps reduce the chance that we
inadvertently whiten any interesting features out of the data.
Figure 4.10 | Demostration of the on-source and off-source regions used to calculate the ASD used
during the whitening operations throughout this thesis wherever real noise is utilised. Where
artificial noise is used, the off-source and on-source segments are generated independently but with
durations equivalent to what is displayed above. The blue region shows the 16.0 s off-source period,
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the green region shows the 1.0 s on-source period, and the two red regions represent the 0.5 s crop
periods, which are removed after whitening. During an online search, the on-source region would
advance in second-long steps, or if some overlap was implemented, less than second-long steps,
meaning all data would eventually be searched. The leading 0.5 s crop region will introduce an extra
0.5 s of latency to any search pipeline. It may be possible to avoid this latency with alternate
whitening methods, but that has not been discussed here.
Figure 4.11 | Example whitened on-source and correlation plots of real interferometer noise from a
pair of detectors, in this case, LIGO Livingston and LIGO Hanford, with either coherent, incoherent,
or no injections added. The leftmost plots adjacent to the info panels are grouped into pairs. In each
case, LIGO Livingston is at the top, and LIGO Hanford is underneath. Identical on-source and off-
source noise segments are used for each example of the same detector, and noise for each detector
was gathered with a time difference of no more than 2048.0 s. In the leftmost plots, the green series is
the unwhitened but projected waveform to be injected into the real noise from that detector. The red
series is that same injection but subject to the same whitening procedure that will also be applied to
the on-source plus injections, and the blue series is the whitened on-source plus injections. The
rightmost plots each correspond to a pair of detectors and display the rolling Pearson correlation
values between those two whitened on-source plus injection series. Since there is approximately a
max arrival time difference of 0.01 s between LIGO Livingston and LIGO Hanford, the number of
correlation calculations performed corresponds to the rounded number of samples required to
represent 0.02 s of data at 2048.0 Hz. This number is two times the maximum arrival time difference
because the difference could be positive or negative. In this case, that difference comes to 40 samples.
All injections have been scaled to an optimal network SNR of 30 using the method described in
Section 4.2.5.2. The upper pair of detectors has no injection. As would be expected, the correlation is
low regardless of the assumed arrival time difference. The second pair from the top has been injected
with a coherent white noise burst (WNB), see Section 4.2.3, which has been projected onto the two
detectors using a physically realistic mechanism previously described in Section 4.2.4. Here, the
correlation is much stronger. We can see it rise and fall as the waveforms come in and out of
coherence. The third from the top, the central plot, shows an injection of two incoherent WNBs.
They are processed identically to the coherent case, but the initial waveforms are generated
independently, including their durations. The Pearson correlation looks very similar to the pure
noise case in the uppermost plot, as might be expected. The second from the lowest pair has been
injected with a coherent IMRPhenomD waveform, which again has been correctly projected. We can
observe that a small correlation is observed at an arrival time difference of around 0.005 s, suggesting
that the two waveforms arrived at the detectors 0.005 s apart. Finally, the lowest plot depicts two
incoherent IMRPhenomD waveforms projected into the noise. Though these are generated with
different parameters, the shared similarities in morphology between all CBC waveforms cause
correlation to be registered. By maximum amplitude alone, it may even appear as though there is
more correlation happening here than in the correlated case. This highlights one potential weakness
of using the Pearson correlation, which can sometimes show some degree of correlation even if the
two waveforms are not produced using the same physically simulated mechanism.
Figure 4.12 | Six example noise segments and their corresponding spectrograms. In all cases, the
noise is real interferometer data acquired from the LIGO Hanford detector during the 3rd observing
run. It is whitened using the procedure described in Section 4.2.7.2. For the time series plots, the
green series represents the original, unwhitened waveform before injection, the red series is the
waveform with the same whitening transform applied to it as was applied to the on-source
background plus injection, and the blue series is the whitened on-source background plus injection,
except for the first two time series plots which contain no injection. The spectrograms are generated
using the STFT described by Equation 4.29, converted into power with Equation 4.30, and finally
transformed into a decibel logarithmic scale for plotting using Equation 4.32. The two uppermost
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plots and their respective spectrograms have no injections. The two middle plots and their respective
spectrograms have IMRPhenomD [51] approximants created with cuPhenom injected into the noise
[48], and the two lower plots and their respective spectrograms, have White Noise Burst (WNB)
waveforms generated using the method described in Section 4.2.3, injected into the noise. In all
cases, the injections are scaled to an optimal SNR randomly selected between 15 and 30; these are
quite high values chosen to emphasize the features in the spectrograms. As can be seen, the
whitened noise that contains injected features has spectrograms with highlighted frequency bins
that have a magnitude much larger than the surrounding background noise; the different signal
morphologies also create very different shapes in the spectrograms. This allows us to see the
frequency components of the signal more easily, observe the presence of interesting features, and
differentiate between the WNB and the CBC case.
Figure 4.13 | Perceptron diagrams. The four different architectures used to test the use of purely
dense models for both the single-detector CBC detection case and the multi-detector burst detection
problem. The only differences are that the input vector sizes are different between the cases:
(NUM_EXAMPLES_PER_BATCH, NUM_SAMPLES) in the case of the single detector CBC search and
(NUM_EXAMPLES_PER_BATCH, NUM_DETECTORS, NUM_SAMPLES) in the multi-detector coherent burst
search. All models take in two input vectors into a custom-designed GravyFlow whitening layer, the
off-source and the on-source vectors; see Section 4.2.7.2 for more information about the whitening
procedure, and all models are capped with a dense layer with a single output neuron that is used to
feed the binary loss function, with a sigmoid activation function. Each hidden layer has been tested
with 64, 128, and 256 neurons, and one hidden layer was tested with 512 as a sample with higher
neuron counts: Top: Zero-hidden layer model. Second to top: Two-hidden layer model. Second to
bottom: Three-hidden layer model. Bottom: One hidden layer model.
Figure 4.14 | The accuracy history of perceptron models training to detect IMRPhenomD waveforms
generated using cuPhenom [48] that have been obfuscated by real interferometer noise sampled
from the LIGO Livingston detector during the 3rd observing run. Visit https://tinyurl.com/ypu3d97m
for interactive plots, whilst they’re still working. The optimal SNR of waveforms injected into the
training and validation sets was uniformly distributed between 8 and 15. Input was from a single
detector only. A rough search was performed over a relatively arbitrary selection of model
architectures, which varied the number of layers and the number of perceptrons in each layer. The
architectures of each model can be seen in the figure legends as a list of numbers where each digit is
the number of artificial neurons in that layer. All are trained with the same training
hyperparameters, details of which can be found in Table 4.3. Each epoch consisted of 105 training
examples, and it should be noted that, unlike the regular training pipelines, each training epoch
consisted of newly generated waveforms injected into unseen noise segments, though the validation
examples are consistent. Training of each model was halted after ten consecutive epochs with no
improvement to validation loss, the values of which are shown in Figure 4.15. Validation noise was
drawn from a separate pool of data segments inaccessible to the training data loader. We can see that
the maximum accuracy achieved by any perceptron model only approaches 75%. Although these
validations are performed with a pool containing mixed waveform SNRs and at an unrestrained
False Alarm Rate (FAR) (this accuracy uses a score threshold of 0.5 regardless of FAR), it is clear that
this is insufficient to be useful. Upper: Plot of model accuracies when measured with training data
(105 epoch-unique examples). Lower: Plot of model accuracies when mesured with validation data
(104 epoch-consistent examples).
Figure 4.15 | Training loss history of perceptron models training to detect IMRPhenomD waveforms
generated using cuPhenom [48], obfuscated by real interferometer noise from the LIGO Livingston
detector from the 3rd observing run. The loss is computed using binary cross entropy loss function
and is used by the gradient descent algorithm, in this case, the Adam optimizer, as a minimization
target. It also acts as the monitor by which the pipeline knows to stop the training process early. If
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the pipeline detects that the validation model loss has not decreased in more than 10 epochs,
training is halted. Visit https://tinyurl.com/ypu3d97m for interactive plots. See Figure 4.14 for a more
detailed description of the training data. Upper: Plot of model loss when measured with training data
(105 epoch-unique examples). Lower: Plot of model loss when mesured with validation data (104

epoch-consistent examples).
Figure 4.16 | Perceptron False Alarm Rate (FAR) curves. This plot was created by running each of
our 14 models over a pure noise validation dataset of 105 noise examples. A relatively small number
of noise examples are used due to the observed inaccuracy of the models during training which
suggested that they would not be able to reach low FAR scores and thus would not necessitate a
larger validation dataset. The output scores of the model from each inference over the pure noise
validation dataset are sorted and plotted on this graph. The x-axis is the output score of the model
inference on that example of noise. The y-axis is calculated by using Equation 4.33 and provides the
estimated number of false alarms that the model would output per second of pure noise data given
the threshold score displayed on the x-axis. We can use this graph to calculate positive result
thresholds for our classifier, at different false alarm rates. Once again, the models are listed with the
number of artificial neurons in each hidden layer. Visit https://tinyurl.com/2wkaarkh to view an
interactive plot.
Figure 4.17 | Perceptron efficiency curves. For each of the 14 perceptron models trained, 31
efficiency tests are performed at evenly spaced optimal SNR values between 0 and 15. For each test,
8192 examples with signals of the relevant SNR are examined by the model, and the percentage of
those that scored above the threshold was plotted, see Equation 4.34, for three different False Alarm
Rate (FAR) thresholds: 0.1 Hz, 0.01 Hz, and 0.001 Hz. The efficiency curve for each FAR threshold is
presented on a unique plot. Some models have been excluded, they are shaded grey on the legends,
because they are incapable of performing any classification at the chosen FAR thresholds. Visit
https://tinyurl.com/2wkaarkh to view an interactive plot. . Upper: Efficiency curves at a FAR of
0.1 Hz. Middle: Efficiency curves at a FAR of 0.01 Hz. Lower: Efficiency curves at a FAR of 0.001 Hz.
Figure 4.18 | Reciever Operator Curve (ROC) Curve at 𝜌opt = 8. To create this plot a validation
dataset containing waveforms all of an SNR of eight was generated. The ability of the model to
detect these waveforms was then measured at different FARs. All models show very similar, poor
performance. Visit https://tinyurl.com/2wkaarkh to view an interactive plot.
Figure 4.19 | The accuracy history of perceptron models training to detect multi-detector WNBs
generated using GravyFlow and obfuscated by real interferometer noise sampled from the LIGO
Livingston and LIGO Hanford detectors during the 3rd observing run. Visit ADD_LINK for
interactive plots. The optimal SNR of waveforms injected into the training and validation sets was
uniformly distributed between 12 and 30. The input was generated using real noise from LIGO
Hanford and LIGO Livingston. The training procedure was identical to the single detector case,
except for the SNR range increase and the multiple detector data supply. We can see in these
training plots, that despite the increased SNR range, training and validation accuracy barely creep
above 50% (which can be achieved by random selection). This indicates that dense networks are even
less suited for the more complex coherence detection problem. Further validation will be performed
for completion. Visit https://tinyurl.com/4jj3t5fj to view an interactive plot. Upper: Plot of model
accuracies when measured with training data (105 epoch-unique examples). Lower: Plot of model
accuracies when tested with validation data (104 epoch-consistent examples).
Figure 4.20 | The loss history of perceptron models training to detect multi-detector WNBs
generated using GravyFlow and obfuscated by real interferometer noise sampled from the LIGO
Livingston and LIGO Hanford detectors during the 3rd observing run. Visit ADD_LINK for
interactive plots. The optimal SNR of waveforms injected into the training and validation sets was
uniformly distributed between 12 and 30. The input was generated using real noise from LIGO
Hanford and LIGO Livingston. The losses show a similar picture to the accuracy plots, and although
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we see a gradual decline it is very shallow and triggers the patience early stopping before it has had
any chance to gain significant performance, assuming that is even possible. Patience could be
increased, but as we will see in later architectures, this is not competitive. Upper: Plot of model losses
when measured with training data (105 epoch-unique examples). Lower: Plot of model losses when
tested with validation data (104 epoch-consistent examples). Visit https://tinyurl.com/4jj3t5fj to view
an interactive plot.
Figure 4.21 | Perceptron False Alarm Rate (FAR) curves. This plot was created by running each of
our 14 models over a pure noise validation dataset of 105 noise examples. Performance is low across
the board demonstrating that dense layer perceptrons are unsuitable for this kind of WNB detection,
at least within the hyperparameter range tested. Visit https://tinyurl.com/bdz9axpf to view an
interactive plot.
Figure 4.22 | Perceptron efficiency curves for the multi-detector WNB detection model. For each of
the 14 perceptron models trained, 31 efficiency tests are performed at evenly spaced optimal SNR
values between 0 and 30. For each test, 8192 examples with signals of the relevant SNR are examined
by the model. The percentage of those that scored above the threshold is plotted, see Equation 4.34,
for two different False Alarm Rate (FAR) thresholds: 0.1 Hz and 0.01 Hz, lower FARs are excluded due
to small accuracies. Upper: Efficiency curves at a FAR of 0.1 Hz. Lower: Efficiency curves at a FAR of
0.01 Hz. Visit https://tinyurl.com/bdz9axpf to view an interactive plot.
Figure 4.23 | Reciever Operator Curve (ROC) Curve at an optimal SNR of eight. To create this plot a
validation dataset containing waveforms all of an SNR of eight was generated. The ability of the
model to detect these waveforms was then measured at different FARs. Again, all models show very
similar, poor performance. Visit https://tinyurl.com/bdz9axpf to view an interactive plot.
Figure 4.24 | Diagram of a single kernel, 11𝑘, in a single convolutional layer. In this example, a 1D
vector is being input; therefore, the single kernel’s output is also 1D. This kernel has a kernel size of
three, meaning that each neuron receives three input values from the layer’s input vector, �⃗�, which
in this case is length five. This means there is room for three repeats of the kernel. Its parameters are
identical for each iteration of 11𝑘 at a different position. This means that if a pattern of inputs
recognised by the kernel at position 1, 11𝑘1 is translated two elements down the input vector, it will
be recognised similarly by the kernel at 11𝑘3. Although this translational invariance is only strict if
the translation is a whole pixel multiple and no subsampling (pooling, stride, or dilation) is used in
the network, this pseudo-translational invariance can be useful, as often, in images and time series
data, similar features can appear at different spatial or temporal locations within the data. For
example, in a speech classification model, a word said at the start of the time series can be
recognised just as easily by the same pattern of parameters if that word is said at the end of the time
series (supposing it lies on the sample pixel multiple). Thus, the same kernel parameters and the
same filter can be repeated across the time series, reducing the number of parameters needed to
train the model. This particular kernel would have 3 + 1 = 4 total parameters, as it applied to a 1D
input vector, and has a kernel size of three, with an additional parameter for the neuron bias. With
only a single kernel, only one feature can be learned, which would not be useful in all but the most
simple cases. Thus, multiple kernels are often used, each of which can learn its own filter.
Figure 4.25 | Illustration of how different values of kernel size would be laid out on a 4 × 4 input
image. In each case, unused input image values are shown as empty black squares on the grid, and
input values read by the kernel are filled in red. The grids show the input combinations that a single
kernel would ingest if it has a given size, assuming a stride value of one and zero dilation. The kernel
sizes are as follows: Upper left: 2 × 2. Upper right: 3 × 2. Lower left: 2 × 3. Lower right: 3 × 3. One
pixel in the output map is produced for each kernel position. As can be seen, the size of the output
map produced by the kernel depends both on the input size and the kernel size; smaller kernels
produce a larger output vector.
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Figure 4.26 | Upper: Diagram of three convolutional kernels, [11𝑘, 1
2𝑘, 1

3𝑘], in a single convolutional
layer. Each kernel is coloured differently, in red, green, and blue. Artificial neurons of the same
colour will share the same learned parameters. Again, a 1D vector is being input; therefore, the
output of each of the kernels is 1D, and the output of the kernels stack to form a 2D output vector,
with one spatial dimension retained from the input vector and an extra discrete depth dimension
representing the different features learned by each of the kernels. Again, each kernel has a kernel
size of three. Multiple kernels allow the layer to learn multiple features, each of which can be
translated across the input vector, as with the single kernel. Using Equation 4.36, this layer would
have 3 × ((1 × 3) + 1) = 12 trainable parameters. It should be noted that this is a very small
example simplified for visual clarity; real convolutional networks can have inputs many hundreds or
thousands of elements long and thus will have many more iterations of each kernel, as well as many
more kernels sometimes of a much larger size. Lower: Abstracted diagram of the same layer with
included hyperparameter information.
Figure 4.27 | Upper: Diagram of two convolutional layers, each with independent kernels. The first
layer has three kernels, each with a size of three. The second layer has two kernels, both with a size
of two. Again, this is a much-simplified example that would probably not have much practical use.
Different kernels are coloured differently, in red, green, and blue. Although it should be noted that
similar colours across layers should not be taken as any relationship between kernels in different
layers, they are each tuned independently and subject to the whims of the gradient descent process.
This example shows how the kernels in the second layer take inputs across the entire depth of the
first layer but behave similarly along the original dimension of the input vector. In theory, the
deeper layer can learn to recognise composite features made from combinations of features
previously recognised by the layers below and visible in the output feature maps of the different
kernels. This multi-layer network slice would have (3 × ((1 × 3) + 1)) + (2 × ((3 × 2) + 1)) = 26
total trainable parameters. This was calculated by applying Equation 4.36 to each layer. Lower:
Abstracted diagram of the same layers with included hyperparameter information.
Figure 4.28 | Upper: Diagram of a very simple convolutional neural network binary classifier
consisting of four layers with tunable parameters plus one infrastructure layer without parameters.
Two consecutive convolutional layers ingest the five-element input vector, �⃗�. The 2D output of the
latter of the two layers is flattened into a 1D vector by a flattening layer. This flattened vector is then
ingested by two dense layers, the latter of which outputs the final classification score. The first
convolutional layer has three convolutional kernels, each with a size of three, and the second
convolutional layer has two kernels, both with a size of two. The first dense layer has three artificial
neurons, and the final output dense layer has a number of neurons dictated by the required size of
the output vector. In the case of binary classification, this is either one or two. Different kernels
within a layer are differentiated by colour, in this case, red, green, or blue, but a similar colour
between layers does not indicate any relationship. Dimensionless neurons are shown in black; it
should be noted that after flattening, dimensional information is no longer necessarily maintained by
the network structure. Of course, no information is necessarily lost either, as the neuron index itself
contains information about where it originated, so, during training, this information can still be used
by the dense layers; it is just not necessarily maintained as it is in convolutional layers. This network
will have in total 26 + (3 × 4 + 4) + (2 × 3 + 2) = 50 trainable parameters. This network is very
simple and would probably not have much practical use in real-world problems other than
straightforward tasks that would probably not necessitate using neural networks. Lower: Abstracted
diagram of the same model with included hyperparameter information.
Figure 4.29 | Illustration of how different values of kernel stride would be laid out on a 4 × 4 input
image. In each case, unused input image values are shown as empty black squares on the grid, and
input values read by the kernel are filled in red. Similar to kernel size, different values of stride result
in a different output vector size. The strides shown are as follows: Upper left: 1, 1. Upper right: 2, 1.
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Lower left: 1, 2. Lower right: 2, 2.
Figure 4.30 | Diagram illustrating how different values of kernel dilation affect the arrangement of
the kernel input pixels. In this example, the receptive field of a single 3 × 3 kernel at three different
dilation levels is displayed; differing colours represent the input elements at each dilation level. The
shaded red kernel illustrates dilation level zero; the shaded blue region is a kernel with dilation of
one, and the green kernel has a kernel dilation of two.
Figure 4.31 | Diagram illustrating how padding can be added to the edge of an input vector in order
to allow for otherwise impossible combinations of kernel, stride, size, and dilation. In each case,
unused input image values are shown as empty black squares on the grid, input values read by the
kernel are shaded red, and empty blue squares are unused values added to the original input vector,
containing either zeros or repeats of the closest data values. In this example, the kernel size is 3 × 3,
and the kernel stride is 2, 2.
Figure 4.32 | The two CNN architectures presented in George et al. [52]. Upper: Smaller model.
Lower: Larger model.
Figure 4.33 | CNN architecture from Gabbard et al. [53].
Figure 4.34 | The accuracy history of attempts to retrain Convolutional Neural Networks (CNNs)
with architectures adapted from the literature using the GravyFlow pipeline. A custom GravyFlow
whitening layer has been added to the start of each model in order to reproduce the whitening data
conditioning step applied in the original studies. The structure of the models is otherwise identical.
Differences in the training and validation procedures, however, may lead to slightly different results
than in the original studies. Rather than exactly attempting to mimic the datasets and training
process used in each of these studies, it has been kept consistent with the other results throughout
the thesis, in order to facilitate comparison. The models presented are the two models from George
et al. [52], labeled “George Small”, and “George Large”, to differentiate them in terms of parameter
count, and the single model from Gabbard et al. [53]. The network structure of these models can be
seen in Figure 4.32 and Figure 4.33, respectively. The training and validation datasets were
maintained from the perceptron single-detector training experiment. The dataset contains
IMRPhenomD waveforms generated using cuPhenom [48] injected into real interferometer noise
sampled from the LIGO Livingston detector during the 3rd joint observing run [54]. The optimal SNR
of waveforms injected into the training and validation sets was uniformly distributed between 8 and
15. Input was from a single detector only. Each epoch consisted of 105 training examples, and it
should be noted that, unlike regular training pipelines, each training epoch consisted of newly
generated waveforms injected into unseen noise segments, though the validation examples are
consistent. Training of each model was halted after ten consecutive epochs with no improvement to
validation loss, the values of which are shown in Figure 4.35. Validation noise was drawn from a
separate pool of data segments inaccessible to the training data loader. It is immediately clear that
this is a huge improvement over the perceptron models, and it makes it evident why we abandon the
idea of perceptrons so quickly. Both the training and validation accuracies jump to above 90% almost
immediately, and in the case of the model from Gabbard et al., and the largest of the models from
George et al., they plateau at approximately 98% accuracy, with only marginal improvements from
there. The smaller model from George et al. plateaus closer to 96% accuracy. Considering
approximants from both the training and validation datasets are generated with CBCs drawn
uniformly between an optimal SNR of 8 and 15, this demonstrates good performance. Because two of
the models plateau at statistically similar accuracies with quite different architectures, it suggests
that they are approaching the detectability limit in both cases. An interesting examination will be to
compare their performance with FAR-calibrated detection thresholds. Upper: Plot of model
accuracies when measured with training data (105 epoch-unique examples). Visit https://tinyurl.
com/mwxfvp33 for interactive plots. Lower: Plot of model accuracies when measured with validation
data (104 epoch-consistent examples).
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Figure 4.35 | The loss history of attempts to retrain Convolutional Neural Networks (CNNs) from
the literature using the GravyFlow pipeline. These loss values correspond to the accuracies displayed
in Figure 4.34. The models presented are the two models from George et al. [52], labeled “George
Small”, and “George Large”, to differentiate them in terms of parameter count, and the single model
from Gabbard et al. [53]. The network structure of these models can be seen in Figure 4.32 and
Figure 4.33, respectively. The training and validation datasets were maintained from the perceptron
single-detector training experiment. The dataset contains IMRPhenomD waveforms generated using
cuPhenom [48] and real interferometer noise sampled from the LIGO Livingston detector during the
3rd joint observing run [54]. The optimal SNR of waveforms injected into the training and validation
sets was uniformly distributed between 8 and 15. Input was from a single detector only. Each epoch
consisted of 105 training examples, and it should be noted that, unlike regular training pipelines,
each training epoch consisted of newly generated waveforms injected into unseen noise segments,
though the validation examples are consistent. The loss is the metric used to determine when
training is halted; this is done after ten epochs have passed with no improvement. Again we can see
that this is a vast improvement over the perceptron case, see Figure 4.15, at least in the time frame
that is monitored, with loss values quickly falling to a region with a much smaller reduction gradient
and then gradually improving from there with diminishing returns. It is these diminishing returns
that can have a great impact on the ability of the model to sustain high accuracies with low FAR
thresholds. Visit https://tinyurl.com/mwxfvp33 for interactive plots. Upper: Plot of model losses
when measured with training data (105 epoch-unique examples). Lower: Plot of model accuracies
when measured with validation data (104 epoch-consistent examples).
Figure 4.36 | False Alarm Rate (FAR) plotted against the score threshold required to achieve that
FAR, for three recreations of models from the literature. Two models are adapted from George et al.
[52], labeled “George Small”, and “George Large”, to differentiate them in terms of model parameter
count, and the single model from Gabbard et al. was also adapted. The network structure of these
models can be seen in Figure 4.32 and Figure 4.33, respectively. The presented FAR curves are
significantly lower than those achieved by the perceptrons in the single detector case, see
Figure 4.16. This means that we will be able to achieve lower FARs with lower score thresholds,
which typically, though not necessarily, leads to higher efficiencies at those FARs. We explore the
efficiency results in Figure 4.37. Visit https://tinyurl.com/2s3dtd8a for interactive plots.
Figure 4.37 | Model efficiency curves for three models adapted from the literature. Two models are
adapted from George et al. [52], labelled “George Small”, and “George Large”, to differentiate them in
terms of model parameter count, and the single model from Gabbard et al. [53] was also adapted. The
network structure of these models can be seen in Figure 4.32 and Figure 4.33, respectively. These
models verify that CNNs can achieve much higher accuracies within the training regime utilized,
even when using threshold scores that are calibrated to specific False Alarm Rates (FARs). The
perceptron efficiency curves for the single detector CBC detection case can be seen in Figure 4.17.
They achieve higher accuracies almost across the board at the highest FARs depicted, 0.1 Hz and
0.01 Hz, except at SNRs where detection becomes virtually impossible (< 2) in which case they
perform similarly. They are also able to achieve results at lower FARs 0.001 Hz and 0.0001 Hz at these
FARs, the perceptron models had negligible performance and were not depicted, so this is a
significant improvement. Visit https://tinyurl.com/2s3dtd8a for interactive plots. First: Efficiency
curves at a FAR of 0.1 Hz. Second: Efficiency curves at a FAR of 0.01 Hz. Third: Efficiency curves at a
FAR of 0.001 Hz. Fourth: Efficiency curves at a FAR of 0.0001 Hz.
Figure 4.38 | Reciever Operator Characteristic (ROC) curves, for three models adapted from the
literature. Two models are adapted from George et al. [52], labelled “George Small”, and “George
Large”, to differentiate them in terms of model parameter count, and the single model from Gabbard
et al. [53] was also adapted. The network structure of these models can be seen in Figure 4.32 and
Figure 4.33, respectively. In comparison with the ROC curves achieved by the perception models, see
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Figure 4.18, which at an optimal SNR of 8 looks to be almost randomly guessing, this is a significant
improvement. The curves shown illustrate the model operating on a pool of injected signals at an
optimal SNR of 8. Visit https://tinyurl.com/2s3dtd8a for interactive plots.
Figure 5.1 | An example arbitrary hyperparameter space generated from a random mixture of
Gaussians. The space presented here is 2D. In actuality, the space is likely to have a much larger
dimensionality. Unlike in gradient descent where we are trying to minimize our loss, here we are
trying to maximize our objective function, whatever we have determined that to be.
Figure 5.2 |  An example of the samples a grid search might use to find an optimal hyperparameter
solution.
Figure 5.3 |  An example of the samples a random search might use to find an optimal
hyperparameter solution.
Figure 5.4 |  An example of the samples a Bayesian optimization might use to find an optimal
hyperparameter solution. The descent method shown here has used a Gaussian process to attempt to
find the objective function maximum but has not done so particularly successfully. The method was
not tuned to try and increase performance, as it was just for illustratory purposes.
Figure 5.5 | Dragonn model training histories from each of the four generations. All models were
trained with identical training datasets and validated with epoch-consistent validation data. After
each epoch, a new population was generated by applying the genetic algorithms mechanism to
select perfomant genes in previous generations. In all generations many models lack any
classification ability, this is anticipated because, because of the scope of the hyperparameter search,
many of the models generated will be nonsensical, with extremely small data channels or near
complete dropout layers. However, we also see that our population size was enough for a
considerable number of performance models. With increasing generations, we see increasing
numbers of performant models, demonstrating that our genetic optimiser is operating as intended.
Figure 5.6 | Dragonn average metrics from each of the four generations. The blue line is the average
best model accuracy across its training run, The red line is the average model loss, the purple line is
the average number of epochs in a model’s training history, and the green line is the average model
fitness. These results are mostly as all average metrics improve with increasing generation count, the
drop in loss is particularly impressive, but this probably corresponds to the shedding of extremely
poorly designed models after the first epoch. Accuracy is slowly improving, as the number of
performant models increases, and with it the average number of epochs in a model’s training
history. Within increasing numbers of performant models comes increasing numbers of models that
can perform better than their last epoch after further training.
Figure 5.7 | Efficiency curves of the top performing model from the population of Dragonn trials.
The curves maintain high accuracy at low FARs, though their performance a high SNRs above 10 is
worse, never reaching a 100% accuracy, their performance at an SNR of 6 is considerably greater. It is
hypothesized that this is due to an inoculation effect generated by the erroneous injection of WNB
glitches into the dataset during the first generation. Top: Efficiency curve using a threshold
calibrated to a FAR of 0.1 Hz. Middle: Efficiency curve generated using a threshold calibrated to a
FAR of 0.01 Hz. Bottom: Efficiency curve generated using a threshold calibrated to a FAR of 0.001 Hz.
Figure 5.8 | MLy Coincidence Model developed with Dragonn [28].
Figure 5.9 | MLy Coherence Model developed with Dragonn [28]. 
Figure 6.1 | The process of conditioning text data for input into a deep learning model. Text data is
not intrinsically digestible by artificial neural network models, as artificial neurons can only process
numerical inputs. Therefore, in order to apply deep learning models to text data, we must have some
method of converting the data into a numerical format [55]. Transformers expect a sequence of
same-length vectors forming an input matrix, 𝑿. This diagram shows the process of converting text
data into an input matrix. Typically, this conversion is completed in three steps, tokenization,
vectorisation, and embedding. However, often, and in the case of the first described transformer
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model, vectorisation and embedding occur simultaneously and are often labelled simply embedding
[56]. This is the method depicted in the diagram. In the example, we see the sentence “The quick
brown fox jumped over the lazy dog.” as it is prepared for ingestion by an NLP model. Tokenisation
is the process of splitting one contiguous sequence of characters into a number of unique discrete
tokens, 𝑁 . This can be done at multiple levels but is usually done at the scale of words. Sometimes,
especially with longer words, words can be split into multiple tokens, as is seen in this example
where the word “jumped” is split into “jump” and “ed” [55]. There are numerous algorithms to
achieve this, which will not be discussed in detail. Every word, or word subset, within the training
dataset, should have a unique token ID. Before running inference on new text data, that data must be
tokenized, and each word in the new data will be mapped onto an existing token ID that was
generated during the initial tokenisation process. Often some information-low words, known as
“stop words”, and punctuation are removed during the tokenisation process [55]. In the example
shown, the words “The”, and full stops are removed from the input string. During vectorisation,
each token is assigned a numerical vector, and embedding ensures that this vector is transformed
into a meaningful vector space to allow for easier interpretation by the model. There are a number of
methods to achieve both of these steps, some of which are simultaneous. In the example shown, each
token ID is associated with a vector of tunable weights, as was the case in the first transformer
paper. These vectors are randomised at the start of training, but as the process continues, they
become tuned to values that represent the information contained by the tokens. In this manner, the
vectorisation and embedding steps occur at the same time.
Figure 6.2 | Different embedding possibilities to discretise and embed gravitational-wave time-series
data. Upper: “Chunking” method of discretisation, where the input time-series is split into 𝑁  equal-
length segments which can be fed into an attention-based model. This method would seem to have
the disadvantage that it could split the waveform at any point, leading to chunks with very different
waveform content depending on the waveform offset; it also assumes that the innate interferometer
output vector is a good embedding for the attention mechanism, which is not necessarily true.
Middle: Embedding with dense layers, this setup is similar to the chunking method, but it applies one
or more dense layers to each chunk so that the model can learn an embedding that will be better
adapted to the attention mechanism in subsequent layers. Since the parameters of the dense layers
are repeated for each chunk, this method is equivalent to a convolutional layer with 𝑁  filters and no
overlap, where 𝑁  is the size of your embedded vector output. Lower: Embedding with convolutional
layers. This type of embedding involves creating feature maps of the input vector using a
combination of convolutional and/or pooling layers. It is the equivalent of attaching a CNN head at
the front of your model. The output of a 1D CNN would be a 2D matrix where one dimension, the
depth, is different features, and the other is time. This can then be split into discrete vectors by
splitting it along the time dimension to create vectors of features with length equivalent to the
number of features.
Figure 6.3 | A “Bag of words”. Without ordinality, the meaning represented by this sentence
becomes significantly harder, if not impossible, to parse. If we had not already seen this sentence
then we would not know if the fox was lazy or quick, or rather if it were the dog that was lazy or
quick, and just who is jumping over whom? There are NLP models that are designed to use a bag of
words as inputs, but it is easy to see that much information is lost when word order is discarded,
thus we can infer that the order and position of the words contain a significant amount of
information. The same can be true for time series, a CBC signal that contains a merger, an inspiral,
and a ringdown, in that order, can probably be discounted as a glitch, but if we feed it in as a bag of
words model, there could be no distinction between this and the expected arrangement.
Figure 6.4 | Generation of query, key, and value vectors for each element in the input sequence of
length, 𝑁 . Before attention scores are calculated, each input vector, �⃗�𝒊 is multiplied by the learned
query, 𝑾𝒒 , key, 𝑾𝒌, and value, 𝑾𝒗, weights projection matrices to produce a query, ⃗𝒒𝒊, key, �⃗�𝒊,

xxi



and value ⃗𝒗𝒊 vector for the input element, �⃗�𝒊. This operation is equivalent to the multiplication of
the projection matrices and the input matrix, matrixn(X), to produce the query, 𝑸, key 𝑲, and value
𝑽  matrices. The key takeaway is that the only tunable parameters are contained in the weights
matrices, which act as projection functions to convert the input vector into functional vectors.
Figure 6.5 | Illustration of example query, key, and value vectors generated for the sentence “The
quick brown fox jumped over the lazy dog.”. After tokenisation and embedding, each vector in the
embedded input sequence generates its own query, key, and value vector. Which together form
query, key, and value matrices.
Figure 6.6 | Illustration of the operation of how the alignment function utilizes the query and key
vectors to produce alignment scores for each sequence element. In dot-product attention [57], this is
achieved using Equation 6.7. Note that the numbers used here are for illustratory purposes only and
not extracted from a real model.
Figure 6.7 | Illustration of how the alignment scores are used to scale the respective value vectors
for each sequence element, and are then summed to produce a new vector that contains global
information embedded contextually. Each value vector is multiplied by the respective score, and then
these scaled elements are summed together to produce the new vector.
Figure 6.8 | Illustration of the operation of a single attention head. Here a very small three-element
sequence is examined. Each element of the original input sequence is coloured differently, in red,
green, and blue. All vectors and scalars associated with an input element are coloured similarly. The
output sequence vectors are coloured with a mix of the input colours to show their new information
content which consists of distilled global information. More detailed descriptions of the processes
shown can be found in Figure 6.4, Figure 6.6, and Figure 6.7.
Figure 6.9 | Upper: Alternate method of visualizing attention mechanism as a network diagram.
Although this is more similar to how networks have been displayed elsewhere in the thesis, it might
obfuscate some aspects of the reasoning behind the attention layer operation. As in the Figure 6.8,
this illustrates the operation of the attention mechanism on a sequence of length three, with each
input vector coloured differently, in red, green, and blue. In this representation, the projection
matrices, 𝑾𝒒 , 𝑾𝒌, and 𝑾𝒗, are represented as dense layers, which are applied to each of the
column vectors that comprise the input matrix in turn. It should be noted that although the dense
layers are coloured differently as they are applied to each input element, this is just to show the
different data flows, the weights are maintained by each application of each dense layer. The key,
query, and value-dense layers, however, have different weights, and notably, no activation function,
as they are just supplying a linear mapping rather than any more complex behaviour. Lower:
Abstraction of a single attention head layer, that will be used in future diagrams of models which
contain attention layers, in order to limit diagram complexity.
Figure 6.10 | Upper: Network diagram of multi-attention head. Similar to how multiple
convolutional kernels work in tandem in convolutional layers, multiple attention heads work
together in multi-attention heads to focus on different information aspects of the input vector. These
are then concatenated along the feature axis before finally being multiplied by a further weights
matrix, here shown as a dense layer, which serves to mix the output of the different heads and to
reshape the output to a desired size. Lower: Abstraction of a multi-head attention layer, that will be
used in future diagrams of models which contain attention layers.
Figure 6.11 | Typical attention block comprising multiple layers. Residual attention blocks vary in
design between architectures but usually maintain the consistent elements shown. The skip
connection is here represented by the encircling arrow, which shows that the input of the block is
fed to the output before it is returned. There are also several regularisation methods present, batch
normalisation, and dropout which help to reduce overfitting and ensure that values within the
network remain bounded. Finally, the addition of dense layers and activation functions ensures that
non-linear computation can be performed. Sometimes, if a reduction in total model parameter count
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and inference time is required, convolutional layers can be used in place of dense layers. The
question marks indicate user-selectable hyperparameters.
Figure 6.12 | The transformer model described by Vaswani et al. [56]. This encoder-decoder
architecture can be used to generate predictions of the next token in a sequence. In the case of [56],
this sequence was natural language.
Figure 6.13 | Skywarp pure attention model with dense embedding. This model architecture was
used to test the purest application of attention layers to the detection problem by removing any
convolutional layers within the model. The single convolutional layer was employed to increase the
input dimensionality of the sequence elements from 16 to 128; this was necessary in order to add
positional encoding of the appropriate size. Without positional encoding, models were almost
impossible to train. The other hyperparameters were obtained using a rough trial-and-error search
of the parameter space. Using a more sophisticated hyperparameters search, though a desired goal,
proved difficult due to the increased computational requirements of attention-based models over
CNNs. (Attention layer’s memory usage scales approximately quadratically with input
dimensionality, 𝑁 : 𝑂(𝑁2) [58] similar to dense layers, as opposed to CNNs, which scale linearly
with input dimensionality, 𝑁 , and the number of filters, 𝐹 , in the layers: 𝑂(𝑁 × 𝐹) [59], so we
encountered so difficulty fitting attention models in memory compared to CNNs.)
Figure 6.14 | Skywarp convolutional attention with convolutional embedding. This model
architecture was employed to test if a convolutional embedding scheme, using the proven CNN
architecture of Gabbard et al. [53] embeds the input into feature maps which could then be input
into attention layers. We have the greatest success with this model variety, again hyperparameters
were manually tuned, so it is expected that with a more thorough hyperparameter investigation, a
superior model could be found.
Figure 6.15 | Model False Alarm Rate (FAR) vs score threshold required to achieve that false alarm
rate for the three Skywarp models and the recreated CNN model from Gabbard et al. [53] The four
models display notably different FAR curve profiles, though it is important to note that a lower curve
on this plot will not necessarily translate to model performance as it says nothing about the True
Positive Rate, a classifier that labels everything as noise, for example, would be entirely flat on this
plot, but would remain useless. Still, there is a notable difference between the curves, the pure
attention model, consistently requires a much higher score threshold than the other three models,
which will be seen in its poor efficiency performance.
Figure 6.16 | Efficiency curves of the Skywarp models and the recreated model from Gabbard et al.
at different False Alarm Rates. For each of the 4 models trained, 61 efficiency tests are performed at
evenly spaced optimal SNR values between 0 and 15. For each test, 16384 examples with signals of
the relevant SNR are examined by the model. The most evident distinction is between the pure
attention model utilizing dense embedding, and the other models, which are either purely
convolutional or have a convolutional head. There is considerably less distinction between the other
three models, which appear statistically indistinguishable at FARs of 10−1 Hz and 10−2 Hz. A slight
advantage may arise between the combined attention-convolution model and the other two
competitive models at the 10−3 Hz, which is perhaps the strongest evidence of an advantage, but
this small difference is still too small to draw any definite conclusions of improved efficacy. At 10−4

Hz, the difference is much more apparent, but we are approaching 32-bit precision limits, so it is
unclear exactly how seriously we should view these results. The efficiencies at this low FAR are also
considerably reduced, reducing the appeal of the use of these models at this FAR. First: Efficiency
curves at a FAR of 10−1 Hz. Second: Efficiency curves at a FAR of 10−2 Hz. Third: Efficiency curves at
a FAR of 10−3 Hz. Fourth: Efficiency curves at a FAR of 10−4 Hz.
Figure 6.17 | Receiver Operator Curves (ROCs) generated for each of the four Skywarp models for a
variety of different SNR pools. The story demonstrated by these plots is very similar to what is
shown by the efficiency curves, Figure 6.16, albeit with less granularity. The pure attention model
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performs considerably worse than the other three models, which are nearly indistinguishable. The
pure convolution model has a slightly higher area under the ROC curve, primarily boosted by higher
efficiencies at higher false alarm rates and the combined convolutional-attention network achieves
higher accuracies at the lower FAR ranges, with the single-layer convolutional-attention network
somewhere between the two. First: ROC generated with a pool of signals with optimal SNRs drawn
uniformly between 8 to 20. Second: ROC generated with a pool of signals with optimal SNRs of 12.
Third: ROC generated with a pool of signals with optimal SNRs of 10. Fourth: ROC generated with a
pool of signals with optimal SNRs of 8. Fifth: ROC generated with a pool of signals optimal SNRs of
6.
Figure 7.1 | Two illustrative examples of 1the example used to train CrossWave, the upper
demonstrates the single signal case, the lower the multiple signal case. Since the real data used to
train CrossWave was unwhitened, it is not easy to parse by eye. Thus, as an illustrative example,
these two examples are shown in whitened data generated using cuPhenom and GravyFlow. The
example duration has also been cropped from 16 s to 5 s, since the merger times never have a
separation greater than 2 s this is ample as an example. Both examples show time series from both
detectors, simulating LIGO Livingstone and LIGO Hanford. Upper: Single waveform injected into
noise drawn from the two LIGO detectors. Lower: A pair of waveforms injected into noise drawn
from the two LIGO detectors. The waveforms are always injected with merger times less than 2 s
distant.
Figure 7.2 | Classification error of Overlapnet output when fed validation examples, plotted with
signal A optimal network SNR and signal B optimal network SNR. A total of 4 × 104 validation
examples were used to produce this plot. All examples consist of two-channel synthetic detector
noise generated by colouring Gaussian white noise with the LIGO Hanford and LIGO Livingston
aLIGO design specifications. Half the validation examples were injected with one each of 2 × 104

IMRPhenomTPHM waveforms with no repetitions, these are the single injection examples, which
only contain Signal A. In these cases the SNR of signal B is always zero, these signals are seen
arranged along the bottom of the plot. The other half of the examples consist of two each of the
same 2 × 104 IMRPhenomTPHM waveforms with two repeats of the same pairs of signals injected
into different noise realizations. A model score near one indicates the model has determined that the
example has two hidden signals and a score near zero indicates that the model thinks the example
has only one hidden signal. The classification score error shows the difference between the ground
truth value and the predicted model output. Therefore an error nearer zero indicates good model
performance, and an error nearer one indicates poor model performance. Assuming a classification
threshold of 0.5 we can see that the model can successfully classify almost all single examples, and
can successfully classify most pairs of signals when the Network SNR of both signals is above an
optimal SNR of ten. We note that although classification is achieved in most cases, there is still
substantial error in many cases, though mostly below the threshold required for an inaccurate
classification, 0.5. It is theorised that this is because the model is trained with many examples of
pairs of detectors with one low SNR that are hard to distinguish from single detectors with one
signal. This confusion could add considerable uncertainty to the model predictions, and it is
recommended that if this project were to be repeated the minimum SNR threshold for both of the
signals should be increased. When either of the optimal network SNRs of one of the signals falls
below 10, the rate of classification error increases in a curve that is consistently shaped with the
detection efficiency curves discussed in previous sections. This is anticipated — in the case that one
of the SNRs becomes low, the signal will appear to look like a single signal as the other signal
becomes hard to distinguish. In the case where both signals have a low SNR, both signals are hard to
distinguish and it becomes difficult to differentiate between a single hard to identify signal and
multiple hard to identify signals. In this latter case, where both signals have a low SNR, the model
appears to favour classification as a single signal rather than double. It is hypothesized that this may
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be because the pairs and single examples were not normalized to have consistent excess power,
meaning that the total excess power contained in the set of all two signal examples will be double
that of the total excess power in all single signal examples. This might bias the network to associate
low excess power with single signal examples. Left: Full validation results. Right: Zoomed result for
increased detail below optimal network SNRs of 50.
Figure 7.3 | Overlapnet pair efficiency plots created from the combined overlapnet validation data
pool using rolling averages with a window of 1000 and plotting every 100th average value. This plot
gives an approximate comparison to the efficiency plots generated in the detection cases; although
generation was done with a rolling average over a pool of logarithmically distributed SNRs rather
than with pools of discrete SNRs at specific test SNR values that have been used previously in the
detection cases. Also note that this plots the model output score, rather than the percentage of cases
which fall above a calibrated SNR threshold. These efficiency plots show the relationship between
the SNR values of one of the signals and the model prediction. One of the five lines gives the rolling
average model score when the validation results pool is sorted by minimum SNR value. This is
perhaps the most useful of the four lines as it is the bottleneck in classification ability. It reaches a
classification score of 1.0 at a minimum optimal network SNR of around 37. It remains above 0.9 for
SNRs above 19 and increases slowly until 37. This separates it from the detection case and is
presumably because there are extra factors not accounted for on this plot, primarily the SNR of the
second signal, but also things like the parameter space difference of the two waveforms and the
merger time separation of the two waveforms, which could both add increased difficulty without
being visible on the efficiency plot. Two of the lines plot the rolling average model score when
plotted with the SNR of one of the two signals, signal A and signal B. Signal B always arrives before
signal A. The similarity between these lines shows that it is unlikely there is any bias between
whether signal A has the lower SNR or signal B. The maximum scores achieved by these lines are
less than the minimum, as there are always low SNR signals in the average used to calculate this.
The last of the four pair example lines shows the moving average when the validation pool is sorted
by the maximum SNR of the two injected signals. This is the lowest still, as it is more likely that the
uncounted-for signals have low SNR. Lastly, we show the single signal SNR scores. Unlike the other
signals, a lower score is better in this case, as a model prediction of zero indicates the lack of a
second signal. We see that at low SNRs this score is lowest; this is expected as there are considerably
more low SNR single signals in the dataset than pairs of signals, and this supports our hypothesis
that the network is using excess power as a differentiation method. Above an optimal network SNR
of 18 the classification score plateaus at an average of 0.2, as stated previously it is believed this is
induced through confusing examples in the training dataset where it is almost impossible for the
network to determine between a pair of signals where one signal has a low SNR and a single signal,
teaching the network to guess with some uncertainty in all apparent single signal cases. We also see
a slight decrease in prediction accuracy as SNR increases, again this probably results from the excess
power bias. From this plot we can conclude that as expected the lowest SNR signal in the pair is the
largest factor in model efficiency, but that other factors are probably also relevant.
Figure 7.4 | Overlapnet classification results plotted against the time elapsed in seconds between the
arrival of the merger of signal B and signal A. The coloured circles represent individual validation
classification results colour-coded for visual clarity. The red line is the moving average model
prediction error at the stated time separation with a window of 500 validation examples. Only pairs
are plotted, as single examples have no time separation. We see that for time differences above 0.8 s
the separation has little effect on the average prediction error. Between 0.2 s and 0.8 s there is a slight
but notable increase in error, and below a merger time difference of 0.2 s there is a more notable
uptick in error. It appears that this uptick at lower time separations is mostly caused by signals that
have very low separation (< 0.1 s) — this seems to be the only significant predictor of model
performance, other than this, and the small decrease in performance below 0.8 s the classifier seems
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to work with equal efficiency across time separations. This is perhaps less of a correlation than
might be expected, but it demonstrates that only very close signals are problematic if at detectable
SNRs. This is a good sign for the chances of developing a useful classifier.
Figure 7.5 | Overlapnet classification results compared with the mass parameters of the constituent
waveforms. Left: Overlapnet classification scores plotted with source chirp masses for signal A and
signal B. There appears to be some correlation between lower chirp masses and poor model
performance, however, because there are highly performing examples even in cases where both
chirp masses are low we can conclude that this does not explain the entire picture. It is
hypothesized, that this correlation is primarily caused by the fact that lower chirp masses are more
likely to produce a low SNR signal. If two sources were at the same luminosity distance but one had
a higher chirp mass, the higher chirp mass would have a louder SNR (assuming identical detector
noise conditions, sky localization, and signal polarisation). This hypothesis is supported by the lower
model performance of single signals at higher chirp masses, as we have seen that single signal
classification is slightly worse at higher SNRs. Right: Overlapnet classification scores plotted with
source mass ratio for signal A and signal B. This plot shows that there is very little, if any correlation
between the mass ratio of the two signals, and model performance. This continues to show that
signal morphology does not make a decisive difference in classification ability, which is primarily
determined by the minimum SNR of a signal in the pairs, and secondarily weakened if the signals
have a very small time separation.
Figure 7.6 | Illustration of the action of a single cross-attention head. In contrast to a self-attention
head, a cross-attention head takes two sequences as input: a querier sequence, and a queried
sequence. The queryier sequence is converted into query vectors with a learned weights matrix, and
the queried sequence is converted into key and value vectors. The rest of the attention mechanism
functions identically to self-attention but uses query, key, and value vectors that originate from
different sources. For more details on the self-attention mechanism see the description in
Section 6.1.3.
Figure 7.7 | Illustration of two trivial autoencoder architectures, one using only dense layers, the
other using convolutional layers. Both networks have very few neurons and would likely not see use
in any real practical application but are presented for illustration only. Autoencoders consist of an
encoder that performs dimensional reduction on an input vector to reduce its dimensionality to a
smaller latent space and produce a latent vector, this latent vector is then processed by the decoder
which attempts to perform the inverse operation and reconstruct the original input image, or a
slightly altered version of the input, for example a denoised version of the original input. Often the
decoder is simply an inversed version of the encoder, which introduces the concept of transposed
convolutional layers which perform the inverted operation of convolutional layers. Upper:
Illustrative dense layer autoencoder with a two-layer encoder and a two-layer decoder. The latent
space of this autoencoder has two dimensions meaning the dimensionality of the input vector has
been reduced from five down to two Lower: Illustrative convolutional autoencoder with a two-layer
encoder consisting of convolutional layers and a two-layer decoder consisting of transposed
convolutional layers. The latent vector of this autoencoder has four elements, which means there has
only been a reduction of one element between the input vector and the latent space.
Figure 7.8 | Diagram of the network structure of the smaller of the two trialled CrossWave models.
Both the CrossWave models have a novel structure with denoising heads, and feature extraction
layers adapted from Gabbard et al. [53], as well as utilization of cross-attention layers. The denoising
heads are composed of an autoencoder structure, with one for each input detector. In this case, we
have used simulated inputs from the LIGO Hanford and LIGO Livingston detectors so there are two
autoencoding heads. Each autoencoder has independently trained weights. It is envisioned that
during network training these will adapt individually to the peculiarities of the noise in its given
detector, and, due to the shared weights utilized by the feature extractor, learn to output a
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standardized denoised version of the input from each detector, although it is expected this will not
be a perfect correlated to a denoised detector stream since the autoencoders were not independently
pre-trained before training of the larger model. After the autoencoding heads, several feature-
extracting layers also adapted from Gabbard et al. [53] are used to embed the autoencoder outputs
into two sequences that can be ingested by the attention layers. It is imagined, that because these
feature-extracting layers share weights between detectors, they will map the output of the denoising
layers into a shared latent space that can be interpreted similarly by the attention layers, and is
therefore useful for cross-attention between detectors.

The core of the small CrossWave model utilizes a repeating block of self-attention layers applied
repeatedly to each detector data stream, much like in the Skywarp transformer. These blocks are
repeated three times. This repeating self-attention layer should help the model understand the global
context of the data within each detector. After completion, these data streams are combined in a
cross-attention block, and then processed by two dense layers to give the final regression output
scores. This model was trialled and was somewhat performant, but the application of the cross-
attention in this method was causing a lot of information to be lost, so the model was abandoned in
favour of the larger variant shown in Figure 7.9.
Figure 7.9 | Diagram of the network structure of the larger of the two trialled Crosswave models.
Both the CrossWave models have a novel structure with denoising heads, and feature extraction
layers adapted from Gabbard et al. [53], as well as utilization of cross-attention layers. The denoising
heads are composed of an autoencoder structure, with one for each input detector. In this case, we
have used simulated inputs from the LIGO Hanford and LIGO Livingston detectors so there are two
autoencoding heads. Each autoencoder has independently trained weights. It is envisioned that
during network training these will adapt individually to the peculiarities of the noise in its given
detector, and, due to the shared weights utilized by the feature extractor, learn to output a
standardized denoised version of the input from each detector, although it is expected this will not
be a perfect correlated to a denoised detector stream since the autoencoders were not independently
pre-trained before training of the larger model. After the autoencoding heads, several feature-
extracting layers also adapted from Gabbard et al. [53] are used to embed the autoencoder outputs
into two sequences that can be ingested by the attention layers. It is imagined, that because these
feature-extracting layers share weights between detectors, they will map the output of the denoising
layers into a shared latent space that can be interpreted similarly by the attention layers, and is
therefore useful for cross-attention between detectors.

The core of the larger CrossWave block contains both self-attention blocks and cross-attention
blocks in each iteration, this means that the model can compare data streams from both detectors
multiple times, each time adding extra relevant information from the other detector into that
detector’s branch. Also, since the cross-attention is being performed in both directions, no
information is lost as it was in the small model. Again, these blocks are repeated three times. After
the repeating blocks, rather than using a cross-attention block to combine the branches, the outputs
from each branch were concatenated before being fed into the dense tail, which then produced the
final regression outputs.
Figure 7.10 | CrossWave merger time prediction error of Signal A, upper left, and Signal B, upper
right. Compared to the classification results, the merger time errors look more consistent. This is
primarily because the model output is not restricted between one and zero like it is in classification,
so a few outliers with very high errors saturate the colour map. Given this, we have also plotted the
same results with all examples that have errors greater than 0.25 s removed, for a more granular
view of the bulk of the regression prediction errors. These are the lower two plots. In these focused
plots, we can see that a significant number of results have a regression error of less than 0.1 s, which
could be helpful to aid a secondary parameter estimation method. On these lower plots, there is also
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a notable difference between the average error on signal A merger time predictions, and the average
error on signal B merger time predictions, with a higher average error on signal B. It is unclear
exactly why this is the case, but we speculate that this is because signal B arrives first in the
detector, meaning that the inspiral of signal A can interfere significantly with signal B, whereas the
opposite is only the case when the merger separation is very small. It is also possible that
sometimes, signal A can be misclassified as signal B. We would expect this latter confusion to have
some correlation to SNR, but this does not seem to be the case. It could also be due to the
aforementioned normalisation error reducing model training efficacy for signal B merger time
predictions. Interestingly, the relationship between signal SNR and regression error appears low.
This suggests that the substantive cause of regression error lies elsewhere, we plot additional
comparisons to further investigate.
Figure 7.11 | CrossWave rolling average merger time prediction error plotted when ranked by
different SNR combinations. Since the model now has two outputs, one for each merger time in the
input example, a plot was generated for each merger time prediction. A plot showing signal A
merger time prediction on the left, and a plot showing signal B merger time prediction on the right.
At low SNR, the error is dominated by the SNR in the given signal, which is anticipated — a low SNR
in a given signal would, evidently, make it difficult for the model to detect, and hence, estimate the
merger time, of that signal. We can also see the notable difference in average prediction error
between the upper signal A plot and the lower signal B plot. Interestingly, we see that the error on
the signal B merger time increases when the SNR of signal A is higher. This seems to be the case
regardless of the SNR of signal B. Since signal B always arrives first in the detector, this could be
because a loud signal A inspiral obfuscates the presence of signal B, rendering the signal B merger
time hard to identify.
Figure 7.12 | CrossWave merger arrival time prediction errors compared with the time separation
between signal A and signal B merger arrival times in the LIGO Hanford detector. Left: Error on
signal A merger time prediction compared with the time separation between the two mergers. Right:
Error on signal B merger time prediction compared with the time separation between the two
mergers. The colour of the plotted examples depicts the absolute error between the model prediction
and the ground truth value, and the red line shows the rolling average absolute prediction error. For
both merger times, we can see a spike in erroneous merger time predictions when the time
separation is near zero. This is similar behaviour to what is seen in the classification examples. It is
also expected here, since if the mergers are hard to distinguish from each other it will be difficult to
determine the specific merger times. An asymmetry arises in which way the model will incorrectly
predict the merger, in signal A, defined as the second to arrive in the detector, the model often
predicts the signal will arrive later than it does, and for signal B, the model often thinks it will arrive
earlier than it does. Since B always arrives first, these are logical assumptions for the model to make
in both cases. In both cases, we also see lines of erroneous predictions where the model error equals
the time separation. These are believed to be cases where the model believes signal A to be signal B
and vice versa. This line is more pronounced for signal B errors, suggesting that signal B’s are more
commonly mistaken for signal A’s than the other way around.
Figure 7.13 | CrossWave signal merger time parameter estimation results. Each pair of plots shows
the merger time estimate of signal A (left) and signal B (right). For each validation example, the
ground truth value is represented on the x-axis, and the model prediction is on the y-axis. Each
represents the signal merger time in seconds. The colour of each circle depicts the absolute
difference between the ground truth value and the model prediction, which will be zero if the point
falls on the line of 𝑥 = 𝑦, which is also shown on the plot as a dashed grey line. Due to an error in
label normalisation, some ground truth values for signal B were less than zero. Unfortunately, due to
the choice of loss function used for the regression (ReLU), the model could not output predictions
below zero, this meant that it was unable to predict these values correctly. This error may have
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interfered slightly with the rest of the training process, however other than its inability to classify
these examples, there does not seem to be a significant reduction in the performance of classification
of signal B merger times. Validation examples with round truth values below zero, and their
associated predictions have been omitted from signal B plots for visual clarity. If training were to be
repeated this error could be easily rectified, either by correcting the normalization or by altering the
choice of activation function. Upper Left: Predicted against actual signal A merger time in the
simulated LIGO Hanford output. Upper Right: Predicted against actual signal B merger time in the
simulated LIGO Hanford output. Lower Left: Predicted against actual signal A merger time in the
simulated LIGO Livingston output. Lower Right: Predicted against actual signal B merger time in the
simulated LIGO Livingston output.
Figure 7.14 | CrossWave companion mass parameter estimation results. Each pair of plots shows the
companion mass estimates of signal A (left) and signal B (right). For each validation example, the
ground truth value is represented on the x-axis, and the model prediction is on the y-axis. Each
represents the companion mass in solar masses. The colour of each circle depicts the difference
between the ground truth value and the model prediction, which will be zero if the point falls on the
line of 𝑥 = 𝑦, which is also shown on the plot as a dashed grey line. After the merger time
predictions, the mass plots show the greatest promise, able to predict component masses with a
moderate degree of accuracy. Without a comparison to another parameter estimation method, it is
unclear exactly how much use these results can be. Upper Left: Predicted against actual signal A
companion 1 mass. Upper Right: Predicted against actual signal B companion 1 mass. Lower Left:
Predicted against actual signal A companion 2 mass. Lower Right: Predicted against actual signal B
companion 2 mass.
Figure 7.15 | CrossWave regression results for the dimensionless spin components of the two
companions in each binary merger, A and B. The left plots show the parameter extracted from
merger A, whereas the right results show the same parameter extracted by CrossWave from merger
B. The plots show the ground truth value of the dimensionless spin component plotted against the
predicted value of the dimensionless spin component. The colour of each validation example
indicates the difference between the ground truth and the predicted value, in this case, equivalent to
the distance the point is from the line of 𝑥 = 𝑦. The results are in the following order from upper to
lower:

1. Mass 1 Spin Component X [Left: Signal A, Right: Signal B]
2. Mass 1 Spin Component Y [Left: Signal A, Right: Signal B]
3. Mass 1 Spin Component Z [Left: Signal A, Right: Signal B]
4. Mass 2 Spin Component X [Left: Signal A, Right: Signal B]
5. Mass 2 Spin Component Y [Left: Signal A, Right: Signal B]
6. Mass 2 Spin Component Z [Left: Signal A, Right: Signal B]

There appears to be little difference in classification ability between signal A and signal B. The X and
Y components show no classification ability, with the model finding an approximate output value to
omit for all validation examples. It was known that extracting the spin parameters from the injected
signals would be a challenging task, so this is anticipated. The model appears to show limited
classification ability for the Z components, with the Z component for the more massive companion
extracted with a stronger correlation than the lower mass companion, for which CrossWave shows
only very slight predictive ability.
Figure 7.16 | CrossWave model predicted luminosity distance vs ground truth luminosity distance
of simulated BBH waveforms. Left: Predicted signal A luminosity distance. Right: Predicted signal B
luminosity distance. The colour of each example point indicates the difference between the predicted
and the ground truth value for that example. These plots indicate that there is almost no correlation
between the predicted luminosity distance and the ground truth value. The model outputs a very
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similar value independent of luminosity distance, it is unclear whether this inability arises from a
problem with model training and/or data processing, or whether luminosity distance is too difficult
for the model to determine because of degeneracy with other parameters such as inclination. 
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IV List of Tables
Table 2.1 | Dimensionless coupling constants for the four fundamental forces of nature. These
coupling constants are dimensionless values normalised to the strongest of the forces, the strong
nuclear force. The coupling constants illustrate the weakness of the gravitational force compared to
the other three fundamental forces of nature [60], as they determine the strength of their respective
forces. The specifics of why this is the case are not discussed here, as that is outside the scope of this
work, but even without a deep understanding, it is clear that gravity is by far the weakest of the
forces.
Table 3.1 | Problems often solvable by artificial neural networks and their associated activation and
loss functions. This table demonstrates the most commonly used activation and loss functions for
several common problem types that machine learning attempts to solve. The activation functions
listed are described in Section 3.1.5, whereas the loss functions were described in this section
Section 3.1.6. MSE is an abbreviation of Mean Squared Error, and MAE is an abbreviation of Mean
Absolute Error.
Table 4.1 | The frame, channel, and state flags used when obtaining data from the respective
detectors during the 3rd observing run (O3). This data was used as obfuscating noise when
generating artificial examples to train and validate artificial neural network models throughout this
thesis. It should be noted that although the clean channels were produced offline in previous
observing runs, the current observing run, O4, produces cleaned channels in its online run, so using
the cleaned channels during model development ensures that the training, testing, and validation
data is closer to what would be the normal operating mode for future detection methods.
Table 4.2 | A non-exhaustive table of possible data conditioning modes. Feature engineering is often
used in order to simplify a problem before it is presented to a machine learning model. There are
many ways we could do this with gravitational-wave data. Presented are some of the most common.
Each is described in more detail in Section 4.2.7.
Table 4.3 | The common training and dataset hyperparameters shared by the CBC and Burst
perceptron experiments. Note that the scale factor here refers to the factor used during the upscaling
of the CBC waveforms and real interferometer noise from their extremely small natural dimensions
to make them artificial neuron-friendly. This is done both to ensure that the input values work well
with the network activation functions and learning rates, which are tuned around values near one,
and to reduce precision errors in areas of the code that use 32-bit precision, employed to reduce
memory overhead, computational cost and duration. Data acquisition batch duration is a parameter
of the GravyFlow data acquisition module [61]. For speed, the GravyFlow data acquisition system
downloads data in larger segments than is required for each training batch, then randomly samples
examples from this larger segment to assemble each training batch. The data acquisition batch
duration determines how long this larger batch is. Smaller values will result in a more evenly mixed
training data set and a lower overall GPU memory overhead but will be more time-consuming
during the training process.
Table 4.4 | A comparison of results from the literature, red values indicate the significant feature of
the study. Note: Some accuracy values are extracted from plots by eye, so substantive error will have
been introduced. Some results were not included as they did not state comparable performance
metrics. 
Table 5.1 | Possible Dataset Hyperparameters. These are parameters that alter the structure and
composition of the dataset used to train our model. None of these parameters were selected for
inclusion in our hyperparameter optimization test, in order to decrease convergence time.
Parameters with a superscript symbol become active or inactive depending on the value of another
parameter for which that symbol is contained within brackets. Range entries are left black for
hyperparameters not included in our optimisation, as no ranges were selected for these values.
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Table 5.2 | Possible training hyperparameters. These are parameters that alter the training
procedure of the model. None of these parameters were selected for inclusion in our hyperparameter
optimization test, in order to decrease convergence time. Parameters with a superscript symbol
become active or inactive depending on the value of another parameter for which that symbol is
contained within brackets. There are different optimiser parameters that could also be optimized
depending on your choice of optimiser, for example, values for momentum and decay. It is not
typical to optimise your choice of loss function for most tasks, but some are possible with a range of
loss functions, such as regression, which could benefit from optimisation of this parameter. Range
entries are left black for hyperparameters not included in optimisation, as no ranges were selected
for these values.
Table 5.3 | Possible architecture hyperparameters. These are parameters that alter the architectural
structure of the model, or the internal structure of a given layer. All these parameters were selected
for optimisation. Parameters with a superscript symbol become active or inactive depending on the
value of another parameter for which that symbol is contained within brackets. For each of the 𝑁
layers, where 𝑁  is the value of the number of hidden layers gene, a layer type gene determines the
type of that layer, and other hyperparameters determine the internal function of that layer.
Table 5.4 | The top ten models in any of the populations throughout the genetic optimisation
process, out of a total of 800 trial solutions, 200 at each epoch. Unexpectedly, the three top-scoring
models when ranked by fitness, the very metric our optimization method is attempting to optimise
are in the first generation. The first generation of a genetic optimisation search will alone act as a
random search, so it is perhaps not unsurprising that it has some ability to find good solutions,
however, we would expect better solutions to arise out of on average better-performing populations.
This could perhaps be a result of our very low epoch count, or a statistical fluke. If it were the latter,
however, it would seem very unlikely that the top three spots were taken by a first-generation
model. The other option is that there was some asymmetry between the generations.
Table 6.1 | The training and dataset hyperparameters used in Skywarp experiments. This is very
similar to the data used for the burst and perceptron experiments seen in Section 4.3. Note that the
scale factor here refers to the factor used during the upscaling of the CBC waveforms and real
interferometer noise from their extremely small natural dimensions to make them artificial neuron-
friendly. This is done both to ensure that the input values work well with the network activation
functions and learning rates, which are tuned around values near one, and to reduce precision errors
in areas of the code that use 32-bit precision, employed to reduce memory overhead, computational
cost, and duration. Data acquisition batch duration is a parameter of the GravyFlow data acquisition
module. For speed, the GravyFlow [61] data acquisition system downloads data in larger segments
than is required for each training batch, then randomly samples examples from this larger segment
to assemble each training batch. The data acquisition batch duration determines how long this larger
batch is. Smaller values will result in a more evenly mixed training data set and a lower overall GPU
memory overhead but will be more time-consuming during the training process.
Table 6.2 | Accuracy results at different optimal SNRs from the four models tested at different FAR
thresholds. Scores in red are the highest results for that SNR threshold at that FAR, in the one case
where there is a tie, both scores are highlighted. With a very marginal lead, the single-layer
attention-convolution hybrid appears the be the best model at a FAR of 10−1 Hz, only losing out to
the CNN and deeper hybrid model by 0.1 percentage points at the highest SNR of 10. This is not a
particularly useful FAR range, however, and as we decrease the FAR, the deeper attention layer
seems to be victorious, but again the lead is quite small. This appears to show that the convolutional-
attention model may have a slight advantage at lower FARs. At the lowest FAR presented, 10−4 Hz,
the required score threshold for both convolutional-attention hybrid with the single attention layer,
and the pure attention model, have reached one, and therefore lack any classification ability. For the
remaining models, the required model score threshold is greater than 0.999, and although at this FAR
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the deep attention hybrid appears to be the clear winner, it is unclear whether victory at such a high
score threshold is meaningful, or simply due to statistical variance in model training and the
validation dataset. Although it should be noted that the lead is similar in all SNR bins, which were
created independently, so if it is statistical variance, it is suggested that it probably originates in the
training procedure.
Table 7.1 | Estimated overlap rates of BBH signals in current and future detectors, sourced from
Relton [62] and Relton and Raymond [63]. Presented error values are 90% credible intervals. Note
that these results, including past observing runs are estimates rather than real values, and are meant
only as an illustration of the probable difference in overlap rates between current and future detector
configurations. The number of overlapping signals, 𝑁overlap, anticipated within one year is
determined by the number of detections, 𝑁events, and the visible duration of those detections, which
are, in turn, affected by the detection range and lower frequency cut off the detector configuration in
question. We can see that although with the current and previous detector configurations an
overlapping event is extremely unlikely, it will increase with LIGO-Voyager to the point where we
would expect 6.3+7.7

−3.4 overlapping signals per year of observing time, and further increase with the
Einstein Telescope to the point where we would not expect any event to be detected without
components of other signals also present in the detector. Similar overlaps are expected for LISA and
Cosmic Explorer.
Table 7.2 | The training and dataset hyperparameters used in CrossWavea and Overlapnet
experiments.
Table 7.3 | Results of the CrossWave parameter estimation model. For each of the model’s outputted
parameters, a Mean Absolute Error (MAE) along with an 𝑅2 score is presented. The MAE indicates
the average magnitude of the errors between the model’s predictions on the validation dataset and
the corresponding ground truth values. It is a measure of average prediction accuracy, though it
doesn’t distinguish between overestimation and underestimation. The 𝑅2 score quantifies how well
the model’s predictions explain the variance of the ground truth values in the validation dataset. An
𝑅2 score of one signifies perfect prediction accuracy in the validation examples used. In contrast, a
score of zero suggests the model’s predictive capability is no better than simply using the mean
value of the validation examples. Negative 𝑅2 values indicate that the model performs worse than a
model that would always predict the mean, possibly signalling errors in the training process or
model selection. 
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V List of Listings
Listing 3.1 | Python [64] . Required imports to run subsequent code listings in this section. NumPy
[65] is used for its fast numerical CPU operations. TensorFlow [66] is used for fast numerical GPU
operations, machine learning functionality, and loading the Modified National Institute of Standards
and Technology (MNIST) dataset [12]. Bokeh [67] is used to plot figures.
Listing 3.2 | Python [64] . Function to load and prepare the MNIST dataset [12]. The MNIST dataset
[12] consists of many examples of handwritten Arabic numerals from one to nine. The images, x, are
reshaped, and the labels, y, are one-hotted [68].
Listing 3.3 | Python [64] . Function to initialise TensorFlow [66] tensors to store the artificial
neuron’s parameters, ⃗𝜽. In the case of MNIST [12] digit recognition, ten neurons are being trained,
so we have ten bias values, �⃗�, and the input images are of dimension 28 × 28 = 784. Therefore, our
weights matrix, 𝑾 , is shaped [784, 10].
Listing 3.4 | Python [64] . Function to perform the computation of artificial neurons in our single-
layer perceptron. Since TensorFlow [66] is natively vectorised, this function will calculate the output
of all our tensors simultaneously. This function performs the same operation described in
Equation 3.1, with a softmax function as the activation function, 𝑓 . Softmax activation functions are
described in Section 3.1.5.4.
Listing 3.5 | Python [64] . Function to compute the loss of the model. The loss function utilised in
this case is categorical cross-entropy loss, a loss function commonly used for multi-class, single-label
datasets. A more detailed description of the function of this loss function can be found in
Section 3.1.6.2.
Listing 3.6 | Python [64] . Function to execute a single training step. This function runs an example,
x  = �⃗�𝒕, through the model (usually multiple examples at once as explained in Section 3.2) and
computes the loss, loss  = 𝐿𝑀�⃗�𝒕�⃗�𝒕

( ⃗𝜽𝒕) of the output of that model, y_pred = 𝒚𝒕 compared with
the ground truth label of that example, y = ⃗𝒚𝒕. The gradients, gradients = �⃗�𝐿𝑀�⃗�𝒕�⃗�𝒕

( ⃗𝜽𝒕), are
automatically computed for each parameter by tf.GradientTape(), which produces a list of
gradients for the weights, w = 𝑾 , and biases, b = �⃗�, which are then used multiplied by the learning
rate η = 𝜂 and used to update the parameters, ⃗𝜽, for the next training step; see Equation 3.5.
Listing 3.7 | Python [64] . Function to execute multiple training steps across multiple epochs. This
function runs the function defined in Listing 3.6 for each example in the training_dataset, x_train,
and repeats this process for each requested epoch, num_epochs, updating the model parameters each
time. It returns the model parameters, W, b, and some metrics measuring the model’s performance;
see Equation 3.5.
Listing 4.1 | Python [64] . TensorFlow [66] graph function used by GravyFlow [61] to calculate the
PSD of a signal. signal is the input time series as a TensorFlow tensor, nperseg is the number of
samples per segment, 𝐿, and noverlap is the number of overlapping samples, 𝐷. TensorFlow has
been used in order to utilise GPU parallelisation, which offers a significant performance boost over a
similar function written in NumPy [65].
Listing 4.2 |  Python [64] . TensorFlow [66] graph function to generate the plus and cross
polarisations of WNB waveforms; see Section 4.2.3 for a description of the generation method.
num_waveforms takes an integer value of the number of WNBs we wish to generate.
sample_rate_hertz defines the sample rate of the data we are working with.
max_duration_seconds defines the maximum possible duration of any signals within our output
data. duration_seconds, min_frequency_hertz, and max_frequency_hertz all accept arrays or in
this case TensorFlow tensors, of values with a number of elements equal to num_waveforms, each
duration. Both polarisations of the WNB are generated with parameters determined by the value of
these three arrays at the equivalent index. This method is implemented by the GravyFlow pipeline
[61].
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Listing 4.3 |  Python [64]. The GravyFlow TensorFlow [66] graph function to calculate the optimal
SNR, 𝜌opt, of a signal. injection is the input signal as a TensorFlow tensor, background is the noise
into which the waveform is being injected, sample_rate_hertz is the sample rate of both the signal
and the background, fft_duration_seconds is the duration of the FFT window used in the PSD
calculation, overlap_duration_seconds is the duration of the overlap of the FFT window in the PSD
calculation, and lower_frequency_cutoff is the frequency of the lowpass filter, below which the
frequency elements are silenced.
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VI Collaborative Work
A small amount of the work presented in this thesis was performed in collaboration with others.
Here is a list of the sections that contain collaborative work:

• Several of the figures presented in Section 2 were produced by Meryl Kinnear using her impressive
knowledge of Mathematica. Specifically, these were: Figure 2.4, Figure 2.5, and Figure 2.7 which is
also the image on the half-cover page. This was done as a favour to me and is greatly appreciated.
All other figures, aside from Figure 2.11, were created by the author for this thesis.

• Although the work done to train the MLy models using the genetic-algorithm-based
hyperparameter optimisation method presented in this thesis was not strictly collaborative, it is
described in Section 5.6 as a use case of the method and software that was developed. Work to
optimise and train these models was performed solely by Vasileios Skliris, with whom I have
collaborated in the past on development work for the MLy pipeline, but not for any of the work
presented in this thesis other than what is mentioned in Section 5.6.

• The work presented in Section 7 was collaborative. The problem was presented, and the training
and testing datasets were generated by Philip J. Relton. I performed all the work to create and
train the models, although some guidance on the nature of the problem and the importance of
different aspects was provided by Phil. Our collaboration extended only to the first of the models
presented, Overlapnet, after which Phil left the project. The parameter estimation model,
CrossWave, was a continuation of the concept, and the same training and validation datasets
generated by Phil were used, however, there was no further input from Phil in the training of
CrossWave. All data analysis was performed independently, although again, the importance of
certain aspects of the problem had previously been highlighted by Phil.
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1 Introduction
We live in an exciting time. Now dawns an age of remarkable confluence and innovation; machine
learning and artificial intelligence stand poised to remake almost every aspect of science, technology,
and everyday life. At the same time, our understanding of the world is increasing with ever more
fervour. The era of gravitational-wave astronomy has well and truly begun, and bountiful volumes of
new data will soon be at our fingertips. The machine learning community is unlocking novel new tools
every month, and it would be a missed opportunity not to turn some of these powerful techniques
onto the data hidden beneath interferometer noise.

This thesis is an exploration of the use of artificial neural networks to solve problems within gravi-
tational-wave data analysis. Certainly, it is not the first work to attempt such a task, and indeed the
intersection between the two fields has attracted much interest in recent years. Perhaps that is unsur-
prising — both fields are new and exciting; it was only natural to try and merge the two. Despite this
busy environment, we find that there is some room for innovation. Crucially, we try and work upward
from first principles, and present our results in a manner that is easily comparable with other studies.
The entirety of the codebase used in the creation of this thesis and all associated work is available here:
https://github.com/mrknorman/evolving_attention, although, unfortunately, some of the data acqui-
sition methods are gated behind LIGO-VIRGO-Kagra collaboration membership.

Section 2 and Section 3, are introductory chapters that present background information in the areas
of gravitational waves and machine learning respectively. They aim to both contextualize the data
analysis methods presented throughout the rest of the thesis and, in the case of the machine learning
chapter, introduce many of the analysis methods and nomenclature used throughout. Section 2 gives a
brief introduction to gravitational wave science, but it is considered less necessary for the understand-
ing of this thesis than the following chapter. Section 3 is a more rigorous examination of the basics of
artificial neural networks, which form the backbone of this work.

Section 4 does not present any novel work but instead acts as a general methodology for the data
analysis techniques used in later chapters. This chapter introduces the two pieces of custom software
written to facilitate the faster iteration of machine learning model training: cuPhenom [48] a GPU
implementation of IMRPhenomD [51], and GravyFlow, a custom data acquisition and model training
pipeline designed for machine learning in gravitational wave science. In Section 4 we also review the
relevant literature to explore the work others have contributed to the field. We perform a series of
experiments to evaluate the performance of unspecialized artificial neural networks to show the ne-
cessity of experimentation. We conclude this chapter by recreating some prominent results from the
literature, which act as a baseline for comparison in further chapters.

When designing artificial neural network models, there are a large number of free parameters that
are not optimised during model training, these parameters are known as hyperparameters. They pose
a significant barrier when attempting to find optimal deep-learning solutions for data analysis tasks.
Often, hyperparameter optimization is performed by human-guided trial and error. This increases the
already difficult task of comparisons between the performance of models presented in the literature.
It is never clear how optimal the hyperparameter optimisation process has been. Section 5 presents
Dragonn. This original work consists of a hyperparameter optimisation method that utilises genetic
algorithms to find optimal network solutions. In this chapter, we optimise the hyperparameters of a
network designed to detect the gravitational wave emissions of a pair of binary black holes in the
second before they merge. We show that genetic algorithms can be used to optimise network hyper-
parameters, however, due to time constraints, we do not arrive at any solutions that are better than
the current standard. We do, however, observe that training efficiency can be improved by adding ar-
tificial glitches into the noise-only training examples. It is hypothesised that this “inoculation” method
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prevents the model from relying on excess power alone, and thus forces the model to examine signal
shape. It is hoped that by exploring methods for automatic hyperparameter selection we might move
a little toward a more robust and repeatable method for optimizing and comparing the performance
of different model architectures. This work was used in the early development of the models that form
the core of the MLy rapid burst detection pipeline [28].

Section 6 is also original work. In this chapter, we explore the use of a more contemporary neural net-
work architecture, the transformer [56], which has found the most prominent use in natural language
processing applications such as ChatGPT [69]. More precisely, we explore the use of the core innova-
tions presented by the initial transformer paper [56], the attention mechanism. We apply attention-
based models to the binary black hole merger detection problem and find a marginal improvement
over more widely used convolutional neural networks.

Section 7 is the final piece of original work presented in this thesis. Here, we focus on a more specific
problem that is currently not an issue but will become a major component of search pipelines when
next-generation gravitational wave detectors come online. We explore the possibility that artificial
neural networks can aid in the differentiation between single gravitational wave signals and pairs of
overlapping gravitational wave signals. We also build a large network utilizing cross-attention layers
in order to attempt to extract the parameters from both signals in an overlapping pair. We do this
both to provide an established parameter estimation method with more information to improve its
operation and as an exercise in its own right, potentially as a prelude to an entire machine-learning-
based method to perform parameter estimation on overlapping signals. We find success in both tasks,
with the smaller network able to match the classification performance of matched filtering when dis-
tinguishing between overlapping and single signals. The larger model was able to extract the merger
times of each event in two overlapping binary signals with high accuracy, though the other parameter
estimation tasks attempted were less successful.

Lastly, in Section 8, we summarise the key results of each chapter and discuss future steps that could
yield further interesting results.
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2 Gravitational Waves
Since time immemorial, humanity has gazed at the stars. With wonder rooted deep in their minds,
they imagined strange and divine mechanisms in order to try and make sense of what they saw. Over
the millennia, the vast skies have revealed much about their workings, and with ever-improving tools
we have come much closer to understanding their mysteries, but there is still much to be uncovered.
It is unclear how deep the truth lies. Perhaps we have but only scratched at the surface. The depths are
so vast we simply do not know.

Almost all of that knowledge, all of that understanding and academia, has been built upon the obser-
vation of just a single type of particle. Until very recently, the only information we had about the world
above us came from light, and although the humble photon has taught us a great deal about the scope
of our universe, the discovery of new messengers promises pristine, untapped wells of science. It has
only been in the last century that we have achieved the technological prowess to detect any other
extraterrestrial sources of data except that which fell to us as meteors. We have brought rocks home
from the moon [70]. We study data sent back from probes shot out across the solar system and even
ones that have peaked just beyond the Sun’s mighty sphere of influence [71]. We have seen neutrinos,
tiny, almost massless particles that pass through entire planets more easily than birds through the air
[72], and single particles with the energy of a Wimbledon serve [73]. Most recently of all, we have
seen the skin of space itself quiver — gravitational waves, the newest frontier in astronomy [15].

Practical gravitational-wave astronomy is still in its infancy; compared to the other fields of astro-
physics, it has barely left the cradle, with the first confirmed gravitational-wave detection occurring
in 2015 [15]. Although the field has progressed remarkably quickly since its inception, there is still a
lot of work to be done — a lot of groundwork to be performed whilst we uncover the best ways to
deal with the influx of new data that we are presented with. It seems likely, assuming both funding
and human civilization prevail, that work undertaken now will be but the first bricks in a great wall
of discovery. New gravitational-wave observatories that are even today being planned will increase
our sensitive range by orders of magnitude [74–76]. With any luck, they will open our ears further to
previously undiscovered wonders.

This chapter will introduce a small part of the science of gravitational waves; it will not be an extensive
review as many of the particularities are not especially relevant to the majority of the content of this
thesis. Instead, this section aims to act as a brief overview to give context to the purpose behind the
data-analysis methods presented throughout. We will cover the theoretical underpinning of gravita-
tional waves, and perform a glancing tour through the experiments used to detect them.

2.1 Gravity
Gravity is one of the four fundamental forces of nature, the other three being the electromagnetic force
and the strong and weak nuclear forces [77]. It is, in some ways, the black sheep of the interactions,
as it is the only one not explained by the standard model of particle physics, which is, by some mea-
sures, the most accurate theory of physics ever described [78]. Gravity is also orders of magnitude
weaker than the other four fundamental forces [79], see Table 2.1. This weakness adds to its mystery
by ensuring that only extremely sensitive detectors can detect the tiny fluctuations caused by some
of the most violent collisions of mass in the universe. Luckily, gravity has its own extremely accurate
descriptive theory [80]. It has a storied history, which, if you are unfamiliar, is worth skimming for
context.
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Force Coupling Constant

Strong 1

Electromagnetic 1
137

Weak 10−6

Gravitational 10−29

Table 2.1 | Dimensionless coupling constants for the four fundamental forces of nature. These cou-
pling constants are dimensionless values normalised to the strongest of the forces, the strong nuclear
force. The coupling constants illustrate the weakness of the gravitational force compared to the other
three fundamental forces of nature [60], as they determine the strength of their respective forces. The
specifics of why this is the case are not discussed here, as that is outside the scope of this work, but
even without a deep understanding, it is clear that gravity is by far the weakest of the forces.

2.1.1 Ye Old Times

In the beginning, men threw rocks at each other and were entirely unsurprised when they hit the floor.
Over time, people became more and more confused as to why this was the case. Many philosophers
proposed many reasons why one direction should be preferred over all others when it came to the
unrestrained motion of an object. For a long time, there was much confusion about the relationship
between mass, density, buoyancy, and the nature and position of various celestial objects. Sometime
after we had decided that the Earth was not, in fact, at the centre of the universe and that objects fell
at the same speed irrespective of their densities, came the time of Sir Issac Newton, and along with
him arrived what many would argue was one of the most influential theories in the history of physics.

The idea of gravity as a concept had been around for many thousands of years by this point [81],
but what Newton did was formalise the rules by which objects behaved under the action of gravity.
Newton’s universal law of gravitation states that all massive objects in the universe attract all others
[1], acting upon each other whether surrounded by a medium or not. Gravity appeared to ignore all
boundaries and was described in a simple formula that seemed to correctly predict everything from
the motion of the planets (mostly) to the fall of an apple

𝐹 = 𝐺
𝑚1𝑚2
Δ𝑟2 . 2.1

where 𝐹  is the scalar force along the direction between the two masses, 𝐺 is the gravitational constant
equal to 6.67430(15) × 10−11 𝑚3kg−1𝑠−2 [82], 𝑚1 is the mass of the first object, 𝑚2 is the mass of the
second object, and Δ𝑟 is the scalar distance between the two objects. In vector form, this becomes,

⃗𝑭 = −𝐺
𝑚1𝑚2
|𝚫 ⃗𝒓|2

𝚫𝒓 = −𝐺
𝑚1𝑚2
|𝚫 ⃗𝒓|3

𝚫 ⃗𝒓, 2.2

where ⃗𝑭  is the force vector exerted on body 2 by the gravitational effect of body 1, 𝚫 ⃗𝒓 is the displace-
ment vector between bodies 1 and 2, and 𝚫𝒓 is the unit direction vector between bodies 1 and 2.

Newton’s law of universal gravitation describes the force every massive object in the universe expe-
riences because of every other — an equal and opposite attraction proportional to the product of their
two masses [1]; see Figure 2.1. Though we now know this equation to be an imperfect description of
reality, it still holds accurate enough for many applications to this day.

4



Figure 2.1 | An illustration of Newton’s law of universal gravitation, as described by Equation 2.1.
Two particles, here distinguished by their unique masses, 𝑚1 and 𝑚2, are separated by a distance, 𝑟.
According to Newton’s law, they are pulled toward each other by the force of gravity acting on each
object 𝐹  [1], each being pulled directly toward the other by a force that is equal and opposite to its
partner’s.

It was also at this time that a fierce debate raged over the nature of time and space. Newton proposed
a universal time that ticked whether in the presence of a clock or not, and a static, ever-present grid
of space that never wavered nor wandered. Both space and time would continue to exist whether the
rest of the universe was there or not [2]. Leibniz, on the other hand, argued that space and time were
little more than the relations between the positions of objects and their velocities. By his reasoning, if
there were no objects, there would be nothing to measure, and there would be no space. If there were
no events, there would be nothing to time, and there would be no time; see Figure 2.2. At the time,
they did not come to a resolution, and to this day we do not have a definite answer to this question
[83], but as we will see, each saw some aspect of the truth.
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Figure 2.2 | An illustration of two competing historical views on the nature of space and time [2].
Upper: Newton’s vision of absolute universal time and absolute space, wherein time moves forward
at a constant and uniform rate across the universe and space is immobile and uniform. In this model,
both time and space can exist independently of objects within, even in an entirely empty universe.
Lower: Leibniz’s view wherein time and space did not and could not exist independently of the objects
used to measure them. Within this model, space is simply a measure of the relative distances between
objects, and time is a measure of the relative motion of objects as their relative positions change. In
this model, it makes little sense to talk of a universe without objects since time and space do not exist
without objects with relative positions and velocities.

For a good few centuries, Newton’s law of universal gravitation stood as our fundamental understand-
ing of gravity, with its impressive descriptive and predictive power [84]. As our measurements of the
solar system became more precise, however, a major discrepancy was noted, one that Newton’s law
failed to describe. The planet Mercury, so close to the sun and so heavily influenced by its gravity, was
found to be behaving ever so slightly strangely [85]. Under Newton’s laws, the orbits of the planets
were described precisely — ellipses plotted through space. The influence of other gravitational bodies,
such as the other planets, would cause these ellipses to precess, their perihelion increasing with time.
The vast majority of the precession of Mercury was accounted for by applying Newton’s laws to the
solar system as a whole. However, a small amount, only the barest fractions of a degree per century,
remained a mystery. For a long time, it was thought there was an extra hidden planet in the inner solar
system, but none was ever found. If this extra precession was an accurate measurement, the difference
was enough to state with confidence that Newton’s universal law of gravitation was not a complete
description of gravity.

2.1.2 Special Relativity

By the start of the 20th century, two more thorns in Newton’s side had been revealed. Experiments
failed to detect a change in the speed of light irrespective of the Earth’s motion through space [86]
— if light behaved as we might expect from ordinary matter, then its measured speed should change
depending on whether we are moving toward its source, and hence in opposition to its own direction
of motion, or against and in unison with its direction of motion. That is not what was observed. Light
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appeared to move at the same speed no matter how fast you were going when you measured it, whether
you measured your velocity relative to its source or any other point in the universe. There was no
explanation for this behaviour under Newtonian mechanics. The second tantalising contradiction ar-
rived when attempting to apply Maxwell’s hugely successful equations describing electromagnetism,
which proved incompatible with Newtonian mechanics, again in large part because of the requirement
for a constant speed of light at all reference frames [87]. This failing of Newtonian mechanics was
noted by Hendrik Lorentz and Henri Poincaré, the former of which developed many of the ideas and
mathematics later used by Einstein [88].

In 1905, Einstein built upon Lorentz’s work [88] and proposed his theory of special relativity as an ex-
tension beyond standard Newtonian mechanics in a successful attempt to rectify the previously men-
tioned shortcomings [4]. The initial presentation of special relativity was built upon two revolutionary
principles. Firstly, the speed of light was the same in all reference frames, meaning that no matter how
fast you were travelling relative to another body, the speed of light would, to you (and to all observers),
appear the same as it always has — light would move away from you as it always had done, unaffected
by your apparent velocity. Secondly, and closely related to the first principle, special relativity states
that the laws of physics will act identically in all inertial reference frames. If you are isolated from
the outside world by some impenetrable shell, there is no experiment you can perform to determine
that you are moving relative to another body — the only situations between which you could tell the
difference were between different non-inertial reference frames (and between a non-inertial reference
frame and an inertial one), wherein the shell surrounding you was accelerating at different rates. By
introducing these postulates, Einstein explained the observations of light-speed measurements and
allowed for the consistent application of Maxwell’s laws.

What special relativity implied was that there was no one true “stationary” reference frame upon
which the universe was built [4], seemingly disproving Newton’s ideal of an absolute universe. All
inertial frames were created equal. This seemingly innocent fact had strange consequences for our
understanding of the nature of space and time. In order for the speed of light to be absolute, space and
time must necessarily be relative – were they not, then the cause-and-effect nature of the universe
would break down.

We can visualize the problem in a thought experiment, as Einstein often liked to do [3]. Imagine an
observer standing in the carriage of a train moving at a constant velocity relative to a nearby platform.
The observer watches as a light beam bounces back and forth between two mirrors, one on the ceiling,
and the other on the floor. From the perspective of the observer, the time taken for light to transit this
fixed vertical distance is also fixed, and determined by the speed of light and the distance between the
mirrors.

A second observer stands on a nearby platform a looks into the moving train as it passes (it has big
windows) [3]. As they watch the light beam bounce between the two mirrors, they see that, from their
reference frame, the beam must take a diagonal path between the mirrors as the train moves forward.
This diagonal path is longer than the vertical path observed in the carriage’s reference frame. If we
take special relativity to be true, the speed of light must be constant for both observers. However, in
one reference frame, the light must travel a greater distance than in the other. It cannot be the case
that the time taken for the photon to travel between the mirrors is the same for the observer on the
carriage and the observer on the platform — their measurements of time must differ in order to pre-
serve the supremacy of the speed of light. The observer on the platform would indeed see time passing
on the train more slowly than time on the apparently “stationary” platform around them — this effect
is known as time dilation, and it has since been experimentally verified [89]. We can quantify this
effect using
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Δ𝑡′ =
Δ𝑡

√1 − 𝑣2

𝑐2

= 𝛾(𝑣)Δ𝑡, 2.3

where Δ𝑡′ is the measured duration of an event (the time it takes light to move between the two
mirrors) in a secondary inertial reference frame (the train carriage) which has a relative velocity, 𝑣,
compared with the inertial reference frame of the current observer (the platform), Δ𝑡 is the measured
duration of the same event when measured in the secondary inertial reference frame (the train car-
riage), 𝑐 is the speed of light in a vaccum, 299, 792, 458𝑚𝑠−1, and 𝛾 is the Lorentz factor given by

𝛾(𝑣) =
1

√1 − 𝑣2

𝑐2

. 2.4

An illustration of this effect can be seen in Figure 2.3.

Figure 2.3 | An illustration of the light clock thought experiment. The light clock thought experiment
is a scenario that can be imagined in order to illustrate the apparent contradiction that arises from a
universally constant speed of light. In order to rectify this contradiction, the concepts of time dilation
and length contraction are introduced, fundamentally changing our understanding of the nature of
time and space. Two observers stand in inertial reference frames. From special relativity, we know all
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inertial reference frames are equal, and the laws of physics, including the speed of light, should look
identical [3,4]. Upper: The observer on the train measures the time it takes a single photon of light to
bounce from a mirror at the bottom of the train, to a mirror at the top, and back again. The distance
travelled by the light beam is two times the height of the train, 𝐻 , which gives 2𝐻 . The time it takes
a particle to transit a given distance, 𝐷, is given by Δ𝑡 = 𝐷

𝑣 . Since light always travels at 𝑐, we know
the measured photon transit time in this reference frame will be Δ𝑡 = 2𝐻

𝑐 . Lower: A second observer,
standing on a platform, watches as the train passes at a constant velocity, 𝑣. Through a large window
in the carriage, they observe the first observer performing their experiment. However, from the second
observer’s reference frame, the light now has to move on a diagonal path created by the motion of
the train, we can calculate its new transit length 2𝐷, using Pythagoras’s theorem. Each of the two
transit, will, by definition take half of the total transit time measured by the platform observer, 1

2Δ𝑡′,
and in this time the train will have moved, 1

2Δ𝑡′𝑣, this gives us 𝐷 = √𝐻2 + (1
2Δ𝑡′𝑣)2. If we substi-

tute this new distance into the original equation to calculate the duration of the transit Δ𝑡′ = 𝐷
𝑣 , we

get Δ𝑡′ =
√𝐻2+(1

2Δ𝑡′𝑣)2

𝑣 . This means that the platform observer measures a longer transit duration.
Since the bouncing light beam is a type of clock, a light clock, and all functioning clocks in a given
inertial reference will tick at a consistent rate, we can conclude that time is passing more slowly for
the observer on the train when observed from the platform’s reference frame. In reality, these effects
would only become noticeable to a human if the velocities involved were significant fractions of the
speed of light. In everyday life, the effects of special relativity are negligible, which was probably why
it took so long for anyone to notice.

Similarly, if we orient the mirrors horizontally, so that the light travels along the length of the carriage,
a different relativistic effect becomes apparent [3]. The observer on the platform, observing the light’s
path as longer due to the train’s motion, must reconcile this with the constant speed of light. This
reconciliation leads to the conclusion that the train, and the distance between the mirrors, are shorter
in the direction of motion from the platform observer’s perspective. This phenomenon, where objects
in motion are contracted in the direction of their movement, is known as length contraction and is
described by

𝐿′ = 𝐿√1 −
𝑣2

𝑐2 =
𝐿

𝛾(𝑣)
, 2.5

where 𝐿′ is the length of an object when measured from an inertial reference frame that has a velocity,
𝑣, relative to the inertial frame of the measured object, L is the “proper length” of the object when its
length is measured in the object’s inertial frame, 𝑐 is the speed of light in a vacuum, 299, 792, 458𝑚𝑠−1,
and 𝛾 is the Lorentz factor given by Equation 2.4.

Together, length contraction and time dilation shatter Newton’s notions of absolute time and space [4].
It should be remembered, however, that neither the carriage observer nor the platform observer can
be said to be in the true stationary reference frame. The observer standing in the station is in the same
inertial reference frame as the rest of the Earth, but that doesn’t make it any more valid than any other.
If the observer at the station had a similar setup of mirrors and light beams, and the train occupant
looked out at them, the train occupant would observe the same phenomenon. To the passenger, time
outside the train appears slowed, and the station shorter than it ought to be. This seems to be a paradox,
often known as the twin paradox. What happens if the train later stopped and the two observers were
to meet? Who would have experienced more time? It is a common misconception that acceleration
must be introduced in order to reconcile the two clocks, however, even staying within the regime of
special relativity, we can observe an asymmetry between the two observers [90]. In order for the two
observers to meet in a shared reference frame, one of the observers, in this case, the train passenger,
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must change between reference frames, even if that change is instantaneous. This asymmetry allows
us to solve the paradox, but the explanation is a little complex so will not be discussed here.

In order to transfer values between two coordinate frames we may use what is referred to as a Lorentz
transform, the simplest of which involves moving from the coordinates of one inertial reference frame
to another moving at a velocity, 𝑣, relative to the first. We can see that from Equation 2.3 and Equa-
tion 2.5, this transform is given by

𝑡′ = 𝛾(𝑡 −
𝑣𝑥
𝑐2 ), 2.6

𝑥′ = 𝛾(𝑥 − 𝑣𝑡), 2.7

𝑦′ = 𝑦, 2.8

and

𝑧′ = 𝑧. 2.9

Noting that as expected, there are no changes in the 𝑦 and 𝑧 directions.

Although the world presented by special relativity may at first seem counter-intuitive and hard to be-
lieve, there have been numerous experiments verifying its predictions [91]. Most famously, the Global
Positioning System (GPS) network of satellites would be unable to operate without accounting for
the time dilation induced by the satellites’ relative velocities [92], due to the extremely precise time
measurements required.

2.1.3 Minkowski Spacetime

Although the notions of independent and absolute time and space were dislodged, it is still possible
to describe the new universe illuminated by special relativity as an all-pervasive 4D geometry inside
which the universe sits. Unlike Newton’s world, however, space and time are inseparably linked into
one joint four-dimensional continuum wherein motion can affect the relative measurements of time
and space. We call this geometry spacetime. As we have seen in Section 2.1.2, time intervals between
events within spacetime are not fixed, and observers don’t necessarily agree on their order. Events
must be described by a combination of temporal and spatial coordinates, and because all inertial ref-
erence frames are equal, all inertial coordinate systems (ways of assigning reference values to points
in spacetime) are also equally valid.

Special relativity deals with flat spacetime. This type of spacetime is known as Minkowski space [5];
see Figure 2.4 for an illustration. Although it is non-Euclidian, and its geometry can sometimes be
counterintuitive to people used to travelling at pedestrian velocities, it is still isotropic and homoge-
neous; it looks identical, no matter where in it you are, or what velocity you are traveling at relative
to any other point or object.

We can fully describe a given geometry by constructing a metric that can return the distance between
any two points in that geometry. In standard 3D Euclidean geometry, which is the most instinctively
familiar from everyday life, a point can be represented by a three-vector comprised of 𝑥, 𝑦, and 𝑧
components,

⃗𝒓 = (
𝑥
𝑦
𝑧
). 2.10

The scalar distance, Δ𝑟, between two points each described by Equation 2.10 is given by the Euclidean
distance formula — the expansion of Pythagoras’ theorem from two dimensions into three,

10



Δ𝑟2 = ‖𝚫 ⃗𝒓‖2 = Δ𝑥2 + Δ𝑦2 + Δ𝑧2 2.11

where Δ𝑟 is the scalar distance between two points separated by Δ𝑥, Δ𝑦, and Δ𝑧 in the 𝑥, 𝑦, and 𝑧
dimensions respectively, and 𝚫 ⃗𝒓 is the displacement vector between the two points. This relationship
assumes a flat geometry and does not consider the role that time plays in special relativity. In the case
of Euclidean geometry, the metric that we have omitted in Equation 2.11 is the 3 × 3 Euclidean metric

𝒈 =
⎝
⎜⎛

1
0
0

0
1
0

0
0
1⎠
⎟⎞. 2.12

We can use Equation 2.12 and Equation 2.11 to construct a more complete expression, which can be
adjusted for different geometries,

Δ𝑟2 = ‖𝚫 ⃗𝒓‖2 = 𝚫 ⃗𝒓𝑻 𝒈𝚫 ⃗𝒓 = (Δ𝑥 Δ𝑦 Δ𝑧)
⎝
⎜⎛

1
0
0

0
1
0

0
0
1⎠
⎟⎞

⎝
⎜⎜
⎛Δ𝑥

Δ𝑦
Δ𝑧⎠

⎟⎟
⎞ = Δ𝑥2 + Δ𝑦2 + Δ𝑧2. 2.13

In this case, the inclusion of this metric does not change the calculation of the scalar distance between
two points, however, as we have seen in Section 2.1.2, in order to represent the spacetime described
by special relativity, we must include the time dimension, 𝑡, which does not behave identically to the
other three dimensions. The Minkowski metric allows us to explore beyond standard 3D Euclidean
geometry by including a 4th dimension, time

𝜼 =

⎝
⎜⎜
⎜⎜
⎛−1

0
0
0

0
1
0
0

0
0
1
0

0
0
0
1⎠
⎟⎟
⎟⎟
⎞

. 2.14

Using Equation 2.14, which describes a flat spacetime, we can use this metric to compute the interval
between two events in flat Minkowski space, whose locations can be described with four-positions
(four-vectors), ⃗𝒔, of the following form:

⃗𝒔 = (𝑐𝑡
⃗𝒓) =

⎝
⎜⎜
⎜⎛

𝑐𝑡
𝑥
𝑦
𝑧 ⎠
⎟⎟
⎟⎞ 2.15

where ⃗𝒔, is the four-position of an event in spacetime, 𝑐 is the speed of light in a vacuum,
299, 792, 458𝑚𝑠−1, 𝑡 is the time component of the four-position, and ⃗𝒓 is a position in 3D Euclidean
space. We set 𝑠0 equal to 𝑐𝑡 rather than just 𝑡 to ensure that each element of the four-position is in the
same units.

From Equation 2.14 and Equation 2.15, it follows that the displacement four-vector between two events
in Minkowski spacetime, 𝚫 ⃗𝒔, can be computed with

Δ𝑠2 = 𝚫 ⃗𝒔𝑻 𝜼𝚫 ⃗𝒔 = −𝑐2Δ𝑡2 + Δ𝑥2 + Δ𝑦2 + Δ𝑧2. 2.16

Even though two observers may disagree on the individual values of the elements of the vector de-
scribing the four-displacement, 𝚫 ⃗𝒔, between the two events, Δ𝑠, known as the spacetime interval,
is invariant and has a value that all observers will agree on, independent of their reference frame.
Using Equation 2.16, we can describe the relationship of events and interactions in a flat Minkowski
spacetime.
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We can show that the Minkowski metric is consistent with length contraction and time dilation, de-
scribed by Equation 2.3 and Equation 2.5 respectively, by showing that the spacetime interval, Δ𝑠, is
equal in two different coordinate frames that disagree on the values of Δ𝑡 and Δ𝑥.

In a second, boosted coordinate frame moving with a velocity 𝑣 (in the x-axis alone) relative to our
initial frame, Equation 2.16 becomes

Δ𝑠2 = −𝑐2Δ𝑡′2 + Δ𝑥′2 + Δ𝑦′2 + Δ𝑧′2. 2.17

We can substitute Equation 2.6 and Equation 2.7 into Equation 2.17, and show that Δ𝑠2 remains the
same. Substituting we get

Δ𝑠2 = −𝑐2𝛾2(Δ𝑡 −
𝑣Δ𝑥
𝑐2 )

2

+ 𝛾2(Δ𝑥 − 𝑣Δ𝑡)2Δ𝑦2 + Δ𝑧2. 2.18

We can also substitute our definition for the Lorentz factor, 𝛾, given by Equation 2.4 to get

Δ𝑠2 = −𝑐2

⎝
⎜⎜
⎜⎛ 1

√1 − 𝑣2

𝑐2 ⎠
⎟⎟
⎟⎞

2

(Δ𝑡 −
𝑣Δ𝑥
𝑐2 )

2

+

⎝
⎜⎜
⎜⎛ 1

√1 − 𝑣2

𝑐2 ⎠
⎟⎟
⎟⎞

2

(Δ𝑥 − 𝑣Δ𝑡)2 + Δ𝑦2 + Δ𝑧2. 2.19

Expanding the squares gives us

Δ𝑠2 =
−𝑐2(Δ𝑡 − 𝑣Δ𝑥

𝑐2 )(Δ𝑡 − 𝑣Δ𝑥
𝑐2 )

1 − 𝑣2

𝑐2

+
(Δ𝑥 − 𝑣Δ𝑡)(Δ𝑥 − 𝑣Δ𝑡)

1 − 𝑣2

𝑐2

+ Δ𝑦2 + Δ𝑧2. 2.20

We can then multiply out the brackets to get

Δ𝑠2 =
−𝑐2Δ𝑡2 + 2𝑐2Δ𝑡𝑣Δ𝑥

𝑐2 − 𝑐2 𝑣2Δ𝑥2

𝑐4

1 − 𝑣2

𝑐2

+
Δ𝑥2 − 2𝑣Δ𝑡Δ𝑥 + 𝑣2Δ𝑡2

1 − 𝑣2

𝑐2

+ Δ𝑦2 + Δ𝑧2, 2.21

and we can cancel this further to get

Δ𝑠2 =
−𝑐2Δ𝑡2 + 2𝑣Δ𝑡Δ𝑥 − 𝑣2Δ𝑥2

𝑐2

1 − 𝑣2

𝑐2

+
Δ𝑥2 − 2𝑣Δ𝑡Δ𝑥 + 𝑣2Δ𝑡2

1 − 𝑣2

𝑐2

+ Δ𝑦2 + Δ𝑧2. 2.22

Next, we can merge the first two terms under their common denominator, 1 − 𝑣2

𝑐2 , to get

Δ𝑠2 =
−𝑐2Δ𝑡2 + 2𝑣Δ𝑡Δ𝑥 − 𝑣2Δ𝑥2

𝑐2 + Δ𝑥2 − 2𝑣Δ𝑡Δ𝑥 + 𝑣2Δ𝑡2

1 − 𝑣2

𝑐2

+ Δ𝑦2 + Δ𝑧2. 2.23

This reduces to

Δ𝑠2 =
−𝑐2Δ𝑡2 − 𝑣2Δ𝑥2

𝑐2 + Δ𝑥2 + 𝑣2Δ𝑡2

1 − 𝑣2

𝑐2

+ Δ𝑦2 + Δ𝑧2. 2.24

We can then rewrite the numerator in terms of Δ𝑡2 and Δ𝑥2, since we are aiming to reduce it to this
form. This gives us

Δ𝑠2 =
−(𝑐2 + 𝑣2)Δ𝑡2 + (1 − 𝑣2

𝑐2 )Δ𝑥2

1 − 𝑣2

𝑐2

+ Δ𝑦2 + Δ𝑧2. 2.25

We can then split the common demoniator into two fractions, giving us
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Δ𝑠2 =
−(𝑐2 + 𝑣2)Δ𝑡2

1 − 𝑣2

𝑐2

+
(1 − 𝑣2

𝑐2 )Δ𝑥2

1 − 𝑣2

𝑐2

+ Δ𝑦2 + Δ𝑧2. 2.26

The coefficients in the term in Δ𝑥2 cancel to leave us with only Δ𝑥2, and we can divide the coefficients
of the Δ𝑡2 term by a factor of 𝑐2 to give us

Δ𝑠2 =
−𝑐2(1 + 𝑣2

𝑐2 )Δ𝑡2

1 − 𝑣2

𝑐2

+ Δ𝑥2 + Δ𝑦2 + Δ𝑧2. 2.27

Which cancels and returns us to our original expression Equation 2.16,

Δ𝑠2 = −𝑐2Δ𝑡2 + Δ𝑥2 + Δ𝑦2 + Δ𝑧2. 2.28

This shows, that after performing a Lorentz transform by a constant velocity, 𝑣, in the 𝑥-axis, the
spacetime interval, Δ𝑠, remains constant, i.e,

Δ𝑠2 = −𝑐2Δ𝑡2 + Δ𝑥2 + Δ𝑦2 + Δ𝑧2 = −𝑐2Δ𝑡′2 + Δ𝑥′2 + Δ𝑦′2 + Δ𝑧′2. 2.29

This demonstrates that performing a Lorentz transform between two inertial reference frames is con-
sistent with the formulation of Minkowski spacetime described by Equation 2.14.

When dealing with the gravitational effects of spacetime, we are often considering point-like particles
or spherical masses; for this reason, it is very often convenient to work with spherical coordinates
with the basis 𝑡, 𝑟, 𝜃, and 𝜑 rather than the Euclidean coordinate system we have been using so far. In
spherical coordinates Equation 2.16 becomes

Δ𝑠2 = −𝑐2Δ𝑡2 + Δ𝑟2 + 𝑟2ΔΩ2 2.30

where

ΔΩ2 = Δ𝜃2 + sin2 𝜃Δ𝜑2 2.31

is the standard metric used on the surface of a two-sphere — a 2D spherical surface embedded in a 3D
space. Equation 2.30 will become a valuable reference when we move to examine curved spacetime
under the influence of gravity.

As alluded to, special relativity, and Minkowski Spacetime, only deal with inertial reference frames,
hence it is a “special” case of a larger, cohesive theory — that theory, developed by Einstein in the
following years, is general relativity [5].

2.1.4 General Relativity

Although special relativity and Minkowski space successfully reconcile the nature of space and time
with the observed constancy of the speed of light, and allow Maxwell’s equations to operate as pre-
dicted in all inertial reference frames, they still only provide an incomplete picture of the universe.
Specifically, they do not explain how to reconcile non-inertial reference frames and coordinate sys-
tems, which constitute a significant portion of what we observe in the universe. A more general theory
was needed to explain all facets of reality, general relativity.

Einstein realized that by introducing deformations to the otherwise flat Minkowski spacetime de-
scribed by special relativity you could induce accelerations in particles within this spacetime without
invoking any forces [5]. Rather than being attracted by some gravitational “force”, the particles con-
tinue to behave as they always had, following their natural paths or geodesics. A geodesic is the
shortest path between two points in a given geometry; in Euclidian geometry, all geodesics are straight
lines, in other geometries however, this is not necessarily the case. Thus, depending on the shape of
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the spacetime they exist within, particles can accelerate with respect to each other whilst remaining
within inertial frames. This is the reason that it is often stated that gravity is “not a force” — gravita-
tional attraction is a result of the geometry of the spacetime in which objects exist, rather than because
of any fundamental attraction caused by something with the traditional properties of a force.

It should be noted that although under general relativity gravity is not described in the same way as
the other fundamental forces, it is still often useful and valid to describe it as such. We don’t yet have
a unifying theory of all of the forces, so they may end up being more similar than current theories
describe.

After observing that deformations in spacetime would cause apparent accelerations akin to a force of
gravity, the natural jump to make is that massive objects that have gravity deform spacetime [5]. The
more massive the object, the larger the gravitational well and the more negative the gravitational po-
tential energy of an object within that valley. The more dense the object, the steeper the gravitational
well, and the stronger the gravitational attraction. See Figure 2.5 for an illustration.

What we experience as the force of gravity when standing on the surface of a massive body like Earth,
is an upward acceleration caused by the electromagnetic force of the bonds between atoms within
the Earth. These atoms exert upward pressure on the soles of our feet. We know we are accelerating
upward because we are not in freefall, which would be the case if gravity was a force that was balanced
against the force of the planet below. Our bodies, and all particles, simply wish to continue on their
geodesics, and in the absence of any other forces, that path would be straight down toward the centre
of the Earth.

In general relativity, spacetime is described as a four-dimensional manifold [5]. A manifold is a type
of space that resembles Euclidean space locally irrespective of its global geometry. This is why on the
scales humans are used to dealing with, we experience space as Euclidean and never anything else.
Consequentially, the flat spacetime described by Minkowski space is also a manifold. Specifically, the
type of manifold that represents spacetime is known as a Lorenzian manifold, which has all the
properties thus far described, plus some extra conditions. The Lorenzian manifold is a differentiable
manifold, meaning that its differential is defined at all points without discontinuities between different
regions.

Einstein formulated ten equations that describe how gravity behaves in the presence of mass and en-
ergy, known as Einstein’s Field Equations (EFEs). The full complexity of EFEs is not required for this
brief introduction, however, they take the general form of

𝑮 + Λ𝒈 =
8𝜋𝐺
𝑐4 𝑻 2.32

𝑮 = −8𝜋𝐺𝑻 2.33

where 𝑮 is the Einstein tensor, describing the curvature of spacetime given the specific distribution
of mass-energy described by 𝑻 , Λ is the cosmological constant, 𝒈 is the metric tensor, describing the
generic geometric structure of spacetime, and 𝑻  is the stress-energy tensor, describing the distribution
of mass and energy across a given spacetime, 𝐺 is Netwtonian constant of gravitation, and 𝑐 is the
speed of light in a vaccum. The Einstein tensor is given by

𝑮 = 𝑹 −
1
2
𝒈𝑅, 2.34

where 𝑹 is the Ricci tensor, a tensor which detemines how much the metric differs from the Euclidean
metric, or in our case the Minkowski metric, 𝑅 is the Ricci tensor’s trace, the scalar sum of the tensor’s
diagonal elements, which tells us the scalar curvature, and 𝒈 is the metric tensor.
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This description of spacetime as deformable geometry altered by the location of the mass and energy
it contains gives us a more complete picture of how space, time, and gravity work in non-intertial
reference frames. It also expands the validity of coordinate systems to include all coordinate systems,
not just non-inertial ones.

Figure 2.4 | Two depictions of Einsteins’s spacetime. For illustrative purposes, since we are not 4D
beings and the paper on which this will be printed very much isn’t, the four dimensions of our universe
have been compacted down into two. It should also be noted that these illustrations were not generated
with correct physical mathematics but only to give an impression of the concepts being described. Left:
Minkowski space — in the absence of any mass, spacetime will not experience any curvature [5]. This
is the special case that Einstien’s special relativity describes. If we were to place a particle into this
environment, it would not experience any acceleration due to gravity. If the particle were massive, it
would distort the spacetime, and the spacetime would no longer be considered Minkowski space even
though, alone, the particle would not experience any acceleration. Often, when dealing with particles
of low mass, their effects on the distortion of spacetime are ignored, and we can still accurately describe
the scenario with special relativity [4]. Right: Spacetime distorted by a massive object, shown in blue.
Curved space is described by Einstein’s more general theory, general relativity [5]. In this scenario, we
can see how the presence of mass imprints a distortion into the shape of spacetime. Any particles also
present in the same universe as the blue object, assuming it has existed indefinitely, will experience an
apparent acceleration in the direction of the blue sphere. A beam of light, for example, comprised of
photons and entirely massless, would be deflected when moving past the sphere. Even though light will
always travel along its geodesic through the vacuum of space, the space itself is distorted; therefore, a
geodesic path will manifest itself as an apparent attraction toward the sphere. Notice that the mass of
the photon is zero; therefore, using Newton’s universal law of gravitation Equation 2.1, it should not
experience any gravitational attraction, and indeed, gravitational lensing of the passage of starlight, as
it moved past the Sun, was one of the first confirmations of Einstein’s theory of general relativity [6].
Even if we assume the photon has some infinitesimal mass, Newtonian mechanics predicts a deflection
angle that is only half as large as General Relativity predicts, and half as large as what is observed.
Were this sphere several thousand kilometres in diameter, any lifeforms living on its surface, which
would appear essentially flat at small scales, would experience a pervasive and everpresent downward
force. Note that the mass of the object is distributed throughout its volume, so in regions near the
centre of the sphere, the spacetime can appear quite flat, as equal amounts of mass surround it from
all directions.

Perhaps not the first question to arise, but certainly one that would come up eventually, would be, what
happens if we keep increasing the density of a massive object? Is there a physical limit to the density of
an object? Would gravity keep getting steeper and steeper? The mathematical solution to this question
was inadvertently answered by Karl Schwarzschild, who found the first non-flat solutions to EFEs [5].

15



The solution described the exterior of a spherical mass [5]. The Schwarzschild metric that describes
the geometry of this manifold is

𝒈𝝁𝒗 =

⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎛

−(1 − 𝑟𝑠
𝑟 )

0
0
0

0

(1 − 𝑟𝑠
𝑟 )−1

0
0

0

0
𝑟2

0

0

0
0

𝑟2 sin2 𝜃⎠
⎟⎟
⎟⎟
⎟⎟
⎟⎞

2.35

and the spacetime line element for the Lorenzian manifold described by metric is given by

𝑑𝑠 = −(1 −
𝑟𝑠
𝑟

)𝑐2𝑑𝑡2 + (1 −
𝑟𝑠
𝑟

)
−1

𝑑𝑟2 + 𝑟2𝑑Ω2 2.36

where 𝑟𝑠 is the Schwarzschild radius of the massive body inducing the spacetime curvature. The
Schwarzschild radius is given by

𝑟𝑠 =
2𝐺𝑀

𝑐2 . 2.37

As can be seen from inspection, this metric introduces multiple singularities. The singularity intro-
duced at 𝑟 = 𝑟𝑠, can be shown to be a coordinate singularity alone, that can be removed via choice of
coordinate system. However, the other singularity that is introduced, at the centre of the mass, often
known simply as “the singularity”, cannot be removed by such a trick. There was at first much con-
fusion about the nature of the singularity, it was assumed by some that the solution was theoretical
alone and such an object could not exist in nature.

It was later discovered that there were indeed physical scenarios in which matter could become so
compressed there was nothing to stop it from collapsing into what can mathematically be described as
a single point [5]. This state occurs when a given spherical volume with a radius, 𝑟, contains a mass-
energy content larger than 𝑀 ≥ 𝑟𝑐2

2𝐺 . No known repulsive forces exist which are strong enough to
prevent this kind of gravitational collapse. Such objects would create a gravitational well so steep that
light itself would not be able to escape, and since light travels at the fastest possible velocity, nothing
else could either. It was from this complete state of darkness that these objects received their name —
black holes. See Figure 2.5 for a depiction of a black hole.

Figure 2.5 | Two further depictions of spacetime. Again, these images are a 2D representation of 4D
spacetime, and they were generated without correct physical descriptions but for illustrative purposes
alone. Left: Two objects, one in blue with a lesser mass and one in yellow with a greater mass. Objects
with a larger mass distort spacetime to a greater extent. Objects close to either sphere will experience
acceleration as the space curves and the objects continue to move in a straight line. In this scenario, if
stationary, the yellow and blue objects will accelerate and move toward each other and, without out-

16



side interference, inevitably collide. However, if either the blue or yellow ball is given an initial velocity
perpendicular to the direction of the other sphere so that its straight-line path orbits the other sphere,
they can remain equidistant from each other in a stable orbit for potentially very long periods of time.
As we will see, this orbit will eventually lose energy and decay, but depending on the masses of the
two objects, this could take an extremely long time. Right: A black hole. The three red lines represent
the geodesic paths of three light beams as they move past the black hole at different distances. Thus
far, we have assumed that the mass of the yellow and blue objects are evenly distributed through their
volume, so the spacetime at the very centre of the object is, at its limit, entirely flat. In many scenarios,
this is a physically possible arrangement of matter, as although gravity pulls on every particle within
the object, pulling it toward the centre, it is a very weak pull compared to the other forces of nature,
which push back out and stop the particles continuing on their naturally preferred trajectory. This
prevents a complete collapse of the object. Gravity, however, has one advantage on its side, and that
is that there is no negative mass, only positive, so whereas large bodies tend to be electrically neutral
as positive and negative charges cancel each other out, gravity always grows stronger. If enough mass
congregates in the same place, or if the forces pushing matter away from the centre stop, there’s noth-
ing to stop gravity from pulling every particle in that object right to the centre, right into a singular
point of mass with infinite density known as the singularity. As this collapse occurs, the curvature
of spacetime surrounding the object gets stronger and stronger, eventually reaching the point where
within a region around the singularity, known as the event horizon, all straight-line paths point toward
the singularity. Meaning that no matter your speed, no matter your acceleration, you cannot escape,
even if you are light itself. Consequently, no information can ever leave the event horizon, and any-
thing within is forever censored from the rest of the universe.

2.2 Orbits are Not Forever

2.2.1 Orbits

In both Newtonian mechanics and general relativity it is possible to describe two objects that are in
an excited state of constant motion, each object gravitationally bound to the other but never directly
touching, similar to an electron caught in an atomic orbital. As expected, both theories are correctly
describing existent phenomena. When in this state, the objects are said to be orbiting each other. If
one object is significantly smaller than the other, then the smaller is usually referred to as the orbiter,
and the larger the orbited, although in reality, they both exert equal force on each other and the centre
of their orbit, known as the barycentre, will never quite align with the centre of the more massive
object, even if it is negligibly close.

It is also quite easy to arrive at the notion of an orbit starting from everyday intuition. We can imag-
ine that we live on the surface of a massive spherical object, such as a planet. Hopefully, this is not
a particularly hard thing to imagine. We feel an apparent gravitational attraction toward the planet’s
centre, but the planet’s crust prevents us from following our natural geodesic. If we drop something it
will fall to the ground until it hits something stopping its motion, the ground. If we throw something,
it will still fall, but it will also move a distance across the surface of the sphere since we have imparted
some velocity onto the object. Now if we imagine this planet, for some reason, has an incredibly tall
mountain and no atmosphere, and we go to the top of that mountain with a suitably sized cannon, we
can throw objects (cannon balls in this case), much further. As we increase the amount of gunpowder
we use to propel our cannonball, we impart more and more initial velocity onto the balls. We start
to notice that as the velocity increases the ball takes longer and longer to reach the ground as the
surface of the planet below curves away from it as it falls toward it. Eventually, if we increase the
initial velocity enough, we reach a point where the curvature of the planet below exactly matches the
rate at which the ball falls toward the centre of the planet. Assuming no external forces, and that the
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ball doesn’t crash into the back of your head as it completes its first full orbit, this ball could circle the
planet forever; see Figure 2.6. Whilst in orbit the ball would be moving along its natural geodesic and
would experience no net forces and hence no acceleration, it would be in freefall. This is the micro-
gravity experienced by astronauts aboard the international space station, their distance from Earth’s
centre is not massively larger than on the surface of the planet and things would still quite happily fall
down if left at that altitude with no velocity with respect to the planet’s surface.

Figure 2.6 | Two illustrations of scenarios involving simple orbital mechanics. Left: In this thought
experiment we imagine a cannon atop a large mountain on an unphysically small spherical planet with
mass, 𝑚. As is described in both Newtonian mechanics and general relativity, objects are attracted
toward the centre of mass of the planet. Left to their own devices they will fall until they meet some
force resisting their motion, most likely, the surface of the planet. The cannon operator can control
the velocity of the projected cannon balls. They note that the more velocity they impart, the longer
it takes for the ball to impact the surface of the planet. The balls can travel further before impacting
the ground when their velocity is greater, even if the time to impact remains the same. However, with
this increased distance travelled along the surface of the sphere, the distance between the ball and the
ground increases as the surface of the planet curves away from the ball. Eventually, the ball’s trajectory
will circularise around the planet, and, if not impeded by any other forces, the ball would remain on
this circular trajectory indefinitely. Right: Two identical massive objects, such as planets, in a circular
orbit with a shared centre, called a barycentre (note that the objects do not have to have equal mass or
be in a circular orbit, to have a shared barycentre, in fact, this will always be the case). Any massive
objects can orbit each other, including black holes.

2.2.2 Gravitational Radiation

In Newtonian mechanics, assuming no other gravitational interactions, and no energy losses through
tidal heating or other means (so not in reality), orbits are eternal and will never decay. This is not
the case under general relativity, however, where orbiting bodies will release energy through gravita-
tional radiation otherwise known as gravitational waves [5]. Two objects in orbit will continuously
emit gravitational waves which will carry energy away from the system and gradually decay the orbit
until eventually, the two objects merge. For most objects in the universe, the energy released through
gravitational radiation will be almost negligible, and orbital decay from other factors will usually be
vastly more significant. However, when we look again at the densest objects in the universe, black
holes, and their slightly less dense cousins, neutron stars, their gravitational wells are so extreme that
the energy lost through the emission of gravitational waves becomes significant enough for them to
merge within timeframes less than the lifespan of the universe, outputting a colossal amount of energy
in a frenzy of ripples in the moments before their collision. These huge amounts of energy propagate
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out through the universe at the speed of light, causing imperceptible distortions in the geometry of
spacetime as they go. They pass through planets, stars, and galaxies with almost no interaction at all.

Like many things, the existence of gravitational waves was predicted by Einstein [93] (although there
had been earlier proposals based on different physical theories), as a consequence of the mathemat-
ics of general relativity. General relativity predicts that any non-axisymmetric acceleration of mass,
linear or circular, will generate gravitational waves. This is because these motions induce changes in
the system’s quadrupole moment. A perfect rotating sphere will not produce any gravitational waves,
no matter how fast it is spinning, because there is no change in the quadrupole moment. A sphere
with an asymmetric lump however, like a mountain, will produce gravitational radiation [42], as will
two spheres connected by a bar spinning around their centre, or a massive alien starship accelerating
forward using immense thrusters. However, as Einstein quite rightly calculated, for most densities and
velocities, the energy released in such a manner is minuscule.

Under general relativity, gravitational waves travel at the speed of light [5]. They are not predicted by
Newtonian mechanics, as in Newtonian mechanics the propagation of gravitational effects is instant.
Special and general relativity, do not allow any information to travel faster than the speed of light,
gravitational information is no different [4,5]. All current observations suggest gravitational waves
appear to travel at, or very close to, the speed of light, however, this is still some limited debate on the
matter [94]. As a perfectly spherical body rotates, the gravitational field remains constant in all direc-
tions. Due to the lack of a quadrupole moment, its rotation has no effect on the surrounding spacetime,
thus no waves are created that can propagate, and no energy is lost from the spinning sphere.

Aside from detections of the stochastic gravitational wave background [33], we have, thus far, only de-
tected, gravitational waves from extremely dense binary systems consisting of pairs of black holes [15],
neutron stars [19], and their combination [29]. These systems, known as Compact Binary Coalescences
(CBCs), have a clear quadrupole moment that produces strong gravitational waves that propagate out
through the universe, removing energy from the system which will eventually result in the merger of
the companions into one body. See Figure 2.7 for an illustration. Gravitational waves from many events
of this type pass through the Earth regularly, at the moment, it is only the loudest of these that we can
detect. The fact that we can detect them all, however, remains an impressive feat only possible due to
the nature of gravitational waves themselves. The amplitude of gravitational waves scales inversely
with distance from their source, rather than by the inverse square law as might naively be expected. If
this were not the case, detection would be all but impossible. The energy contained within the waves
still decreases with the inverse square law, so the conservation of energy is maintained [5].
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Figure 2.7 | A depiction of the region of spacetime surrounding two inspiraling black holes. The space-
time grid visible is a 2D representation of the true 4D nature of our universe as described by general
relativity [5]. This depiction was not produced by an accurate simulation but was constructed as a vi-
sual aid alone. Two massive objects can orbit each other if they have sufficient perpendicular velocity;
this is a natural state for objects to find themselves trapped in because the chances of direct collisions
between objects are low, and any objects that find themselves gravitationally bound together and do
not experience a direct collision will eventuate in an orbit. The same is true for black holes; whether
they form from pairs of massive stars that both evolve into black holes after the end of their main
sequence lives or whether they form separately and through dynamical interaction, end up adjoined
and inseparable, the occurrence of two black holes orbiting is not inconceivable [7]. Over time, small
amounts of energy will leak from these binaries; ripples are sent out through the cosmos, carrying
energy away from the system and gradually reducing the separation between the companions. As they
get closer, the curvature of the spacetime they occupy increases, and thus, their acceleration toward
each other grows. They speed up, and the amount of energy that is lost through gravitational radiation
increases, further increasing the speed of their inspiral in an ever-accelerating dance. If they started
just close enough, this process would be enough to merge them within the lifetime of the universe;
they will inevitably collide with an incredible release of energy out through spacetime as powerful
gravitational waves. It is these waves, these disturbances in the nature of length and time itself, that
we can measure here on Earth using gravitational wave observatories.

Gravitational waves have two polarization states, typically named plus, +, and cross, ×. They are
named as such due to the effect the different polarisations have on spacetime as they propagate through
it. In both cases, the two polarisations cause distortions in the local geometry of spacetime along two
axes at once, this is a result of their quadrupole nature. Gravitational waves are transverse waves,
meaning they oscillate in a direction that is perpendicular to their direction of propagation. They al-
ternate between stretching spacetime along one of the two axes of oscillation and squeezing along the
other, to the inverse, as the wave oscillates. See Figure 2.8 for an illustration of the effect of the passage
of a gravitational wave through a region of spacetime. It is this stretching and squeezing effect that
we have been able to detect in gravitational wave detectors on Earth. It is worth noting that because
they are quadrupole waves and oscillate in two directions simultaneously, the polarisation states are
45° apart rather than the 90° separation of states seen in electromagnetic waves. This means that any
two points on a line that is at a 45° angle to the polarisation of an incoming wave, will not see any
effect due to the passing wave.
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Figure 2.8 | The effect of two polarisation states of gravitational waves as they oscillate whilst passing
through a region of spacetime. Each of the black dots represents freely falling particles unrestricted
by any other forces. The plus and cross polarisations shown are arbitrary names, and the polarisation
can be at any angle, but plus and cross are a convention to distinguish the two orthogonal states.

2.3 Gravitational Wave Detection
Detecting gravity is quite easy, just let go of whatever you’re holding. Detecting gravitational waves,
however, requires the use of some of the most precise measurement instruments humanity has ever
constructed. This subsection will cover the basics of how we detect gravitational waves and the chal-
lenges that our detection methods embedded into the data.

2.3.1 Interferometry

After the notion of detectable gravitational waves became more widespread, a few methods were put
forward as possible avenues of investigation, the most notable alternative to current methods was the
resonant bar antenna [95]. In the end, interferometers have been proven as viable gravitational wave
detectors [15], along with, more recently, pulsar timing arrays [33]. These two detection methods oper-
ate in very different frequency regimes and so can detect very distinct gravitational wave phenomena
— the former able to detect gravitational waves generated from stellar-mass CBC events, and the latter
able to detect the pervasive stochastic gravitational wave background, generated by the overlapping
and interfering signals of many supermassive black hole mergers. With increased sensitivity, future
ground-based detectors may be able to extract the stochastic background generated from stellar-mass
mergers, and with further data collection and analysis, PTA might be able to detect individual super-
massive black hole mergers.

We will focus our discussion on laser interferometry, as that is the most relevant to work in this thesis.
As illustrated by Figure 2.8, gravitational waves have a periodic effect on the distance between pairs of
freely falling particles (assuming their displacement doesn’t lie at 45° to the polarisation of the wave).
We can use this effect to create a detection method if we can measure a precise distance between two
freely floating masses [96]. In the absence of all other interactions (hence freely falling), the distance
between two particles should remain constant. If there is a change in this distance we can deduce that
this arises from a passing gravitational wave.

Masses suspended by a pendulum are effectively in a state of free fall in the direction perpendicular
to the suspension fibers, this allows us to build test masses that are responsive to gravitational wave
oscillations in one direction, provided they have significant isolation from other forces — which is no
small task; a considerable amount of engineering goes into ensuring these test masses are as isolated
as possible from the outside world [96].

Once we have our test masses we must be able to measure the distance between them with incredible
accuracy. The LIGO interferometers can measure a change in the length of their four-kilometer arms
of only 10−18 m, a distance equivalent to 1

200
th of the diameter of a proton [96], a truly remarkable feat.

In order to achieve this degree of accuracy they use laser interferometers.

Interferometers use lasers to accurately measure a change in the length of two arms — in the case
of all current interferometers these arms are perpendicular to each other, but there are designs for
future gravitational wave interferometers that use different angles but combine multiple overlapping
interferometers [74]. In the case of single interferometer designs, right-angled arms capture the largest
possible amount of information about one polarisation state, so they are preferred.

What follows is a very rudimentary description of the optics of a gravitational wave detecting inter-
ferometer [97]. The real detectors have a complex setup with many additional optics that will not be
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discussed here. A single laser beam produced by a coherent laser source is split between the two arms
by a beam-splitting optic. Each of the beams travels down the length of its respective arm before being
reflected off of a mirror suspended by multiple pendulums — the test masses. These beams are reflected
back and forth along the arms thousands of times, before leaving the cavity and being recombined with
the beam from the other detector and directed into a photodetector. The path lengths of the two beams
are very slightly different, calibrated so that under normal operation the two beams will destructively
interfere with each other, resulting in a very low photodetector output. This is the output expected
from the interferometer if there are no gravitational waves within the sensitive amplitude range and
frequency band passing through the detector. When a detectable gravitational wave passes through
the interferometer, it will generate an effective difference in the arm lengths that will cause the dis-
tance between the freely falling mirrors to slightly oscillate. This oscillation will create a difference
in the beam path lengths, and the two beams will no longer exactly cancel each other causing the
photodetector to detect incoming laser light. If the detector is working correctly the amount of light
detected will be proportional to the amplitude of the incoming gravitational wave at that moment. See
Figure 2.9.

Figure 2.9 | A very simplified interferometer diagram. Real gravitational wave detection apparatus
have considerably more optics than what is shown. The power recycling and signal recycling mirrors
help maintain a high laser power within the cavities. Higher laser powers are preferable as they help
reduce quantum shot noise, the limiting source of noise at high frequencies.

A detector of this kind can only detect elements of incoming gravitational wave signals that align with
its polarisation [98]. An incoming signal that was completely antialigned to the detector arms would be
almost undetectable, though there will always be higher modes present that will produce some SNR in
the detector. However, this small SNR would likely be undetectable for current sensitivities unless the
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unaligned event was very close to Earth. Fortunately, the occurrence of completely unaligned waves
is a rare since most signals are at least partially aligned with a given detector. Interferometers are also
sensitive to the angle between their tangent and the source direction, known as the orientation. Inter-
ferometers are most sensitive to signals that lie directly above or below the plane of the detector arms,
and least sensitive to signals whose propagation direction is parallel to the plane of the arms. These
two factors combine to generate the antenna pattern of the detector, which dictates which regions of
the sky the detector is most sensitive to.

2.3.2 The Global Detector Network

There are currently five operational gravitational wave detectors worldwide: LIGO Livingston (L1),
LIGO Hanford (H1), Virgo (V1), Kagra (K1), and GEO600 (G1) [8]. See Figure 2.10. Several further fu-
ture detectors are planned, including LIGO India [99], and three future next-generation detectors: the
Einstein Telescope [74], Cosmic Explorer [75], and LISA [76], a space-based detector constellation.

Having multiple geographically separated detectors has multiple advantages.

• Verification: Separation provides verification that detected signals are from gravitational wave
sources, and are not local experimental glitches or terrestrial phenomena that appear to be signals
[100]. Since there are no other known phenomena that can cause a similar effect in such spatially
separated detectors, if we see a similar signal in multiple detectors we can say that either they were
caused by gravitational wave signals or a statistical fluke. The chances for the latter to occur decrease
with the number of detectors.

• Sky Localisation: Gravitational-Wave detectors cannot be targeted in a particular area of the sky.
Other than their antenna pattern, which is fixed and moves with the Earth, they can sense detections
from many directions [100]. This means we don’t have to worry about choosing where to point our
detectors, but it also means that we have very little information about the source location of an
incoming signal, other than a probabilistic analysis using the antenna pattern. Because gravitational
waves travel at the speed of light, they won’t usually arrive in multiple detectors simultaneously. We
can use the arrival time difference between detectors to localize the gravitational wave sources with
a much higher constraint than using the antenna pattern alone. With two detectors we can localize
to a ring in the sky, and with three we can localize further to two degenerate regions of the sky,
narrowing it down to one with four detectors. Adding this triangulation method with the antenna
patterns of each of the detectors in the network can provide good localization if all detectors are
functioning as expected.

23



Figure 2.10 | Location of currently operation LIGO detectors: LIGO Livingston (L1), LIGO Hanford
(H1), Virgo (V1), Kagra (K1), and GEO600 (G1) [8]. Arm angles are accurate, the arm lengths were
generated with a relative scale with the real detectors: 4 km for the two LIGO detectors, 3 km for Virgo
and Kagra, and 600 m for GEO600.

2.3.3 Interferometer Noise

Perhaps the area of experimental gravitational wave science that is most relevant to gravitational wave
data analysis is interferometer noise. Data scientists must examine the interferometer photodetector
outputs, and determine whether a gravitational wave signal is present in the data (signal detection),
then make statements about the properties of any detected signals, and how they relate to the gravi-
tational wave source and its relation to us (parameter estimation).

Because it is not possible to reduce noise in all areas of frequency space at once, gravitational wave in-
terferometers are designed to be sensitive in a particular region of frequency space [9] — this region of
frequency space is chosen to reveal a particular type of gravitational wave feature that is of interest to
us. It makes sense then, that the current generation of detectors were designed with a sensitivity range
overlapping the area in which it was correctly predicted that CBCs would lie. The design specification
of LIGO Livingston can be seen in Figure 2.11, it shows the main sources of noise in the detector, which
we will cover very briefly.
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Figure 2.11 | Full noise budget of the LIGO Hanford Observatory (LHO) during the 3rd joint observing
run. This image was sourced from [9].

1. Quantum noise is the limiting noise at high frequencies [9]. This is primarily in the form of quan-
tum shot noise and quantum radiation pressure noise. It is caused by stochastic quantum fluctua-
tions in the vacuum electric field. Quantum shot noise is the noise generated by the uncertainty
in photon arrival time at the photodetector, this can be mitigated by using higher laser power.
Quantum radiation pressure noise is caused by variations of the pressure on the optics caused by
quantum fluctuation; this kind of noise increases with laser power, but it has a much smaller overall
contribution to the noise budget so reducing shot noise is usually preferable.

2. Thermal noise is caused by the motion of the particles that comprise the test mass, coating, and
suspensions. This is the noise caused by the random motion of particles present in all materials not
cooled to absolute zero (all materials). Thermal noise dominates at lower frequencies. Reductions
in thermal noise are primarily achieved through the design of the optics and suspension systems.

3. Seismic noise is noise generated from ground motion. One of the purposes of the test mass suspen-
sions is to try and reduce this noise. It performs this job admirably. Seismic noise is not a dominant
noise source at any frequency range.

These types of noise, plus several other accounted-for sources and small amounts of unaccounted-for
noise sum to make a coloured Gaussian background. Some elements of the noise can vary depending
on the time of day, year, and status of the equipment because they are sensitive to changes in the
weather, local geography, and human activity. This means the noise is also non-stationary and can
fluctuate quite dramatically even on an hourly basis [17]. There are also a number of known and un-
known sources of transient non-linear glitches that can cause features to appear in the noise. These are
some of the most difficult noise sources to deal with and are discussed in more detail in Section 4.2.8.
The non-stationary nature of the noise, in addition to the presence of non-linear glitches, makes for an
intriguing backdrop in which to perform data analysis. Most of these problems already have working
solutions, but there are certainly potential areas for improvement.

Gravitational wave interferometers are not perfect detectors. Their sensitivity is limited by noise pre-
sent in their output. Despite best efforts, it is not, and will never be, possible to eliminate all sources
of noise. When such precise measurements are taken, the number of factors that can induce noise in

25



the output is considerable. It is remarkable that the detectors are as sensitive as they are. Nonetheless,
a challenge remains to uncover the most effective techniques for extracting information from signals
obfuscated by detector data. The deeper and more effectively we can peer through the noise the more
information will be available to us to advance our knowledge and understanding of the universe.

This thesis focuses on a very small part of that problem. We attempt to apply the latest big thing in
data science, machine learning, to both detection and parameter estimation problems in the hopes that
we can make a small contribution to the ongoing effort.
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3 Machine Learning
Machine learning techniques can be applied to almost any area of gravitational-wave data science;
therefore, an exhaustive list would be difficult to compile and quickly outdated. However, here are
some current areas of investigation: transient detection [52,53,101] and parameterisation [52,102,103],
including compact binary coalesces [52,53,101], bursts [104,105,28,106], and detector glitches [107,108];
continuous waveform detection [109–111] and parameterisaction [112]; stochastic background detec-
tion and parameterisation [113]; detector noise characterisation [114] and cleaning [115]; detector
control and calibration [116,117]; and approximant generation [118]. This thesis will focus on the ap-
plication of machine learning to transients, including compact binary coalesces and burst events. To
contextualise this research, this chapter will serve as a brief introduction to machine learning.

Many ambiguous, sometimes contradictory definitions exist within machine learning and artificial in-
telligence. The definitions used throughout this thesis will be discussed here, attempting to use the
most technically correct, or failing that, most commonly used definitions available.

Artificial Intelligence is perhaps the broadest of the terms associated with machine learning and
perhaps also the vaguest. It has various, sometimes conflicting, definitions but is often defined as a
property of human-designed intelligent agents — systems that take, as input, information about the
world and process that data, along with any internal state, to produce an output that maximises the
chance of achieving a specific goal [119]. This broad definition can be applied to an extensive range
of artificial devices, from a toaster, which takes as an input the twist of a dial and tries to maximise
its goal of applying heat for an amount of time relating to the position of the dial, to a chess engine
with the all-consuming goal of checkmating its opponent. Most people would probably not consider
a toaster artificially intelligent, and indeed, in the years since DeepBlue first defeated Garry Kasparov
[120], many have come to consider chess engines in much the same light. This phenomenon is known
as the ‘A.I. effect’, wherein a task is only considered something requiring intelligence until it has been
successfully demonstrated by a machine [121]. At that point, it is pushed out of the realm of intellectual
endeavour and into the mundane, therefore preserving human supremacy over their cognitive domin-
ion. I fear that with the rise of large language models, a few years is all that separates the act of writing
a thesis such as this from the same relegation [122]. This transience can make artificial intelligence a
tricky definition to use in a technical sense, so the term will, where possible, be avoided.

Machine Learning is somewhat easier to define. Depending on your definition of artificial intelli-
gence, it could be considered either a subset of that field or merely at an intersection with it [123]. It
is loosely defined as the study of agents who can gain competency at a task without explicit human
instruction [124]. This is achieved through the use of specialised algorithms and statistical methods
[124]. Since, for the context of this thesis, it is probably more helpful to think of these agents as sta-
tistical techniques rather than actors that react to the world, the rest of this thesis will use the term
model to refer to these agents, as they often model the relationship between a specific distribution of
input data and a specific distribution of output data.

Machine learning can be subdivided in multiple ways, but one of the most common distinctions sep-
arates it into three basic paradigms: supervised learning, unsupervised learning, and reinforcement
learning [125].

Supervised Learning refers to any machine learning task wherein the model attempts to match its
outputs with preexisting values labelled by humans or another technique [125]. Training a model
through supervised learning requires datasets of labelled training data from which the model learns.
After which, if successful, the model should be able to approximate the desired output given new un-
seen input data.
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Unsupervised learning, on the other hand, does not provide the model with any preexisting values
to attempt to match its outputs with [125]. This can include techniques that use the input data as the
desired output data, such as in autoencoders [126], or techniques that attempt to divine patterns within
the dataset previously unknown to the model and, often, the model user. For example, clustering tasks
look for similar latent features between groups of training examples [127].

Semi-supervised learning lies, perhaps unsurprisingly, in the lacuna between supervised and unsu-
pervised learning [128]. Whilst training under this paradigm, some of the training data is labelled and
some unlabeled. This can be used when the labels are too computationally expensive to compute for
the entirety of the training dataset or when some of the labels are intractable by other techniques or
simply unknown.

Reinforcement Learning is a paradigm based on slightly different principles. Instead of using ex-
tensive data sets to train an agent, reinforcement learning utilises algorithms that try to maximise
themselves against an externally defined reward function [125]. While training a model using rein-
forcement learning, the model can take actions that affect the state of the environment in which the
model is allowed to act. The state of its environment will then be mapped to a score; this score is
used to update the model. Through an iterative process, the model is updated to improve its ability to
maximise the score of its environment.

Reinforcement learning is commonly used in scenarios where huge training datasets are not available,
and the model is primarily designed to interact with an environment (virtual or real), such as training
a robot to walk [129] or training a virtual car to drive around a virtual track [130]. Though this has
proved a powerful technique for many machine learning applications, it has not been investigated in
this thesis and thus will not be discussed in detail.

3.1 The Artificial Neural Network
The Artificial Neural Network is a machine-learning technique that has seen rapid innovation, devel-
opment, and adoption over the last decade [131]. They’ve shown the ability to solve many long-stand-
ing problems in artificial intelligence, including image, audio, and text classification, captioning, and
generation, [132–140], as well as producing game-playing algorithms that have attained superhuman
performance in previously human-superior games like Go [141]. They can teach themselves the rules
from scratch in a matter of hours [142] — compared to the many years of development required for
previous game-playing engines. They can compete in complex, highly-dimensional computer games
like Starcraft 2 [143] and League of Legends [144] and they have achieved large-scale adoption across
many industrial sectors, managing power grids [145], performing quality control [146], and paving the
way, albeit slowly, toward fully autonomous self-driving cars [147]. Artificial neural networks have
also been applied to many scientific problems, such as AlphaFold [148], a method that, to some extent,
solved the protein folding problem.

With their rampant and rapid success across many domains previously thought intractable or at least
many decades away from a solution, it is easy to ascribe to artificial neural networks more than what
they are, but it is also easy to underestimate their potential to solve previously unthinkable problems.
Artificial neural networks are little more than simple statistical structures compiled into complex ar-
chitectures, which allow them to perform intricate tasks [11,10,149].

They are loosely inspired by the structures of biological neurons inside animal brains [150,149]. Al-
though they indeed show a greater likeness to the workings of biological systems than most comput-
ers, this analogy should not be taken too literally. Biological brains are far more complex than current
artificial neural networks, and there is much about them we do not yet understand. There may still be
something missing from state-of-the-art models that prevents them from the full range of computation
available to a biological brain [151]. Having said that, there are still ample further developments that
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can be made with artificial neural networks, even considering their possible limits. We do not yet seem
close to unlocking their full potential [152].

There is no universally agreed-upon definition of deep learning, but one of the most widely accepted
definitions is that it must have a Credit Assignment Path (CAP) depth greater than two. This means that
there must be more than two data transformations from input to output [153]. This equates to a dense
artificial neural network with more than two layers, or in other words, one or more hidden layers. This
enables representation learning, where a network can learn to identify hierarchical features in the
model [154]. It is proven that models with a CAP of two can act as universal function approximators
[155], so adding more layers beyond this act only improves convergence on a parameter solution by
reducing training difficulty. In practice, almost all contemporary applications of artificial neural net-
works are more than two layers deep. The hierarchical relationship between A.I. and machine learning
is illustrated by Figure 3.1.

Figure 3.1 | The loose hierarchical relationship between different umbrella terms used in artificial in-
telligence [10].

There are a plethora of different types and arrangements of artificial neural networks, often known
as architectures [10]. The following sections will introduce the main concepts surrounding artificial
neural networks.

3.1.1 The Artificial Neuron

As mentioned previously, artificial neural networks are loosely inspired by biological neural networks
[150,149], and as one might expect, their base unit is analogous to the biological base unit, the neuron
[11]. Artificial neurons form the basic building block of all artificial neural networks, though their form
and design can vary between architectures [11].

The artificial neuron takes a number, 𝑁 , of continuous numerical inputs �⃗� = [𝑥1, …, 𝑥𝑖, …, 𝑥𝑁 ] and
outputs a single numerical output 𝐴(�⃗�) [11]. Each neuron has a number of tunable parameters asso-
ciated with it, ⃗𝜽. A single neuron has many weight values �⃗� = [𝑤1, …, 𝑤𝑖, …, 𝑤𝑁 ] and a single bias
value 𝑏. Suppose these parameters, ⃗𝜽, are selected correctly. In that case, the artificial neuron can, in
some simple cases, act as a binary classifier that can correctly sort input vectors, �⃗�, drawn from a
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limited distribution into two classes [149,11]. This kind of single-neuron classifier is often known as a
perceptron, the original name given to this kind of classifier [156].

Figure 3.2 | Upper: The Artificial Neuron. This figure illustrates the operations that compose the ar-
chetypical artificial neuron, where �⃗� is the input vector, 𝑓  is the activation function, �⃗� is the weights
vector, and b is the neuron bias. An artificial neuron takes an input vector, �⃗�, and performs some
useful calculations (hopefully). Both the weights vector, �⃗�, and bias value, 𝑏, comprise the neuron’s
adjustable parameters, ⃗𝜽, that must be tuned for the neuron to perform any useful operations [11].
Note: During computation, the bias, 𝑏, is not normally added in a separate operation; instead, it is added
as an extra 𝑥0 term included in the same calculation as the summation of the product of the weights, �⃗�,
and input values, �⃗�. Lower: An abstraction of the more complicated interior structure of the artificial
neuron. Abstraction is common and necessary when describing artificial neural networks as networks
are often comprised of thousands if not millions of artificial neurons.

As can be seen in Figure 3.2, the standard artificial neuron is comprised of several consecutive mathe-
matical operations. First, the input vector, �⃗�, is multiplied by the weights vector, �⃗�, and then the result
of this operation is summed along with the bias value, 𝑏 [11,149]. Finally, the output is then fed into
an activation function 𝑓 ; see Section 3.1.5. This sequence of operations is given by:

𝐴(�⃗�) = 𝑓(∑
𝑁

𝑖=1
𝑤𝑖𝑥𝑖 + 𝑏) = 𝑓(�⃗� ⋅ �⃗� + 𝑏), 3.1

where N is the number of elements in the input vector. In the case of the single-layer perceptron,
the output of the neuron, 𝐴(�⃗�), is equivalent to the output of the perceptron, 𝑦, where our desired
ground-truth output value is 𝑦. Since each element of the weights vector, �⃗�, is multiplied by each
component of the input vector, �⃗�, the weights can be thought of as representing the significance of
their corresponding input value, 𝑥𝑖, to the desired output value, 𝑦. The bias, 𝑏, acts as a linear shift
to the activation function, and tuning this value can make it more or less difficult for the neuron to
activate. Having well-tuned parameters, ⃗𝜽, is crucial for the performance of the artificial neuron.

The purpose of the activation function, 𝑓 , is to coerce the distribution of the output value, 𝐴(�⃗�), into
a particular shape [157]. The intricacies of why you might want to do this will not become apparent
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until the model training is understood. Therefore a more detailed discussion of activation functions
follows in Section 3.1.5.

3.1.2 Training Artificial Neurons

Now that the structure of the artificial neuron has been described, the question becomes, how does one
go about ascertaining useful values for the neuron’s tunable parameters, ⃗𝜽, namely the weights vector,
�⃗�, and the bias, 𝑏. It would, in theory, be possible to approach this problem by manually discovering
values for each parameter, 𝜃𝑖, using human-guided trial and error. Whilst this would be unwise, we
can use this thought experiment to arrive at the automated solution to the problem. This section will
describe the step-by-step process of training an artificial neuron, or in this case, multiple neurons, and
for each step, illustrate how the manual approach can be automated, displaying a Python [64] function
demonstrating this. Listing 3.1 shows the required library imports to run all subsequent code listings
in this section. An iPython notebook containing the described code can be found here: https://tinyurl.
com/4m4n3m7n.

# Importing necessary libraries
import numpy as np
import tensorflow as tf
from tensorflow.keras.datasets import mnist
from bokeh.plotting import figure, show
from bokeh.io import output_notebook

Listing 3.1 | Python [64] . Required imports to run subsequent code listings in this section. NumPy
[65] is used for its fast numerical CPU operations. TensorFlow [66] is used for fast numerical GPU
operations, machine learning functionality, and loading the Modified National Institute of Standards
and Technology (MNIST) dataset [12]. Bokeh [67] is used to plot figures.

We will attempt to train an ensemble of ten artificial neurons to classify the Modified National Insti-
tute of Standards and Technology (MNIST) example dataset [12] correctly. The MNIST dataset consists
of 70,000 black-and-white images of handwritten numbers with a resolution of 28 by 28. Pixel values
range from 0 for black pixels to 255 for white pixels, with the integer values representing 253 shades of
grey. 10,000 images are reserved for testing, with the remaining 60,000 used for training. See Figure 3.3
for examples of the images contained within the dataset.

Though slightly confusing, this ensemble of multiple neurons is often known as a single-layer percep-
tron [149], as it consists of many neurons acting (almost) independently in a single layer; see Figure 3.4.
The only collaboration between neurons is the normalisation that is applied to each neuron by the
softmax activation function Equation 3.12, which ensures the produced output vector sums to one and
can act as a probability; see Section 3.1.5.4. Because we are moving from a single neuron with one bias
value 𝑏, and a vector of weights values �⃗�, to multiple neurons, the bias value becomes a vector �⃗�, and
the weights vector becomes a matrix 𝑾 .

𝑾 =

⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎛

𝑤1,1

⋮
𝑤𝑖,1

⋮
𝑤𝑁,1

…
⋱
…
⋰
…

𝑤1,𝑗

⋮
𝑤𝑖,𝑗

⋮
𝑤𝑁,𝑗

…
⋰
…
⋱
…

𝑤1,𝑃

⋮
𝑤𝑖,𝑃

⋮
𝑤𝑁,𝑃 ⎠

⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎞

, 3.2

31

https://tinyurl.com/4m4n3m7n
https://tinyurl.com/4m4n3m7n


where 𝑁  is the number of neurons in the layer, and 𝑃  is the number of weights per neuron, typically
determined by the number of neurons in the previous layer or the number of elements in the input
vector if the layer is the input layer.

Figure 3.3 | Example MNIST data [12]. A single example of each of the ten classes within the MNIST
example dataset. As can be seen, the classes range from zero to nine inclusive. Each example consists
of a grid of 28 by 28 pixels containing one float value between 0.0 and 1.0. In the above image, values
near one are represented as nearly white, and values near 0.0 as black. When ingested by our single-
layer perception, they will be flattened into a 1D vector; see Section 3.4.
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Figure 3.4 | Various representations of a Single-Layer Perceptron or Single-Layer Artificial Neural
Network. Upper: Diagram illustrating the structure and operation of a single-layer perceptron. In the
example shown, a handwritten zero is fed into the single-layer perceptron. The 2D image is first flat-
tened into a 1D vector, see Section 3.4; then, the entire vector is fed into each neuron. If the training
process has worked correctly, each neuron will have learned to identify one of the possible classes, in
this case, digits. As can be seen from the output values, 𝒚 = [𝑦0, …, 𝑦9], which are taken from a real
trained model, this model can correctly identify this input as a zero with high confidence. Middle: An
abridged version of the upper diagram demonstrating the operation of feeding a handwritten one into
the perceptron. This shows how future network diagrams will be abstracted for simplicity and that
the perceptron outputs a different, correct value when it ingests a one rather than a zero. Lower: A
further abstraction of the network. This type of abstraction will be used commonly throughout this
thesis when dealing with networks consisting of multiple layers. A dense layer, wherein all neurons
are attached to all previous neurons, will be shown as a filled black rectangle, and the icon next to it
represents that the activation function applied is a softmax activation function [13]; see Section 3.1.5.4.

Step 1: Dataset Acquisition: When we train a machine learning model, we are attempting to model
the relationship between an input and an output distribution. In some ways, the model can be consid-
ered a compressed version of the matched input and output distributions. After training, when you
feed in a single data point from the input distribution, the model will, hopefully, be able to map that
input value to the correct value in the output distribution. This makes the training data a fundamen-
tal part of the training process [158]. Whether naively attempting a manual solution or optimising
through more efficient means, we must acquire a suitable training dataset.

In many cases, the input distribution will be very large or even continuous, so an exhaustive training
dataset covering every possible value in the distribution will be either technically or literally impossi-
ble. For this reason, we have to ascertain or generate a training dataset that will appropriately sample
the entire input distribution. There are many preexisting example training sets; as stated, we will use
the MNIST dataset [12] for illustrative purposes.

Automating the process of acquiring a dataset is simple. TensorFlow [66] has built-in functions to allow
us to acquire the MNIST dataset [12] easily. Listing 3.2 below shows us how this process can be per-
formed. The listed function also prepares the data for ingestion by the ensemble of artificial neurons.
One hot encoding changes a single numerical class label, i.e. 0, 1, …, 9 into a Boolean vector where
each index of the vector represents a different class; for example, 0 becomes [1, 0, 0, 0, 0, 0, 0, 0, 0, 0],
whereas 1 becomes [0, 1, 0, 0, 0, 0, 0, 0, 0, 0] [68]. This is because each neuron will learn to distinguish
a single class by returning a float value closer to 0.0 if the input falls outside its learned distribution or
closer to 1.0 if the input falls within its learned distribution. Therefore to perform the vector operations
necessary for training, one hot encoding must be performed [68].

# Step 1: Load and prepare the MNIST dataset.
def load_and_prepare_data():
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    # This data is already split into train and test datasets.
    (x_train, y_train), (x_test, y_test) = mnist.load_data()

    # Reshape and normalize the images to feed into the neural network.

    x_train, x_test = x_train.reshape(-1, 784)/255.0, x_test.reshape(-1, 784)/255.0

    # Convert labels to one-hot vectors. This is necessary as our output layer will
have 10 neurons, 
    # one for each digit from 0 to 9.
    y_train, y_test = tf.one_hot(y_train, depth=10), tf.one_hot(y_test, depth=10)

    return x_train, y_train, x_test, y_test

Listing 3.2 | Python [64] . Function to load and prepare the MNIST dataset [12]. The MNIST dataset
[12] consists of many examples of handwritten Arabic numerals from one to nine. The images, x , are
reshaped, and the labels, y , are one-hotted [68].

Step 2: Parameter Initialization: For an artificial neuron to produce a result when it consumes an
input vector, all parameters, ⃗𝜽, must be initialised to some value. One could imagine choosing these
initial parameters, ⃗𝜽𝟎, in a few distinct ways. Perhaps most intuitively, you could decide on the pa-
rameters based on some prior knowledge about the dataset, aiming to get as close as possible to the
optimal tunings in order to minimise the number of steps required during training. However, this
option is impossible if the human tuner lacks such intuition or if the input size is too large for any
human to form such an intuition. That leaves choosing a uniform value for all parameters or randomly
initialising all parameters.

In any automated process, a uniform initialisation is a bad choice. If one sets all initial parameters, ⃗𝜽𝟎,
to the same value, this creates symmetry [159]. Suppose we subsequently try to use a mathematical
method to adjust these parameters. In that case, the method will have no way to choose one parame-
ter over another, meaning all parameters will be tuned identically. We will need the parameters to
be adjusted independently in order to model complex relationships. For this reason, we will initiate
the weights matrix, 𝑾 , randomly by sampling values from a normal distribution. This choice of ran-
dom distribution will not be discussed here, but note that there is an open area of research hoping to
speed up and/or improve the training process by selecting more optimal distributions for parameter
initialisation [159]. The bias values, �⃗�𝟎, will be initialised to zero. Since there is only one bias value per
neuron, we don’t have to worry about creating asymmetry, as that is provided automatically by values
passed through the neuron’s weights.

Listing 3.3 demonstrates the initialisation of two variable tensors to hold the weights and biases of our
artificial neurons. Because there are ten classes of numbers in the training dataset, we will initialise
ten artificial neurons — one to recognise each class of digit. There will be a single bias value for each
neuron. Hence there are 𝐶 bias elements in the bias tensor, biases , where 𝐶 = num_classes = 10,
and the input size is 𝑁 = 28 × 28 = 784, so there are 𝑁 × 𝐶 = 784 × 10 = 7840 elements in our
weights tensor, now a matrix, 𝑾 = weights , arranged in the shape [784, 10] . This means the total
number of tunable parameters in our set of ten neurons is 7840 + 10 = 7850.

# Step 2: Define the model
# We are using a simple single-layer perceptron model
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# This is essentially a single fully-connected layer

def define_model():
    # Define weights and biases. We initialise the weights with a random normal
    # distribution.
    # There are 784 input neurons (one for each pixel in the 28x28 image) and ten
output 
    # neurons. We initialise biases to zero.

    weights = tf.Variable(tf.random.normal([784, 10]), name="weights")
    biases = tf.Variable(tf.zeros([10]), name="biases")
    return weights, biases

Listing 3.3 | Python [64] . Function to initialise TensorFlow [66] tensors to store the artificial neuron’s
parameters, ⃗𝜽. In the case of MNIST [12] digit recognition, ten neurons are being trained, so we have
ten bias values, �⃗�, and the input images are of dimension 28 × 28 = 784. Therefore, our weights ma-
trix, 𝑾 , is shaped [784, 10] .

Step 3: Define the model’s action: To perform any optimisation method, there must be a way to test
the model. Thus we must define the action of the model, 𝑀(�⃗�). We have already shown what form
this must take in Section 3.1.1 and Equation 3.1. This is very easily defined by a Python [64] function,
as seen in Listing 3.4.

# Step 3: Define the model's computations:
def model(x, W, b):
    return tf.nn.softmax(tf.matmul(x, W) + b)

Listing 3.4 | Python [64] . Function to perform the computation of artificial neurons in our single-
layer perceptron. Since TensorFlow [66] is natively vectorised, this function will calculate the output
of all our tensors simultaneously. This function performs the same operation described in Equation 3.1,
with a softmax function as the activation function, 𝑓 . Softmax activation functions are described in
Section 3.1.5.4.

Step 4: Define the loss function: Now that we have set up a procedure to run the model with a set of
randomised parameters, ⃗𝜽, we must define a measure of success so that we can see how well the model
is performing whilst we perform our parameter tuning operation. If we have no performance metric,
then we have no indication of how to tune the model to improve its performance. To do this, we define
a loss function, 𝐿, a function which takes in some information about the state of the model after it has
ingested data, usually including the model’s output, and returns a numerical output value: the loss of
the model with a given set of parameters, 𝐿(𝑀 ⃗𝜽(�⃗�), ⃗𝒚), where �⃗�, is a particular instance, or batch,
of input vectors, and ⃗𝒚 is, in the case of classification, the data label [10]. Note that in unsupervised
learning, the loss function does not ingest a label, ⃗𝒚, as the data is not labelled [10].

By convention, a high loss value indicates that the model performance is worse than that which would
be indicated by a lower loss value [10]. Our optimisation process, therefore, should attempt to minimise
the average of this loss value across all potential input vectors.

There are many possible metrics for measuring the performance of a model, a large number of which
can be used as the loss function [10]. The loss function is an important aspect of the training process,
which can alter the efficiency of the training significantly. They can be highly specialised to particular
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scenarios, to the point where using an inappropriate loss function can completely remove any possi-
bility of training [10]. A more detailed description of loss functions is available in Section 3.1.6.

For this model, we elect to use the categorical cross-entropy loss function [10] as described in Sec-
tion 3.1.6. An implementation of that loss function is shown by Listing 3.5.

# Step 4: Define the loss function
def compute_loss(y_true, y_pred):
    return tf.reduce_mean(-tf.reduce_sum(y_true * tf.math.log(y_pred), axis=[1]))

Listing 3.5 | Python [64] . Function to compute the loss of the model. The loss function utilised in
this case is categorical cross-entropy loss, a loss function commonly used for multi-class, single-label
datasets. A more detailed description of the function of this loss function can be found in Section 3.1.6.2.

Step 5: Train the model: Finally, after we have assembled all the pieces, we can start to tune the
parameters, ⃗𝜽, so that our perceptron can output useful values when fed input. As we have previously
stated, we will initialise our weight parameters, 𝑾 , randomly; this means that no matter what images
we feed into the untrained model, we will get non-sensical classification values with no correlation to
the ground truth labels unless by extremely unlikely fluke. Using some process, we want to move the
model toward successful categorisation.

If we again move back to our analogy of attempting to perform this operation manually, what we
might imagine is that we would start by feeding it an image from our training dataset. We could then
examine the model’s output and see which parameters we would need to tune in order to move our
network, for that particular image, toward the correct answer. We could achieve this by determining
how much each parameter moves the current model’s output, 𝒚, toward or away from the ground truth
value, ⃗𝒚, and then adjusting each parameter accordingly.

If we tuned the parameters by a large amount, then the model could easily become overtuned to a
particular image, so we might instead choose to move it a little bit toward the correct input value and
then repeat this process over hundreds, if not thousands, of examples, moving the network slowly
toward a useful configuration.

Gradient descent is an algorithmic implementation of this thought experiment [10]. In its most simple
case, the loss that is given by the loss function, 𝐿(𝑀 ⃗𝜽(�⃗�), ⃗𝒚), measures the distance between the model
output, 𝒚, and the ground truth, ⃗𝒚. Since the model is largely defined by its parameters, ⃗𝜽, the loss
function can be thought of as a function that takes in an input vector, �⃗�, the model parameters ⃗𝜽, and
the ground truth label, ⃗𝒚. So the output of the loss function for a particular input vector and set of
parameters becomes

𝐿(𝑀 ⃗𝜽(�⃗�), ⃗𝒚) = 𝐿(𝑀( ⃗𝜽, �⃗�), ⃗𝒚) = 𝐿𝑀( ⃗𝜽, �⃗�, ⃗𝒚), 3.3

where L is the model-architecture-agnostic loss function, 𝐿𝑀  is the loss function for a particular model
architecture, 𝑀 ⃗𝜽, is a model with a fixed set of parameters, ⃗𝜽, 𝑀  is a model with a set of parameters as
a functional input, �⃗�, is a particular input vector to the model, and, ⃗𝒚, is the label vector corresponding
to the model input vector.

The gradient of the model is defined as the vector of partial derivatives of the model’s loss function
with respect to its parameters [160]. If 𝐿𝑀�⃗��⃗�( ⃗𝜽) is the loss function with a fixed model architecture,
input vector, and ground-truth label, then the gradient of the model is
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�⃗�𝑳 ≡ �⃗�𝑳𝑴�⃗��⃗�( ⃗𝜽) = [
𝜕𝐿𝑀�⃗��⃗�

𝜕𝜃1
, …,

𝜕𝐿𝑀�⃗��⃗�

𝜕𝜃𝑖
, …,

𝜕𝐿𝑀�⃗��⃗�

𝜕𝜃𝑁
] 3.4

where N is the total number of tunable parameters.

Equation 3.4 describes a vector, �⃗�𝑳. Each element of the vector, 𝜕𝐿𝑀�⃗��⃗�
𝜕𝜃𝑖

, is a gradient that describes
the effect of changing the value of the corresponding parameter, 𝜃𝑖, on the model loss. If the gradient
is positive, then increasing the value of the parameter will increase the value of the loss, whereas if
it’s negative, increasing the value of that parameter will decrease the model loss. The magnitude of the
gradient is proportional to the magnitude of that parameter’s effect on the loss [160].

Since we want to reduce the model loss, we want to move down the gradient. Therefore, for each pa-
rameter, we subtract an amount proportional to the calculated gradient [160,10].

Figure 3.5 | An illustration of gradient descent, where �⃗�𝑳𝑴�⃗��⃗�( ⃗𝜽) is the loss at a fixed model archi-
tecture, 𝑀 , input vector �⃗�, and data label ⃗𝒚. This simplified example of the shape of a 1D parameter
space shows how the gradient of the loss function with respect to the model parameters can be used to
move toward the minimum of the loss function. The shape of the loss function in this example is given
by 𝐿𝑀�⃗��⃗�( ⃗𝜽) = 𝜃2. In almost all cases, the parameter space will be much more complex than the one
depicted in both dimensionality and shape complexity. Usually, the shape of the loss function will be
an N-dimensional surface, where N is the number of parameters, ⃗𝜽, in the model, but the principle is
still the same. For a 2D example of a gradient space; see Figure 3.12. This plot can be recreated with
the code found here: https://tinyurl.com/3ufb5my3.

We need to be able to control the magnitude of the parameter adjustment because the gradient is only
measured for the current parameter values, ⃗𝜽. Therefore we are unsure of the shape of the loss func-
tion. It’s possible for the tuning process to overshoot the loss function minimum. In order to apply
this control, we introduce a constant coefficient to scale the gradient, known as the learning rate, 𝜂
[160,10].

37

https://tinyurl.com/3ufb5my3


Therefore, if we want to find the new adjusted parameters after one optimisation step, we can use

⃗𝜽𝑡+1 = ⃗𝜽𝑡 − 𝜂�⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕
( ⃗𝜽𝒕) 3.5

where t is the step index, we can see this process in a Python [64] form in Listing 3.6. In this function,
the gradients are captured using the tf.GradientTape scope, which automatically captures the gradients
of all “watched” tensors within its scope. This automatic differentiation utilises a process called back-
propagation [160,10], which will be discussed in more detail in Section 3.2.5.

# Step 5: Define the training step
 @tf.function
def train_step(x, y, W, b, η):
    with tf.GradientTape() as tape:
        y_pred = model(x, W, b)
        current_loss = compute_loss(y, y_pred)
    gradients = tape.gradient(current_loss, [W, b])
    W.assign_sub(η * gradients[0]) # update weights
    b.assign_sub(η * gradients[1]) # update biases
    return current_loss

Listing 3.6 | Python [64] . Function to execute a single training step. This function runs an example,
x  = �⃗�𝒕, through the model (usually multiple examples at once as explained in Section 3.2) and com-

putes the loss, loss  = 𝐿𝑀�⃗�𝒕�⃗�𝒕
( ⃗𝜽𝒕) of the output of that model, y_pred = 𝒚𝒕 compared with the

ground truth label of that example, y = ⃗𝒚𝒕. The gradients, gradients  = �⃗�𝐿𝑀�⃗�𝒕�⃗�𝒕
( ⃗𝜽𝒕), are auto-

matically computed for each parameter by tf.GradientTape() , which produces a list of gradients
for the weights, w  = 𝑾 , and biases, b  = �⃗�, which are then used multiplied by the learning rate η
= 𝜂 and used to update the parameters, ⃗𝜽, for the next training step; see Equation 3.5.

If we repeat this process over T steps, where T is the number of training examples in our dataset,
then the model will hopefully begin to gain aptitude at the classification task. The process of tuning
the model parameters once with all examples in the training dataset is called a training epoch [149].
Oftentimes, if our training dataset is not large enough, we can improve the model performance by run-
ning for multiple epochs, hence training the model with the same examples multiple times. Between
epochs, the training dataset is usually shuffled in order to explore new areas of parameter space and
avoid repeating exactly the same pathway [149].

Pulling all the functions we have defined together; we can now implement our main training loop,
Listing 3.7.

def train_model(epochs, batch_size, η, x_train, y_train):
    # Define model
    W, b = define_model()

    # Store loss and accuracy for each epoch
    loss_per_epoch = []
    accuracy_per_epoch = []

    # Training loop
    for epoch in range(epochs):
        i = 0
        while i < len(x_train):
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            start = i
            end = i + batch_size
            x_batch = x_train[start:end]
            y_batch = y_train[start:end]
            current_loss = strategy.run(train_step, args=(x_batch, y_batch, W, b,
η))
            i += batch_size

        # Compute loss and accuracy for each epoch
        y_pred = strategy.run(compute_model, args=(x_test, W, b))
        loss_per_epoch.append(current_loss)
        accuracy_per_epoch.append(compute_accuracy(y_test, y_pred))
        print(f'Epoch {epoch+1} completed')

    return loss_per_epoch, accuracy_per_epoch, W, b

Listing 3.7 | Python [64] . Function to execute multiple training steps across multiple epochs. This
function runs the function defined in Listing 3.6 for each example in the training_dataset, x_train ,
and repeats this process for each requested epoch, num_epochs , updating the model parameters each
time. It returns the model parameters, W, b , and some metrics measuring the model’s performance;
see Equation 3.5.

3.1.3 Testing the Model

Once we have trained our model using the aforementioned procedure, we can evaluate its performance.
Often the first step toward this is to look at the model’s performance at each step during training; see
Figure 3.6.

The model training progresses quickly at first but soon reaches a point of diminishing returns at about
85 per cent accuracy. Although we may be able to squeeze out a little more performance by running the
training for more epochs, this can lead to overfitting, where a model becomes tailored too specifically
to its training dataset and cannot generalise well, or at all, to other points in the training distribution
[149]. In most cases, we will want our model to classify new unseen data drawn from a similar distri-
bution as the training dataset but not overlapping with any existing points, so we try to avoid this.

39



Figure 3.6 | Upper: The performance of the single layer perceptron model described in Section 3.1.2
over 15 epochs, where one epoch consists of training the model on all training examples in the MNIST
dataset of handwritten Arabic numerals [12]. The model loss is defined as the categorical cross-entropy
of the model’s output vector, 𝒚 and the ground-truth label, ⃗𝒚, whereas the accuracy metric is defined
as the number of examples in the test dataset that are correctly classified, where a correct classification
is any output with 50 per cent or more probability in the correct class. Lower: Two examples of less
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successful classifications. The left example would still be measured as a successful classification by our
accuracy metric, whereas the right example would be marked as an unsuccessful classification.

We can also investigate what parameters the neurons have actually learned over this process; see Fig-
ure 3.7. It is often very difficult to come to much of a conclusion about the true inner workings of
artificial neural networks, especially dense layers, which are the most general but also the most non-
intuitive [161,10]. Network interpretability is a large and ongoing area of machine learning research
for many obvious reasons. Being able to see why a model has given you the answer that it has can
massively boost confidence in that answer [161,10]. However, this thesis will not focus heavily on in-
terpretability, as that could be a whole other thesis on its own.

Figure 3.7 | Learned model parameters. Each artificial neuron in our single-layer perception is repre-
sented by a labelled parameter map shaped into the same dimensions as the input images. These maps
show the learned weight values that correspond to each pixel of the input images. Very little structure
can be made out by the human eye. Perhaps in the weight maps for the zero-classifier neuron, we can
see an area toward the centre of the map that is negatively weighted. This might be expected as there
are rarely high-value pixels at the centre of the circular zero. A similar but opposite effect might also
be attributed to the one-classifier, where the centre of the image often contains high-value pixels. In
general, unless you squint very hard, it is difficult to make out patterns in the parameters. This “black-
box” effect means that after even one more layer is added to the network, it becomes very difficult to
determine the action of dense layer neurons intuitively.

Whilst it is difficult to make specific claims on how artificial neural networks are doing what they are
doing, we can often speculate on general methods of operation. In the case of the single-layer percep-
tron, like the one we have built here, the only kinds of operations that can be learned are linear ones.
The only path each neuron has available to it is to learn which pixels are often highly valued in its class
of digit and which pixels are very rarely highly valued in its class which are more likely to be highly
valued in another class. Then it can adjust the bias value so that the neuron only activates when a
certain criterion is met. If we were distinguishing between ones and zeros, for example, which have, in
general, very different highlighted pixels, then this might be enough for a high degree of classification
efficiency. However, there are a multitude of digits which can share many common pixel values, which
makes this problem more difficult.

In order to solve the problem with more accuracy, we must add a non-linear element to the compu-
tation and the ability for the model neurons to work collaboratively on the problem [10,157]. This
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allows the model to extract more complex “features” from the input vector. We, therefore, introduce
the concept of multi-layered neural networks and deep learning.

3.1.4 Neurons Together Strong

As we have seen, a single layer of artificial neurons can be trained to perform a small amount of com-
putation, which is often enough for many simple problems. There are, however, a great many problems
which require more complex solutions. In order to do this, we can add what is known as “hidden
layers” to our network [10,149] They are called hidden layers because the exact computation that is
performed by these additional layers is much more difficult to divine than in output layers, layers that
directly output solution vectors, as we have seen in our single-layer perceptron [149].

For simplicity of design, artificial neural networks are usually organised into layers of neurons, which
are usually ordered, and interactions are usually limited to between adjacent layers in the network
[149]. Layer one will usually only pass information to layer two, and layer two will receive information
from layer one and pass information to layer three if there are three layers; see Figure 3.8. This is not
always the case, and there are exceptions to all the rules mentioned in this paragraph, including skip
connections [162,163], recurrent neural networks [164,10], and Boltzmann machines [165].

Artificial neural network layers come in many varieties, the most simple of which are feed-forward
dense (or sometimes linear) layers [10]. Dense layers consist of 𝑁  neurons, where every neuron takes
as an input vector the output of every neuron on the previous layer unless the dense layer is acting as
the input layer, in which case every neuron takes in as input every element of the input vector [149]. If
the dense layer is acting as the output layer, as was the case for our single-layer perceptron where one
layer was both the input and output layer, then 𝑁  must equal the required size of our output vector,
⃗𝒚. In the case of a classification problem, this is equal to the number of classes, 𝐶 . In hidden layers, the

number of neurons, 𝑁 , can be any number and is, therefore, a customisable non-trainable parameter
known as a hyper-parameter that must be chosen before network training by some other method; see
Section 5.1.

As can be imagined, finding the gradient for networks with one or more hidden layers is a more com-
plex problem than for a single layer. Backpropagation allows us to do this [149,10,160] and, in fact, is
the tool that unlocked the true power of artificial neural networks; see Section 3.2.5.
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Figure 3.8 | Upper: Diagram of a multi-layer network with one output layer and one hidden layer. The
non-linear computation introduced by the ReLU activation function applied to the hidden layer allows
this network to solve considerably more complex problems than the previously described single-layer
perceptron model. See Section 3.1.5.3 . As can be seen, by the displayed output, which again is taken
from a real instance of a trained model, this network has no problem classifying the previously difficult
image of a five. Lower: An abstraction of the same model.

This model performs considerably better than the previous model; see Figure 3.8; and seems to be com-
plex enough to more or less solve the problem; see Figure 3.9. We might, in fact, even try reducing the
number of neurons in the hidden layer. It is often beneficial to find the simplest possible network, by
the number of parameters, that is able to achieve the desired computation, as more complex networks
are more computationally expensive and time-consuming to train, require more training data, have
an increased inference time (inference meaning to run the model on new unseen data), and crucially
are more prone to overfitting to the training dataset [10]. This model reaches a high accuracy within
just a few epochs, and unless we are very concerned about false alarm rates, then there is no need to
add extra complexity to our model. The notebook used to train this model can be found here: https://
tinyurl.com/yrbwuw4e.
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Figure 3.9 | The performance of the multi-layer perceptron model described in Section 3.1.4 over 15
epochs. As can be seen in comparison to Figure 3.6, the training is both faster and with a better final
result.

The addition of hidden layers to our network architectures introduces the possibility of all kinds of
structural variations. For more complex problems than the recognition of simple handwritten digits,
we have many tools in our arsenal to increase performance. The first thing you might do is try the
addition of more than one hidden layer; in fact, there is no inherent theoretical limit to the number of
hidden layers that can be added to a network. Of course, at some point, you would run into computa-
tional limits, and although the gradient can be calculated, there are problems when attempting to run
gradient descent algorithms on very deep networks that are designed without careful consideration.
Gradients that vanish over many layers can lead network training to become an almost impossible
task [166,10].

These problems with increasing complexity lead researchers to explore types of layers beyond the
dense layer. Although the dense layer alone can be thought of as a universal function approximator,
there exists no perfect training algorithm to find the ideal set of parameters to achieve every possible
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function, and this statement is technically only true for all possible arbitrarily complex functions as the
number of layers approaches infinity. For this reason, different layer designs and network architectures
can create easier environments for training [10], saving computational resources and allowing feasible
routes to massively increase network ability. Most often, these non-dense layers are designed with
some insight into the structure of the input vectors. An example of this would be the convolutional
neural network, see Section 4.4, which uses the spatial information of the input, as well as the notion
that there will be transform-invariant features within the image, to create layers that can perform a
similar or better job than dense layers with far fewer parameters [166].

One could also experiment by moving away from the paradigm of feed-forward networks, although
this can increase solution complexity significantly. Within feed-forward neural networks, neuron con-
nections only ever move toward neurons that have not yet causally influenced the emitting neurons.
Within recurrent networks, however, signal paths can loop, taking either previous inferences as inputs
or looping within the calculation itself [167,10]. This can allow the network memory of previous in-
ferences, something feed-forward networks do not possess.

Figure 3.10 | Left: The generalised dense feed-forward artificial neural network. Where 𝑇  is the num-
ber of hidden layers in your network, 𝐻  is the number of neurons at that layer, 𝑁 , is the number of
elements in the input vector, �⃗�, and 𝑂 is the number of elements in the output vector 𝒚. As can be seen
in the diagram, the number of hidden layers in your network is unconstrained, as is the number of
neurons in each of those layers, which should be noted does not have to be the same. This is opposed
to the output layer, which must have the same number of neurons as is expected by your loss function.
Right A very simple illustration of a recurrent neural network. This network illustrates the retroactive
data flow that is possible in a recurrent neural network. In this example, the output of the network from
one inference operation is added to the input of the next inference operation. It should be noted that
this is a very naive implementation of a recurrent neural network. In actuality, the networks usually
have a much more complex structure, such as LSTMs (Long Short Term Memory) networks.

There will be a more detailed discussion of many of these different network layers and architectures
further on in the thesis; the following few sections will explore the concepts outlined in the last two
sections in more detail.

3.1.5 Activation Functions

There are many different activation functions; as with most things in machine learning, they are an
active area of research [10,157]. As such, this small section will only give a brief introduction plus
a few examples. Since the activation function normally acts on the weighted sum of the inputs plus
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the bias, in this section, we will define 𝑧 = ∑ �⃗� ⋅ �⃗� + 𝑏 to avoid confusion with the raw input values
previously denoted 𝑥. Depending on the network structure, 𝑧 could also be generated with an artib-
traty function. We will define the vector of all 𝑧 values in a single network layer of 𝑁  neurons, i.e.
⃗𝒛 = [𝑧1, …, 𝑧𝑖, …, 𝑧𝑁 ].

As noted in Section 3.1.1, the activation function aims to coerce an artificial neuron’s output into a
particular shape [10,157,149]. This has several purposes. Firstly, it can act as a thresholding function,
which along with a specific value of bias, 𝑏, can activate or deactivate the neuron depending on the
weighted sum of the input vector, 𝑧. The activation function also limits the output values to a specific
range, ensuring that values within the network do not grow without bounds along favoured pathways
and destabilise the network. These values can be considered in some way analogous to the maximum
firing rate of a biological neuron. Without activation functions, instability can cause values to explode
to infinity or vanish to zero. Finally, activation functions provide a non-linear component to the neu-
ron. Without non-linear activation functions, neuron output, hence network outputs, could only be
linear combinations of the input values and so would need to be, in general, much more complex to
solve non-trivial problems.

There are some limits to the type of function we can use within a neural network, primarily since
we must be able to flow gradients through the function during backpropagation; the function must
be differentiable at all points [157]. For example, if we tried to use a step function as an activation
function, the derivative would be 0 at all points, except for at the step where it would be undefined.
This would make backpropagating through this function very difficult, as it would fail to update the
weights and bias of its corresponding neuron. In other non-continuously differentiable functions, like
the ReLU function, we can use a trick to avoid the undefined derivative by defining the value of the
derivative at that point, 𝑧 = 0 in this case, to 0 or 1.

As well as the distinction between linear and non-linear activation functions, a few further distinctions
can be made. Outside of the linear function, we can split activation functions into three types: ridge
[168], radial basis [125], and fold [13].

Ridge functions are standard activation functions that change an input’s shape based on directionality
around a specific point or ridge [168]. The most common example is the ReLU function [169,157] and
its variants described below. Ridge functions are computationally efficient and introduce non-linearity
without requiring exponentiation or other computationally expensive operations.

Radial basis functions [125,170], on the other hand, are less commonly used. They are symmetric
around a specific point rather than just directional. Their value, therefore, depends entirely on the
magnitude of the distance to this point rather than in ridge functions where the sign is also vital. Ra-
dial basis functions can create complex surfaces which can localise to a specific region, which can be
helpful if you believe your data structure to be localised in such a manner. A typical example of a radial
basis function would be the Gaussian function, which can localise a neuron’s activation to a particular
region. However, they can be computationally expensive and lead to overfitting due to their ability to
form complex surfaces.

Fold functions are complex activation functions that aggregate over multiple neuron 𝑧 values, such
as mean or max functions in pooling layers, or even over the entirety of ⃗𝒛, such as in softmax layers
described below [13]. Calculating these can be computationally expensive, so they are used in moder-
ation.
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3.1.5.1 Linear

The most straightforward activation function is the linear activation, represented simply by Equa-
tion 3.6 below. The linear activation function will not change the shape of the data and is crucial for
many applications where this is a desired feature:

linear(𝑧) = 𝑘𝑧. 3.6

Evidently, in the case where 𝑘 = 1, this is equivalent to not applying any activation function and thus,
all the previously stated problems resulting from no activation function will apply. The derivative of
the linear activation function is always a constant irrespective of the input values, so it is straightfor-
ward to compute. This simplicity brings a significant drawback when dealing with complex data. If it
is the only activation function used, the entire network, regardless of complexity or number of layers,
will behave as a single-layer model because of the lack of non-linearity between layers. As we have
seen, single-layer perceptrons are insufficient for many tasks we wish to tackle with artificial neural
networks.

One of the primary uses of linear activation functions is as the output layer of regression problems,
where the output is expected to be a continuous float value not constrained within a particular distri-
bution [10]. The drawbacks are alleviated if the rest of the network before the output layer involves
non-linear activation, leaving the output layer to combine inputs into a final output value linearly.
They can also sometimes be used in straightforward networks where non-linearity is not required and
computational efficiency is highly prized. Therefore, while the linear activation function has its uses,
it is not commonly applied in hidden layers of deep learning models, wherein non-linear layers, such
as ReLU and its variants, are more valuable; see Figure 3.11 for a graphical depiction.

3.1.5.2 Logistic

The logistic activation function [171] is a ridge function defined

𝑓(𝑧) =
𝐿

1 + 𝑒−𝑘(𝑧−𝑧0) , 3.7

where 𝑧{0} represents the z-coordinate of the function’s midpoint, 𝐿 signifies the maximum value that
the function can reach, often referred to as the function’s supremum and 𝑘 is a parameter that controls
the steepness of the function’s curve, determining the logistic growth rate. The particular case where
𝐿 = 1, 𝑘 = 1, and 𝑥0 = 0 is known as the sigmoid function

𝜎(𝑧) =
1

1 + 𝑒−𝑘𝑧 . 3.8

See Figure 3.11 for a graphical depiction.

Since this smoothly limits the output of the neuron to between 0 and 1, it is often used on output
neurons in a network designed for classification since, in this case, the ground truth vector would
consist of entirely Boolean values, meaning an activation function that tends to 0 and 1 in the extreme
is very useful [171]. The sigmoid activation function is used in multi-class, multi-label classification
problems, where each class variable is independent, and an example can be in multiple classes and
single-class single-label problems, where there is only one output neuron. Since each output is calcu-
lated independently, it is unsuitable for cases where an example can be in only one class and there are
multiple classes; in that case, a Softmax layer, as described in Section 3.1.5.4, is more appropriate.

The sigmoid function’s derivative is at maximum at the midpoint 𝑧 = 0 and falls off as 𝑧 moves in
either direction 𝑧 → ∞ ∨ 𝑧 → −∞; this is a suitable environment for backpropagation as the deriva-
tive is always defined and never 0. There are, however, some limitations since the gradient, although
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never quite 0, can become very small, leading to the “vanishing gradients” problem wherein the mod-
el’s parameter updates can become negligible, and hence learning is very slow. Secondly, the sigmoid
function is not centred at 0. This can lead to zig-zagging during gradient descent, also slowing down
convergence. Finally, the sigmoid function involves the computation of exponentials, which can be
computationally expensive, especially for large-scale networks.

Despite these limitations, the sigmoid function is widely used, particularly in the output layer, for
multi-class, multi-label classification problems. However, for hidden layers, modern practices prefer
other functions like ReLU or its variants to mitigate some of the issues related to the sigmoid function.

3.1.5.3 ReLU (Rectified Linear Unit)

One of the most common activation functions used very widely in neural network hidden layers is the
ReLU (Rectified Linear Unit) function [171,157], defined by

ReLU(𝑧) = {𝑧 if 𝑧 > 0
0 if 𝑧 ≤ 0. 3.9

ReLU is another example of a ridge function. This function is 0 for 𝑧 ≤ 0, and 𝑧 for 𝑧 > 0, meaning it
is equivalent to the linear function above 0. It is a very simple function but still provides the neuron
with the ability to threshold values and adds a non-linear component to the neuron.

Because of its simplicity, ReLU is very computationally efficient compared to other activation functions
that require expensive operations such as exponentiation or division, an essential factor when decid-
ing on activation functions to use, especially in very large networks [154]. The derivative is also very
simple, either 1 above 𝑧 or 0 below 𝑧; hence it lacks the possibility of becoming very small. This means
that the use of ReLU functions can be efficient for training. Having a large section of the domain with
a derivative of 0 does, however, also lead to problems. During the training process, some neurons can
“die”, only able to emit 0s, and since the gradient is also 0, they can become stuck in this state, unable
to reactivate [172]. Evidently, this can reduce the capacity of the network for practical computation
since these dead neurons can no longer contribute valuable operations.

To ameliorate some of the downsides, there are a plethora of possible ReLU variants, most of which
have a non-zero gradient below 𝑧 = 0. These include but are not limited to Leaky ReLU (LReLU) [173],
Randomized Leaky ReLU (RReLU) [174], Parametric ReLU (PReLU) [175], Exponential Linear Unit
(ELU) [175], and Scaled Exponential Linear Unit (SELU) [175]. The first three variants, LReLU, RReLU,
and PReLU, are defined by

LeakyReLU(𝑧) = {𝑧 if 𝑧 > 0
𝛼𝑧 if 𝑧 ≤ 0, 3.10

where 𝛼 depends on the variant in question; in standard LeakyReLU, 𝛼 is a small, predefined value
such as 0.05, meaning the slope is much shallower before 0 than after it; this prevents dying neurons
whilst still allowing the function to threshold the input value. In the case of Randomised Leaky ReLU,
𝛼 is randomly sampled from a specified distribution during training but fixed during model inference
[174]. This solves the dying neuron problem and adds robustness to the training process. Finally, in
Parametric ReLU, 𝛼 is treated as a trainable parameter that the model can adjust during backpropaga-
tion, allowing it to hopefully self-optimise to a good value [175].

ELU and SELU are also both based on a similar definition

SELU(𝑧) = {𝑠𝑧 if 𝑧 > 0
𝑠𝛼(exp(𝑧) − 1) if 𝑧 ≤ 0. 3.11
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For any 𝛼 value if 𝑠 = 1, the equation defines ELU. ELU has all the death-defying properties of the
previously mentioned ReLU variants whilst also introducing differentiability at 𝑧 = 0, meaning that
the redefinition trick is not required. Unlike other ReLU variants, it saturates as 𝑧 → inf, increasing
robustness to errors. These extra benefits come at the cost of the computational simplicity of the pre-
vious ReLU variants, as the calculation of exponentials is a significant computational expense.

If 𝛼 = 1.673263… ∧ 𝑠 = 1.05070…, the equation defines SELU, a self-normalising activation function.
These very specific values of 𝛼 and 𝑠 are designed to work in conjunction with LeCun initialization, a
method that initializes neuron parameters with values drawn from distributions with mean zero and
variance 1

𝑁 , where 𝑁  is the number of neurons in that layer. These values of 𝛼 and 𝑠 massage the
neurons toward outputs with a distribution centred on zero and with a variance of one. Which can
help smooth the training process by avoiding vanishing or exploding gradients.

In practice, ReLU and its variants are the most commonly used activation functions in the hidden lay-
ers of deep neural networks due to their efficiency and performance. See Figure 3.11 for a graphical
depiction.

3.1.5.4 Softmax

Softmax is a more complicated fold distribution and is of interest due to its use in multi-class, single-
label classification problems [125,13]. It is an extension of the Sigmoid function described above in
Section 3.1.5.2, which aims to convert a vector of continuous unconstrained output values, in our case
⃗𝒛, into a vector representing probabilities, with outputs limited between 0 and 1 and a vector sum

equal to exactly 1. It does this by finding the exponential of each 𝑧 value, then normalising by the sum
of the exponential of all elements in ⃗𝒛

softmax ( ⃗𝒛)𝑖 =
𝑒𝑧𝑖

∑𝑁
𝑗=1 𝑒𝑧𝑗

, 3.12

where N is the number of elements in ⃗𝒛, equivalent to the number of neurons in the layer and the
number of classes in the dataset, and 𝑖 is the index of the neuron/class whose output value is calculated.
See Figure 3.11 for a graphical depiction.

The softmax function represents a way of mapping the non-normalized output of the network to a
probability distribution over predicted output classes, making it invaluable for multi-class, single-label
classification problems. It is also differentiable so that it can be used in gradient-decent methods.

Softmax can be computationally expensive, particularly in the case of a large number of classes, as
each output classification requires the use of multiple expensive operations such as exponentiation
and division; it can also suffer from numerical instability when the scores in the input vector are very
large or small which may result in numerical overflow or underflow problems. This is not typically too
much of an issue as it is usually only used in the output layer of a network.

The Softmax function remains the standard choice for multi-class classification problems due to its
ability to provide a probabilistic interpretation of the outputs, handle multiple classes, and its differ-
entiability.
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Figure 3.11 | Four of the most common activation functions. Upper Left: A linear activation function.
In this case, the slope, k, is 1, meaning that the shape of the output is unchanged vs the input. Upper
Right: Sigmoid activation function, a special case of the logistic activation function, which limits the
output value between 0 and 1. Lower Left: ReLU (Rectified Linear Unit) activation function and its vari-
ants, an easy way to provide non-linearity to multi-layer networks. Lower Right: SoftMax activation
function. In the case of multi-neuron outputs, when using softmax, the output of each neuron depends
on the value of each other neuron. For this reason, the simplest non-trivial case, where the length of
the output vector, 𝑁 , is 2, has been chosen, and the outputs are represented on a 3D plot. This figure
can be recreated with the notebook found at: https://tinyurl.com/muppechr.

3.1.6 Loss Functions

The loss function (sometimes cost or objective function) is an important part of the model training
process [10]. The purpose of the loss function is to act as a measure of the effectiveness of the model
when acting on a particular batch of examples. In doing this, the loss function gives us a metric to
evaluate the performance of the model, compare it against other models, and act as a guide during the
training process. In specific cases, it can also act to regularise the model to prevent overfitting or to
balance multiple objectives.

In supervised learning, this loss function is some measure of the distance between the model’s output
and the ground truth labels of the examples fed into the model. These are one of the more common
types of loss functions, but it should be noted that as long as it is differentiable, a great many terms
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can be included as part of the loss function, and indeed some of the more complex architectures have
complex loss functions.

In unsupervised learning, Autoencoders [126] are a formulation of a regression problem where the
model input is equal to the model output, and thus, they follow the same principles as the typical
regression problem, only the difference between their output, 𝒚, and their input, �⃗� in the loss, rather
than an external label, ⃗𝒚. Clustering, on the other hand, attempts to split a data distribution into groups
by minimising the distance between elements in a given group while maintaining some balance with
the number of groups generated — there are a variety of different ways to do this depending on your
desired outcome.

3.1.6.1 Binary Cross Entropy

The Binary Cross Entropy loss is used primarily for binary classification problems wherein each class
label is independent [176]. This can be the case either for single-class single-label tasks (binary classi-
fication tasks) or multi-class multi-label tasks. It is defined by Equation 3.13.

𝐿( ⃗𝒚, 𝒚) = − ∑
𝑁

𝑖=1
𝑦𝑖 log(𝑦𝑖) − (1 − 𝑦𝑖) log(1 − 𝑦𝑖) 3.13

where 𝐿( ⃗𝒚, 𝒚) is the loss function applied to the model output and ground truth vectors, 𝑁 , is the
number of elements in the output vector, 𝑦𝑖 is the ith element of the ground truth vector, and 𝑦𝑖 is the
ith element of the ground truth vector.

In the single-class single-label case where N = 1, Equation 3.13 becomes

𝐿(𝑦, 𝑦) = −𝑦 log(𝑦) − (1 − 𝑦) log(1 − 𝑦). 3.14

Some confusion can arise in the case of binary classification problems [176], wherein the examples can
either be in a class or not in that class since this is the same as the situation where there are two distinct
classes. As such, these problems can be treated in two ways, either with a single output neuron and
an output vector, ⃗𝒚 of length one, (an output value i.e. ⃗𝒚 = 𝑦), where a high value indicates inclusion
in the one class and a low-value exclusion, or with two output neurons where each neuron represents
a “class”, one being inside the class and the other being outside the class.

In the first case, we would use a sigmoid activation function and a binary cross-entropy loss, and in
the second case, you would use a softmax activation function and categorical cross-entropy loss. These
produce very similar outcomes, with the first method being slightly more straightforward, giving a
directly interpretable output and reducing the number of parameters, whereas the second case, whilst
increasing the model parameter count, can sometimes be more numerically stable.

3.1.6.2 Categorical Cross Entropy

Categorical Cross Entropy loss is very similar to binary cross-entropy loss but is used primarily in
multi-class single-label problems, such as the problem we presented in the MNIST [12] classification
task [10]. It is a highly effective loss function, and it is often much easier to classify data into one class
using this method than it would be to find multiple labels in a multi-class multi-label problem. So this
kind of task is often a desirable framing of your problem. The loss is given by

𝐿( ⃗𝒚, 𝒚) = − ∑
𝑁

𝑖=1
𝑦𝑖 log(𝑦𝑖), 3.15

where 𝐿( ⃗𝒚, 𝒚) is the loss function applied to the model output and ground truth vectors, N is the
number of elements in the output vector, 𝑦𝑖 is the ith element of the ground truth vector, and 𝑦𝑖 is the
ith element of the ground truth vector.

51



Both binary cross entropy and categorical cross entropy are loss functions that attempt the measure the
difference between probability distributions. In the case of binary cross-entropy, it treats each output
element as a separate probability distribution, whereas for categorical cross-entropy, the entire output
vector is treated as one probability distribution.

They are derived from the concept of entropy in information theory, which quantifies the expected
amount of information from a source. Lower information states will have numbers that are closer to
one or zero — in that way minimising the function forces the output to values of one or zero, i.e.,
toward definite yes/no classifications.

3.1.6.3 Mean Square Error

For regression tasks, wherein the output vectors are not limited to boolean values, we must have more
flexible activation and loss functions [177]. In these cases, we still want to compare our desired output
to our actual output, but we don’t want to encourage the output to values near zero and one. There
are a number of options to achieve this goal, the choice of which will depend on the specifics of your
problem.

One option is mean square error loss, the sum of the squares of the error, ⃗𝒚 − 𝒚, normalised by the
number of elements in the output vector [177]. It is defined by

𝐿MSE( ⃗𝒚, 𝒚) =
1
𝑁

∑
𝑁

𝑖=1
(𝑦𝑖 − 𝑦𝑖)

2, 3.16

where 𝐿MSE( ⃗𝒚, 𝒚) is the loss function applied to the model output and ground truth vectors, 𝑁  is the
number of elements in the output vector, 𝑦𝑖 is the ith element of the ground truth vector, and 𝑦𝑖 is the
ith element of the ground truth vector.

Mean square error is a good choice for regression problems; it is fully differentiable, unlike mean ab-
solute error; however, unlike mean absolute error, it heavily emphasises outliers which can be benefi-
cial or detrimental depending on your scenario.

3.1.6.4 Mean Absolute Error

The mean absolute error can be used in the same problems that the mean square error is used for [177].
Again it is normalised by the total sum of the output vector. It is given by

𝐿MAE( ⃗𝒚, 𝒚) =
1
𝑁

∑
𝑁

𝑖=1
|𝑦𝑖 − 𝑦𝑖|, 3.17

where 𝐿MSE( ⃗𝒚, 𝒚) is the loss function applied to the model output and ground truth vectors, N is the
number of elements in the output vector, 𝑦𝑖 is the ith element of the ground truth vector, and 𝑦𝑖 is the
ith element of the ground truth vector.

Unlike mean squared error, it has a non-differentiable point at zero where the gradient must be artifi-
cially replaced, which is not a particularly elegant solution. Mean absolute error punishes small errors
more than mean squared error, but large errors less, which can be a desired trait in a model training
procedure.

3.1.6.5 Huber

Huber loss is an attempt to combine the benefits of both mean square error and mean absolute error
and remove some of their respective disadvantages [178]. It uses a combination of both methods to
achieve differentiability at all points whilst removing mean squared error’s large penalty to outliers. It
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does, however, introduce a new user-tuned hyperparameter 𝛿, which, as has been discussed, is never
ideal. It is defined by

𝐿𝛿( ⃗𝒚, 𝒚) =
1
𝑁

∑
𝑁

𝑖=1
{0.5(𝑦𝑖 − 𝑦𝑖)

2 if |𝑦𝑖 − 𝑦𝑖| ≤ 𝛿
𝛿 |𝑦𝑖 − 𝑦𝑖| − 0.5𝛿2 if |𝑦𝑖 − 𝑦𝑖| > 𝛿

, 3.18

where 𝐿𝛿( ⃗𝒚, 𝒚) is the loss function applied to the model output and ground truth vectors, 𝑁  is the
number of elements in the output vector, 𝛿 is a user-tuned hyperparameter which controls how much
of the loss function obeys mean squared error and how much obeys mean absolute error, 𝑦𝑖 is the ith

element of the ground truth vector, and 𝑦𝑖 is the ith element of the ground truth vector.

The choice of loss function for regression problems is very much problem-dependent and discoverable
only through intuition about the dataset or failing that through investigation.

3.1.7 Network Design

The choice of loss function is largely down to the problem being attempted and, as such, is often cor-
related with an associated output layer activation function; see Table 3.1.

Problem Example Label Activation Function Loss Function

Single-class
Single-label

Classification
[1] or [0, 1] Sigmoid or Softmax Binary or Categorical

Cross Entropy

Multi-class
Single-label

Classification
[0, 1, 0, 0] Softmax Categorical

Cross Entropy

Multi-class
Multi-label

Classification
[0, 1, 0, 1] Sigmoid Binary Cross Entropy

Regression including
 Autoencoders [0.12, -1.34] Often ReLU or Linear Often MSE, MAE, or

Huber

Table 3.1 | Problems often solvable by artificial neural networks and their associated activation and
loss functions. This table demonstrates the most commonly used activation and loss functions for sev-
eral common problem types that machine learning attempts to solve. The activation functions listed
are described in Section 3.1.5, whereas the loss functions were described in this section Section 3.1.6.
MSE is an abbreviation of Mean Squared Error, and MAE is an abbreviation of Mean Absolute Error.

3.2 The Gradients Must Flow
Without a method to find useful parameters, artificial neural networks are useful for little more than
hopelessly scrambling input data. As mentioned previously, this method is gradient descent [10,179],
using the local gradient of model parameters to find a path toward the minimum loss.

It is useful to imagine the entirety of all possible model parameters forming a surface defined by the
model’s loss function. Every combination of parameters is a coordinate on this highly dimensional
landscape, where the corresponding loss function tells us the height of the land. We can abstract away
all this high dimensionality and reduce the problem to a two-dimensional mountain range, as long
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as we keep in mind that, in actuality, the number of dimensions of our surface equals the number of
parameters we are fitting to.

Imagine we are lost in these Parameter Peaks. Our goal is to find the lowest point in this mountain
range, for that will be the location of our helicopter rescue. In the same way that we can only calculate
the gradient for one set of parameters at a time, we can only see the ground right beneath our feet; it
is a very foggy day on the peaks. If we were to try to get to the lowest point, naturally, what we would
do is look at the ground, examine the slope, and walk downhill; the same is true for gradient descent.

Figure 3.12 | Left: An idealised gradient descent path. This gradient descent process quickly reaches
the true function minimum where, in this case, the loss is close to zero. However, this is a constructed
example by first finding a point near the function minimum and performing a gradient ascent oper-
ation. Right: A more realistic gradient descent path. This example shows a simple but real gradient
descent function running on the cost function. As can be seen, it takes many more steps and has not
yet converged on the true minimum; in fact, the process might be at risk of getting stuck in a local
minimum. Both examples were generated using this notebook: https://tinyurl.com/3ufb5my3.

This works perfectly if all gradients point toward the bottom, what is called a convex parameter space
with one global minimum and no local minima. Parameter peaks, however, can often have some nasty
tricks in store. Just like real-life mountain ranges, there can be local minima. Divits and valleys look
like they might be the bottom of the mountain, but without some global information, it is impossible
to tell. The parameter space is non-convex. Thus, we must explore before we settle on our final choice,
moving up and down smaller hills, generally moving toward lower regions, but always searching for
better outcomes — that is, until our time runs out, model training ends, and we must make a final
decision about where to await the helicopter. Although perhaps if our training lasts multiple epochs,
we’ll have multiple days to figure it out, taking new paths each time.

There are, perhaps unsurprisingly, a number of different algorithms to achieve this purpose beyond
the naive descent suggested by Equation 3.5, which could leave you stuck blindly in a divot on the
top of a mountain whilst wide chasms stretch unseen before you. The first misconception to correct
beyond what has been previously discussed is that usually when performing gradient descent, it is
not performed one example at a time but rather in batches of 𝑁batch examples, the gradient of which
is calculated simultaneously. This 𝑁batch adds a further user-adjustable hyperparameter, batch size,
𝑁batch, to our growing collection of hyperparameters. It also creates a distinction between three dis-
tinct gradient descent modes.
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Stochastic gradient descent is the method that was illustrated in Section 3.1.2. This involves updat-
ing the model parameters based on the gradient of a single example at a time, looping through every
example in the dataset one at a time, 𝑁batch = 1 [179].

Stochastic gradient descent can converge faster than other methods as it updates the parameters as
frequently as possible. This is more useful with larger datasets that cannot fit into memory, as it can
make progress long before it has seen all the data, and ample data will help it converge on a correct
solution. Stochastic gradient descent does introduce a lot of noise into the dataset as the smoothing
effects from averaging across examples are not present. This has advantages and disadvantages. The
noise can help prevent the descent from getting stuck in the local minima, but by the same process, it
can struggle to settle in even the true minimum, and convergence can take a long time. It can also be
slow, as gradients need to be calculated for each example sequentially.

Mini-batch descent is perhaps the most commonly used of the gradient descent paradigms [180]. In
contrast to stochastic gradient descent, the gradient is calculated for multiple examples simultaneously.
Unlike batch descent, however, it does not calculate the gradient for the entire dataset at once. The
only restraints, therefore, is that the batch size, 𝑁batch, must be larger than one and smaller than the
number of elements in your training dataset, 𝑁batch > 1 ∧ 𝑁batch < 𝑁dataset. This number is usually
a lot smaller than the size of the entire dataset, however, with power of two values around 32 being
commonplace.

This method can produce a more stable convergence than stochastic descent. Because it averages the
gradient over many examples at once, there is less noise. It is a compromise between batch and sto-
chastic descent, and its strengths and weaknesses depend largely on the batch size you select. This
is also one of its largest downsides; any additional hyperparameter is one more factor that has to be
tuned by some other external method.

Batch descent occurs when the gradient is calculated for all examples in our training dataset simul-
taneously, 𝑁batch = 𝑁dataset; it is, therefore, in some ways, the purest form of gradient descent, as the
gradient has been calculated with all available data included [181]. In theory, it will have the most
stable and direct convergence of all the methods, although in practice this is not often the case, [181].
However, whilst sometimes producing good results, this can suffer from problems getting stuck in
local minima, as there is no ability for exploration. It also has the considerable downside of being
very computationally expensive. For very large training datasets, this could quickly become time and
computationally impossible. This method is rarely used in modern machine learning due to infeasibly
large training datasets.

What follows is a brief explanation of various optimisation algorithms that can be used during the
training process. The choice of optimiser can again be considered another hyperparameter that must
be externally selected.

3.2.1 Momentum

In order to avoid local minima and introduce more exploration to our training process, many optimis-
ers introduce the concept of “momentum” to the descent process [182–184]. This cannot be applied to
batch gradient descent since there is only one step in the process.

Adding momentum to a descent algorithm is quite literally what it sounds like; if we consider the
descent process to be a ball rolling down a hill, momentum is a property that changes more slowly
than the gradient of the terrain beneath it. In that way, it acts to smooth the inherent noise generated
from gradient descent by adding a proportion of the previous gradient to the determination of the next
parameter space step. This can help improve convergence and prevent progress from getting stuck in
a local minimum.
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In order to describe this process mathematically, we introduce the concept of a parameter space ve-
locity, 𝑣𝜃(𝑡), which is recorded independently of parameter space position, i.e. the parameter values
themselves, ⃗𝜽. The two equations that fully describe the descent are

⃗𝒗𝜽(𝒕) = 𝛼 ⃗𝒗𝜽(𝒕 − 𝟏) + 𝜂�⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕 3.19

and

⃗𝜽𝒕+𝟏 = ⃗𝜽𝒕 − ⃗𝒗𝜽(𝒕), 3.20

where 𝑡 is the current batch index, ⃗𝒗𝜽(𝒕) is the parameter velocity at the current batch, ⃗𝒗𝜽(𝒕 − 𝟏), is
the parameter velocity at the previous batch (initialized to 0 at 𝑡 − 1), 𝛼 is the momentum parameter, 𝜂
is the learning rate, �⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕

, is the gradient of the model parameters with respect to the loss func-
tion, ⃗𝜽𝒕+𝟏, are the updated model parameters, and ⃗𝜽𝒕 are the model parameters at the current step. As
with the previous training steps, this process can be used for either stochastic or mini-batch descent
and will be repeated across all training examples or batches of training examples in the training data
set. The momentum parameter is a newly introduced hyperparameter that must be set before the ini-
tiation of training. The momentum value indicates what fraction of the previous parameter velocity
is added to the current velocity; for any valid descent algorithm, this must be below one, 𝛼 < 1, as
otherwise, the velocity will grow unbounded with each step. Common choices for momentum values
hover around 0.9.

Momentum can be combined with stochastic or mini-batch descent and is an important aspect of other
gradient techniques, including RMSProp and Adam [183,184].

3.2.2 AdaGrad (Adaptive Gradient Algorithm)

In standard gradient descent, every parameter, 𝜃𝑖, within your parameter vector, ⃗𝜽, is treated equally
by the descent algorithm. We can, however, imagine scenarios where treating all parameters equally is
not the ideal method. A given training dataset may not contain an equal representation of all features
present in that dataset. Indeed, even individual examples may have some features that are much more
common than others. Often, these rarer features can be crucial to the efficient tuning of the network.
However, the parameters that represent these features might see far fewer updates than other para-
meters, leading to long and inefficient convergence.

To combat this problem, AdaGrad, or the adaptive gradient algorithm, was introduced [185,183,184].
This method independently modifies the learning rate for each parameter depending on how often it is
updated, allowing space parameters more opportunity to train. It achieves this by keeping a record of
the previous sum of gradients squared and then adjusting the learning rate independently by using the
value of this record. This is equivalent to normalising the learning rate by the L2 norm of the previous
gradients. This approach is defined by

⃗𝒈𝒕 = ⃗𝒈𝒕−𝟏 + �⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕

∘2 3.21

and

⃗𝜽𝒕+𝟏 = ⃗𝜽𝒕 − (
𝜂

( ⃗𝒈𝒕 + 𝜀)∘1
2
) ⊙ �⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕 3.22

where 𝑡 is the current batch index, ⃗𝒈𝒕 is a vector containing the sum of the square of all parameter
gradients up to the training iteration, 𝑡, ⃗𝒈𝒕−𝟏 is the sum of the square of all parameter gradients ex-
cept the current gradient squares, �⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕

 is a vector containing the gradients for each parameter
at the current iteration, ⃗𝜽𝒕+𝟏 are the parameters at the next iteration, ⃗𝜽𝒕 are the parameters at the
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current iteration, and 𝜀 is a very small value to prevent division by zero errors in the calculation. The
⊙ notation is known as the Hadamard product and represents the element-wise multiplication of two
vectors, i.e �⃗� ⊙ �⃗� = [𝑎1𝑏1, …, 𝑎𝑖𝑏𝑖, …, 𝑎𝑁𝑏𝑁 ]. Similarly �⃗�∘2 refers to the element-wise square of the
vector �⃗�, i.e �⃗�∘2 = [𝑎2

1, …, 𝑎2
𝑖 , …, 𝑎2

𝑁 ], and 𝑎∘1
2  represents the element-wise square-root of 𝑎, i.e �⃗�∘2 =

[√𝑎1, …, √𝑎𝑖, …, √𝑎𝑁].

This method has the advantage of self-tuning the learning rate for individual parameters, removing the
need for manual per-parameter tuning, and it helps the model update sparse parameters more quickly
by increasing the learning rate for parameters which learn more rarely seen features [185,183,184].
These small features are often very important for whatever operation is being optimised for.

AdaGrad still leaves the global learning rate, 𝜂, as an open hyperparameter which must be user-defined.
It can also lead to problems when training deep networks with many layers. Similarly, the vanishing
gradient problem can lead to tiny parameter updates when calculating the gradient of the network
through very deep networks [185,183,184]. The vanishing learning rate problem can arise when train-
ing using AdaGrad with very large training datasets. In models with large amounts of parameters, it is
crucial that the parameters continue to be updated throughout the training process to ensure that all
of the many parameters meet optimally tuned values. However, if the normalisation factor, ⃗𝒈 for some
parameters, grows too big over the training process, the gradient updates can become very small, and
training can slow to a crawl. Root Mean Square Propagation is a proposed solution to this problem.

3.2.3 RMSProp (Root Mean Square Propagation)

RMSProp, or root mean square propagation, is an alternative method to solve the adaptive learning
rate issue, which attempts to alleviate the vanishing learning rate problem by less aggressively nor-
malising the learning rate [186]. Instead of using the L2 Norm of all previous gradients to normalise
each parameter learning rate, like AdaGrad, it uses a moving average of the squared gradients. This
also deals with non-convex scenarios better, as it allows the gradient descent to escape without the
learning rate falling to tiny values. This process is described by

�⃗�𝒈𝟐(𝑡) = 𝛽�⃗�𝒈𝟐(𝑡 − 1) + (1 − 𝛽)(�⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕
)

∘2
3.23

and

⃗𝜽𝒕+𝟏 = ⃗𝜽𝒕 −

⎝
⎜⎜⎜
⎛ 𝜂

(�⃗�𝒈𝟐(𝑡) + 𝜀)
∘1

2

⎠
⎟⎟⎟
⎞

⊙ �⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕
, 3.24

where 𝑡 is the current batch index, ⃗𝒆𝒈𝟐(𝑡) is the moving average of parameter gradients squared with
respect to the loss function, 𝛽 is the decay rate for the moving average, which controls how quickly
the effect of previous gradients on the current learning rate falls off, �⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕

 is a vector containing
the gradients for each parameter at the current iteration, ⃗𝜽𝒕+𝟏 are the parameters at the next iteration,
⃗𝜽𝒕 are the parameters at the current iteration, and 𝜀 is a very small value to prevent division by zero

errors in the calculation.

This is a similar method to AdaGrad, so it has many of the same strengths and weaknesses but allevi-
ates the vanishing gradient problem [183,184]. It also introduces one new hyperparameter, the decay
rate, 𝛽, which must be decided, and it does not necessarily completely eradicate the vanishing gradient
problem in all situations.
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3.2.4 Adam (Adaptive Moment Estimation)

Adam (Adaptive Moment Estimation) combines the advantages of AdaGrad and RMSProp [187]. In-
stead of normalising by the L2 loss alone, like AdaGrad, or the moving squared average alone, like
RMSProp, it uses an exponential of the moving average of both the gradient, 𝐸𝑔(𝑡) and the squared
gradient, 𝐸𝑔2(𝑡) and uses the parameters, 𝛽1 and 𝛽2 to control the decay rates of these averages re-
spectively. The moving average of the gradient and the moving average of the squared gradient are

�⃗�𝒈𝒕 = 𝛽1�⃗�𝑔𝒕 − 𝟏 + (1 − 𝛽1)�⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕 3.25

and

�⃗�𝒈𝟐(𝑡) = 𝛽2�⃗�𝒈𝟐(𝑡 − 1) + (1 − 𝛽2)�⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕

∘2. 3.26

As with previous methods, both moving average values are initialised to vectors of zeros at the start of
the descent [187]. This poses an issue as early steps would be weighted toward zero. In order to solve
this, the algorithm introduces two new terms, �̂�𝒈𝒕, and �̂�𝒈𝟐𝒕, to correct this issue:

�̂�𝒈(𝑡) = �⃗�𝒈
𝑡

1 − (𝛽1)
𝑡 3.27

and

�̂�𝒈𝟐𝒕 = �⃗�𝒈𝟐
𝒕

1 − (𝛽2)
𝑡 . 3.28

These terms are then collected in Equation 3.29.

⃗𝜽𝒕+𝟏 = ⃗𝜽𝒕 − 𝜂�̂�𝒈 ⊙
𝑡

(�̂�𝒈𝟐(𝑡) + 𝜀)
∘1

2 3.29

where 𝑡 is the current batch index, 𝐸𝑔(𝑡) is the moving average of parameter gradients with respect
to the loss function, 𝐸𝑔2(𝑡) is the moving average of parameter gradients squared with respect to the
loss function, 𝛽1 and 𝛽2 are the decay rate for the moving average and the moving squared averages
respectively, which controls how quickly the effect of previous gradients on the current learning rate
falls off, �⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕

 is a vector containing the gradients for each parameter at the current iteration,
⃗𝜽𝒕+𝟏 are the parameters at the next iteration, ⃗𝜽𝒕 are the parameters at the current iteration, and 𝜀 is a

very small value to prevent division by zero errors in the calculation.

The Adam optimiser can intuitively be thought of as combining the adaptive learning rate methods
with a form of momentum [187]. 𝐸𝑔(𝑡) carries the first moment, the momentum of the past gradients,
which, like momentum, will keep you moving in the general direction that you have been travelling,
moderated by the 𝛽1 parameter. 𝐸𝑔2  carries information about the second moment, which remembers
the magnitude of the gradients. This will make the algorithm move more cautiously if it has been
encountering steep gradients, which can normally cause large learning rates and make the optimiser
overshoot. This can act as a break to the momentum built up in the first moment. The 𝛽2 parameter
moderates this aspect.

The Adam optimiser is perhaps the most widely known and widely used in modern artificial neural
network training due in large part to its efficacy [183,184]. Although there have been many adapta-
tions and variants of the Adam optimiser which have tried to improve its operation, none have been
so successful as to overthrow its position as the standard choice for gradient descent algorithms.
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3.2.5 Backpropagation

So far, we have been using the parameter gradient vector, �⃗�𝑳𝑴�⃗�𝒕�⃗�𝒕
, without considering how we

might calculate this value.

In the case of a single-layer perceptron, this process is not particularly difficult. As discussed before,
first, we must pass an example (or batch of examples) through a randomly initiated network. This net-
work, though untuned, will still produce an output vector, 𝑦, albeit a useless one. We can then work
backwards from the model output, 𝑦, and, in the case of supervised learning, compare it to our desired
output, 𝑦, by using the loss function, 𝐿. We can do this by applying the chain rule for the weights [188].

Let’s work through an example of how we might do this for a simple single-layer perceptron, with
parameters, ⃗𝜽, split into a weights matrix, 𝑾 , and bias vector, �⃗�.

The action of the model is defined by:

𝑀(�⃗�) = 𝑓( ⃗𝒛) 3.30

where ⃗𝒛 = 𝑾�⃗� + �⃗� is the raw input to the activation function, and f is the activation function. The
𝑖th element of the output is given by the softmax function of the raw input, ⃗𝒛:

𝑦𝑖 =
𝑒𝑧𝑖

∑𝑁
𝑗=1 𝑒𝑧𝑗 3.31

and the loss function is given by

𝐿 = − ∑
𝑁

𝑖=1
𝑦𝑖 log(𝑦𝑖), 3.32

where L is the loss function, N is the number of elements in the output vector and 𝑦𝑖 is the 𝑖th element
of the output vector. We want to find the gradients of the model parameters with respect to the loss
function. In this case, 𝜕𝐿

𝜕𝑾  and 𝜕𝐿
𝜕𝑏 . We can start by using the chain rule to compute 𝜕𝐿

𝜕𝑧𝑖
, the derivative

of the loss with respect to the 𝑖th component of z:

𝜕𝐿
𝜕𝑧𝑖

= ∑
𝑗=1

𝜕𝐿
𝜕𝑦𝑗

𝜕𝑦𝑗

𝜕𝑧𝑖
3.33

Here, 𝜕𝐿
𝜕𝑦𝑗

 is the derivative of the loss with respect to the 𝑗th output, and 𝜕𝑦𝑗
𝜕𝑧𝑖

 is the derivative of the
𝑗th output with respect to the 𝑖th input before activation. In our case, because we are using categorical
cross-entropy loss:

𝜕𝐿
𝜕𝑦𝑗

=
𝑦𝑗

𝑦𝑗
3.34

And, due to the softmax activation function, in which the value of all output neurons affects the gra-
dient of all others,

𝜕𝑦𝑗

𝜕𝑧𝑖
=

⎩{
⎨
{⎧𝑦𝑗(1 − 𝑦𝑗) if 𝑖 = 𝑗

−𝑦𝑗𝑦𝑖 if 𝑖 ≠ 𝑗
3.35

Substitution of Equation 3.34 and Equation 3.35 into Equation 3.33 gives

𝜕𝐿
𝜕𝑧𝑖

= −
𝑦𝑖
𝑦𝑖

𝑦𝑖(1 − 𝑦𝑖) + ∑
𝑗≠𝑖

𝑦𝑗

𝑦𝑗
(−𝑦𝑗𝑦𝑖). 3.36
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Simplifying gives:

𝜕𝐿
𝜕𝑧𝑖

= −𝑦𝑖(1 − 𝑦𝑖) + ∑
𝑗≠𝑖

−𝑦𝑗𝑦𝑖. 3.37

We can simplify this further because ∑𝑗 𝑦𝑗 = 1, as the input label is a one-hot vector and will always
sum to one:

𝜕𝐿
𝜕𝑧𝑖

= 𝑦𝑖 − 𝑦𝑖. 3.38

This shows that the derivative of the softmax function with respect to the sum of the weighted inputs
and bias values, 𝜕𝐿

𝜕𝑧𝑖
, is equal to the difference between the ground truth label value and the model

output value. This provides us with another insight into the design of the softmax function and its use
of exponentials.

We can then again use the chain rule to find the gradient of the weights and biases

𝜕𝐿
𝜕𝑾

=
𝜕𝐿
𝜕 ⃗𝒛

𝜕 ⃗𝒛
𝜕𝑾

= ( ⃗𝒚 − 𝒚) ⊙ �⃗� 3.39

and

𝜕𝐿
𝜕�⃗�

=
𝜕𝐿
𝜕 ⃗𝒛

𝜕 ⃗𝒛
𝜕�⃗�

= 𝑦 − 𝒚. 3.40

Both of the gradients, Equation 3.39, and Equation 3.40, are quite intuitively what you might expect
from a single-layer network. There is no non-linear behaviour, and as we previously speculated, the
network is just training to find pixels that are most often activated by certain classes.

We can use a similar method for artificial neural networks of all complexities and depths. For a feed-
forward dense network with 𝑁  layers, let us denote the weighted sums of the inputs plus the biases of
a layer with index 𝑖, as ⃗𝒛𝒊, the output of the activation function, 𝑓  of layer 𝑖 as 𝑎𝑖 = 𝑓(𝑧𝑖), the weights
matrix and biases vector of layer 𝑖 as 𝑾𝒊 and �⃗�𝒊, and the loss function again as 𝐿.

First, we compute the forward propagation by running an input vector, �⃗�, or batch of input vectors,
through the network to produce an output vector 𝒚. Then follow the following procedure.

1. Compute the derivative of the loss function with respect to the final output values: 𝜕𝐿
𝜕𝑎𝑁

= 𝜕𝐿
𝜕𝑦 .

2. Compute 𝜕𝐿
𝜕𝑧𝑁

= 𝜕𝐿
𝜕𝑎𝑁

𝜕𝑎𝑁
𝜕𝑧𝑁

, where 𝜕𝑎𝑁
𝜕𝑧𝑁

 is the derivative of the activation function in the final layer.
This gives the gradient of the loss function with respect to the final raw outputs, ⃗𝒛𝑵 .

3. Compute 𝜕𝐿
𝜕𝑾𝑵

= 𝜕𝐿
𝜕𝑧𝑁

𝜕𝑧𝑁
𝜕𝑾𝑵

 and 𝜕𝐿
𝜕𝑏𝑁

= 𝜕𝐿
𝜕𝑧𝑁

𝜕𝑧𝑁
𝜕𝑏𝐿

. This gives the gradients with respect to the final
layer’s weights and biases.

4. To propagate the error back to the previous layer, compute 𝜕𝐿
𝜕𝑎𝑁−1

= 𝜕𝑧𝑁
𝜕𝑎𝑁−1

𝜕𝐿
𝜕𝑧𝑁

= 𝑊𝑇
𝑁

𝜕𝐿
𝜕𝑧𝑁

.
5. Recursively repeat steps 1 to 4 until you reach the input layer and you have gradients for all para-

meters.

This method is known as backpropagation because you work backward from the output of the model
toward the input vector [188].

3.3 Overfitting and Regularisation
Thus far, we have been partaking in perhaps one of the most heinous sins when developing a machine
learning method — we have not made a distinction between the dataset we use to train our model,
out training dataset, and the dataset we use to test our model, our testing dataset. It is vital that
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whenever possible we produce these datasets independently, and keep them entirely separate so that a
model never has the chance to use any information present in the testing dataset to adjust its weights,
ensuring that the first time a model sees any of the testing examples, is when it is being validated
with them.

This hard segregation acts as a test to see if our model has overfit [189]. If the model learns the features
of each of our training examples to the point where it can remember each specific example and match
that example to a label, then our model may just associate each training example individually to an
example rather than learning the general features of the dataset which will allow for classification of
new unseen examples. If this is the case, when presented with new examples, such as examples from
our testing dataset, the classifier will fail because it does not know what class this example belongs to.
Thus keeping a separate dataset for testing is crucial to accurately assess model performance. Without
such a distinct dataset, we cannot make any claims about the efficacy of our model. Whether, and
to what degree, it is possible for a model to overfit to a particular dataset depends on the size and
complexity of the training dataset and the size and complexity of the model. The larger the training
dataset the more unlikely it is for overfitting to occur; however, a larger model ensures that a model
can “remember” more data, which gives it an increased possibility to overfit to its training dataset.

Often, a further distinction is made between testing, training, and validation datasets. Although the
nomenclature is often mixed up between these three datasets. The purpose of introducing a third vali-
dation dataset is to act as a final check of generality. Since the training procedure and model architec-
ture are often altered throughout the development of the model, it is important to make sure that these
alterations are not also accidentally tailored to our testing dataset. This third, validation dataset is set
aside, ideally until the finalization of the data analysis method, to act as a final test of performance.
Ideally, this dataset would have been created prior to the commencement of the project, to ensure that
there is no possibility that the validation dataset is generated with the designed method in mind.

There may also be a need for more than three datasets, for example, you might want to have a test
dataset that a training model is compared against every epoch, then another test dataset after a full
training procedure has completed, but before the final method has been selected, which would neces-
sitate a fourth dataset in this case. The term validation dataset will be used throughout this thesis for
any dataset that is not the training dataset.

Overfitting is one of the most prominent and difficult problems in artificial neural network develop-
ment, and thus there has been a large body of methods to try and ameliorate the issues it causes [189].
These methods are known as regularisations, the following few sections will briefly describe some of
these methods.

3.3.1 Dropout

One of the most powerful ways to deal with overfitting is to employ dropout layers with your network
[190]. Dropout layers can prevent overfitting by ensuring that the model does not rely on any one
given neuron (or any given set of neurons), in order to produce its final output. Dropout layers do
this by randomly setting a certain percentage of the previous layer’s outputs to zero, ensuring that
information from that neuron cannot be used to produce the model’s output during this inference.
The choice of neurons that are zeroed is randomised between each training instance, this teaches the
model to explore different feature recognition pathways in each training batch.

The percentage of outputs dropped is a user-selected hyperparameter that must be decided before
model training is initiated, can can be anywhere from 0 (equivalent to no dropout layer) to 1 (which
would stop all information flowing through the network and make training impossible), typical
dropout values lie between 0.1 and 0.5 [190]. Dropout layers are only active during model training,
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and when in use for inference proper are not employed and can be removed without affecting model
function.

By randomly dropping out neurons during model training, it reduces the information that a model can
rely on to produce its final output [190,191].. Because, in almost all cases, remembering the exact form
of each training example will take a larger amount of information than remembering only general
features, the network is incentivized to learn input features rather than memorizing specific training
examples.

Dropout can sometimes slow down model convergence, and it is not a complete solution to overfitting,
but it finds use very commonly across a wide range of modern neural network architectures [191].

3.3.2 Batch normalisation

Another layer type that can be added to a network to act as regularisation as well as provide other
benefits is the batch normalization layer [192]. As data moves through deep networks, a phenomenon
known as internal covariate shift can take place. This describes the scenario wherein values flowing
through the network can occupy a wide range of distributions that vary dramatically between layers,
usually increasing in size as they move through the network.

This can be a problem as the activation functions present in a network are designed to act in specific
data distributions, so large values in the network can saturate their non-linearities, and remove much
of the potential for nuance, which can increase model convergence time and degrade model perfor-
mance.

Batch normalization layers offer a solution to this problem by normalizing the mean and standard
deviation of a layer’s output distribution to certain values, normally a mean of zero and a variance of
one. To ensure that this normalisation does not reduce the information content of the layer output,
the layer has two tunable weight parameters per input neuron, one to scale the neuron’s output after
normalisation, and the other to shift it after normaliation. Finally, batch normalisation ensures that the
gradients stay within a reasonable range, which also increases model convergence.

Like dropout, batch normalisation is applied differently during training and when in use in production
in the inference phase of the model [192]. During training the normalisation is based on the mean and
variance of the current training batch, whereas during inference the normalisation uses the moving
average and moving variance computed during the training phase, primarily to ensure that the model’s
output is deterministic, which is often a desired characteristic.

Batch normalisation serves many purposes within the network, increasing convergence and allowing
for faster training times, but it also can help to prevent overfitting because it dramatically reduces the
range of possible states that can occur in inference and training.

3.3.3 Early Stopping

One simple way to prevent overfitting that is often employed is to halt the training procedure before
overfitting can occur [193]. Generally, if it is possible for a given model to overfit to a given training
distribution, then it will overfit more the more often it has seen that training dataset, i.e. the number of
epochs that have been used in the training procedure. Shuffling the dataset each epoch will reduce this
problem slightly by generating unique batch combinations and altering the order that gradient descent
takes through the parameter space, but at each iteration the model is still adjusting its parameters
based on the training examples, potentially closing in on a fit that is too close.

This can be alleviated by halting the training early based on model post-epoch performance when val-
idated on your validation dataset, generated as independently as possible from your training dataset. If
your model begins to overfit your training dataset, then, almost by definition, validation performance
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will begin to degrade or at least saturate. The model training procedure can be configured to automat-
ically detect if this is the case, relying on a user-defined hyperparameter known as patience, which
determines the number of epochs with no improvement in test dataset performance to wait before
halting the training.

Stopping model training early, and restoring the model parameters that achieved the best performance
on the test dataset can be an effective method to stop the model from converging on a fit that is too
closely tailored to the training dataset.

3.4 Infrastructure Layers
Most GPU vector libraries, including TensorFlow [66], have strict requirements about the shapes of
vectors that flow through them. Within artificial neural network models, there is often a need to change
the shape and/or dimensionality of the vectors as they flow through the network – for example if we
are moving from a 2D image to a 1D vector, as we saw when feeding 2D MNIST images into the 1D
perceptron architecture we must employ a flattening layer which takes whatever dimensionality the
input vector has and reduces it to a 1D vector. We can also use reshape layers to perform more complex
reshapings between vector shapes as long as the requested resultant vector contains the same number
of elements as the input vector; see Figure 3.13.

Figure 3.13 | A flattening layer. This layer takes a 2D input matrix 𝑋 = (
𝑥1

1

𝑥2
1

𝑥1
2

𝑥2
1
) and converts it into

a 1D vector, ⃗𝒚 = [𝑦1, 𝑦2, 𝑦3, 𝑦4], without using any learned parameters or altering the values of the
data. It simply rearranges the indexes and removes all but one dimension. Reshaping layers are a more
general version of a flattening layer, where an input vector or matrix can be transformed into any
equivalently sized output vector or matrix.

These kinds of “infrastructure” layers will typically not be discussed nor included in network diagrams
if their existence is implied by the network construction. They do not have any trainable parameters
and perform no transformation on the passing data other than to change the data layout. They are only
noted when newly introduced or of special interest.
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4 The Application of Machine Learning to Gravitational-Wave
Data Analysis
The following chapter will explore the intersection between gravitational waves and machine learning.
We will review the possible areas for detection applications, and describe how we have constructed the
example datasets used for training and validation throughout the thesis. We will then explore the re-
sults of repeating the dense network experiments from previous chapters on gravitational-wave data.
We will introduce Convolutional Neural Networks (CNNs), and review previous work from the litera-
ture that has been performed using CNNs. We will conclude the chapter by recreating some key results
from the literature. This chapter is not indended to be presented as original work but as an exploration
of existing methods, and a demonstration of the novel data pipeline that will used through the rest of
the thesis. By the end of this chapter, we will have accumulated a large number of possible network,
training, and data configurations. These form the set of hyperparameters that we must, though some
approach, narrow down; we will explore how we can do this in Section 5.

We have demonstrated that simple artificial neural networks can be used to classify input data drawn
from a restricted distribution into a number of classes, 𝑁 , with a high (> 99.9%) degree of accuracy.
We didn’t design the network with any particular consideration for the dataset (besides the dimension-
ality of its elements), therefore, we can infer that artificial neural networks should be general enough
to classify data drawn from other distributions that contain discrete differentiable classes. It is not
clear, however, which other distributions can be classified and what network complexity is required
to achieve a similar degree of accuracy. It is easy to imagine distributions that are considerably sim-
pler than the MNSIT dataset [12] and, conversely, ones that are much more complex. There may be a
mathematical approach to determine the link between the distribution and required model complexity.

One possible metric that touches upon this relation is the Rademacher complexity, ℛ̂𝑀 , given by

ℛ̂𝑀(𝐻) = 𝔼∈[
1
𝑀

∑
𝑀

𝑖=1
𝜀𝑖ℎ[�⃗�𝒊]], 4.1

where 𝑀  is the number of data points in a dataset, 𝑋 = [�⃗�𝟏, …, �⃗�𝒊, …, �⃗�𝑴 ] where each point is a
vector, �⃗�, in our case the input vectors of our training dataset, and ⃗𝜺 = [ ⃗𝜺𝟏, …, ⃗𝜺𝒊, …, ⃗𝜺𝑴 ] are vectors
of equal length to our input vectors with data uniformly distributed in {−1, +1}𝑀 . 𝐻  represents the
hypothesis space, 𝐻 = {ℎ1, ℎ2, …}, the set of all possible functions, {ℎ𝑖}, that our neural network
architecture can learn. In simpler terms, 𝐻  includes every pattern or rule the neural network might
use to make predictions based on the input data. The diversity and complexity of functions in 𝐻  are
directly influenced by the network’s architecture — more layers and neurons mean a larger hypothesis
space. ⃗𝜺 is a set of random variables that take on values of either −1 or +1, with each ⃗𝜺𝒊  associated with
a corresponding data point, �⃗�𝒊, in the dataset. These random values are used to inject randomness into
the calculation of Rademacher complexity, essentially testing how well the hypothesis space, 𝐻  can
fit or adapt to completely random outcomes.

The Rademacher complexity is a measure of how well functions in 𝐻  can fit random noise in the data. A
higher Rademacher complexity indicates that the function class can fit the noise better, which implies
a higher capacity to overfit to the data. So, one approach to optimising the model would be to attempt
to minimise Rademacher complexity value whilst maximising model performance. More details about
this metric and its use in defining the relationship between data samples and model complexity can be
found at [194]. Despite the existence of this metric, however, it would appear that there has not been
substantial research into the link between dataset complexity and required model size [195], though
it is possible that such a paper has been missed.
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One method that we can use to explore this question is to find out the answer empirically. As we move
from the MNIST dataset [12] to distributions within gravitational-wave data science, the natural start-
ing point is to repeat the previous experiments with gravitational-wave data, both as a comparison
and as a baseline as we move forward.

4.1 Gravitational-Wave Classifiers
The scope of gravitational-wave data problems to which we can apply artificial neural network models
is large [196]. However, we shall limit our investigation to perhaps the simplest type of problem —
classification, the same type of problem that we have previously demonstrated with our classification
of the MNIST dataset [12] into discrete classes. Though classification is arguably the most straightfor-
ward problem available to us, it remains one of the most crucial — before any other type of transient
signal analysis can be performed, transients must first be identified.

There are several problems in gravitational-wave data analysis which can be approached through the
use of classification methods. These can broadly be separated into two classes — detection and differ-
entiation. Detection problems are self-explanatory; these kinds of problems require the identification
of the presence of features within a noisy background. Examples include Compact Binary Coalescence
(CBC) [53,50], burst [22,28], and glitch detection [108,197]; see Figure 4.1 for a representation of the
different features present in gravitational-wave data. Differentiation problems, usually known simply
as classification problems, involve the separation of detected features into multiple classes, although
this is often done in tandem with detection. An example of this kind of problem is glitch classification,
in which glitches are classified into classes of known glitch types, and the classifier must separate input
data into these classes [108].

Figure 4.1 | A non-exhaustive hierarchical depiction of some of the features, and proposed features,
of gravitational-wave interferometer data. The first fork splits the features into two branches, repre-
senting the duration of the features. Here, continuous features are defined as features for which it is
extremely unlikely for us to witness their start or end within the lifespan of the current gravitational-
wave interferometer network and probably the current scientific community [14]. These features have
durations anywhere from thousands to billions of years. Transient features have comparatively short
durations [15], from fractions of seconds in the case of stellar-mass Binary Black Hole (BBH) mergers
[15] to years in the case of supermassive BBH mergers [16]. It should be noted that the detectable
period of supermassive binaries could be much longer; although the mergers themselves are transient
events, there is no hard cut-off between the long inspiral and the merger event. Nevertheless, the merg-
ers are probably frequent enough that some will end within the lifetime of the proposed LISA space
constellation, so in some cases, they can be considered transients [16]. The next fork splits features by
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origin. Features of astrophysical origin originate from beyond Earth. This distinction is practically
synonymous with the distinction between gravitational waves and signals from other sources since
no other astrophysical phenomena are known to have a similar effect in interferometers [15]. Features
of terrestrial origin, unsurprisingly, originate from Earth. These primarily consist of detector glitches
caused by seismic activity or experimental artifacts [17]. Astrophysical transients have a further prac-
tical division into CBCs and bursts. The category of bursts contains all astrophysical transients that
are not CBCs [18]. The primary reason for this distinction is that CBCs have been detected and have
confirmed waveform morphologies [15,19]. As of the writing of this thesis, no gravitational-wave burst
events have been detected [18,20,21]. Bursts often require different detection techniques [22,23]; of the
proposed sources, many are theorised to have waveforms with a much larger number of free parame-
ters than CBCs, as well as being harder to simulate as the physics are less well-understood [24,25].
These two facts compound to make generating large template banks for such signals extremely diffi-
cult. This means that coherence detection techniques that look for coherent patterns across multiple
detectors are often used over matched filtering [23,26,22,27,28]. The astrophysical leaves of the dia-
gram represent possible and detected gravitational-wave sources; the text’s colourings represent their
current status. Green items have been detected using gravitational-wave interferometers, namely the
merger of pairs of Binary Black Holes (BBHs) [15], Binary Neutron Stars (BNSs) [19], or one of each
(BHNSs) [29]; see [30–32] for full catalogues of detections. Yellow items have been detected via grav-
itational waves but using Pulsar Timing Arrays (PTAs) rather than interferometers [33]. Blue items
represent objects and systems that are theorised to generate gravitational waves and have been de-
tected by electromagnetic observatories but not yet with any form of gravitational wave detection.
This includes white dwarf binaries [34,35], the cosmological background [36,37], starquakes [38,39],
and core-collapse supernovae CCSN [40,41]. This is because they are too weak and/or too uncommon
for our current gravitational-wave detector network to have had a chance to detect them. Finally, red
items are possible, theorised sources of gravitational waves that have not yet been detected by any
means. These are, evidently, the most contentious items presented, and it is very possible that none
of these items will ever be detected or exist at all. It should be noted that the number of proposed
sources in this final category is extensive, and this is far from an exhaustive list. The presented pro-
posed continuous sources are neutron star asymmetries [42], and the presented transient sources are
extraterrestrial intelligence [43], cosmic string kinks and cusps [44], accretion disk instabilities [45],
domain walls [46], and nonlinear memory effects [47].

Figure 4.1 shows that several possible transients with terrestrial and astrophysical origins could be
targeted for detection. For our baseline experiments and throughout this thesis, we will select two
targets.

Firstly, Binary Black Holes (BBHs). We have the most numerous detections of BBH signals [30–
32], and whilst this might make them seem both less interesting and as a solved problem, they have
several benefits. As test cases to compare different machine learning techniques against traditional
methods, they have the most material for comparison because of their frequency; they would also see
the greatest benefits from any computational and speed efficiency savings that may be wrought by the
improvement of their detection methods [198]. These factors may become especially relevant when
the 3rd generation detectors, such as the Einstein Telescope [74] and Cosmic Explorer [75], come on-
line. During their observing periods, they expect detection rates on the order of between 104 and 105

detections per year [199], which would stretch computing power and cost if current methods remain
the only options. In the shorter term, if detection speeds can be improved, faster alerts could be issued
to the greater astronomical community, allowing increased opportunity for multimessenger analysis
[200]. Only one multimessenger event has thus far been detected — a Binary Neutron Star (BNS) event
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[19], but it is probable, due to the relative similarity in their morphologies, that methods to detect
BBHs could be adapted for BNS detection.

Secondly, we will investigate the detection of unmodeled burst signals using a machine learning-
based coherent detection technique. Bursts are exciting sources whose detection could herald immense
opportunities for scientific gain [21]. Possible burst sources include core-collapse supernovae [41],
starquakes [39], accretion disk instabilities [45], nonlinear memory effects [47], domain walls [46], and
cosmic string cusps [44], as well as a plethora of other proposed sources. It should be noted that whilst
many bursts have unknown waveform morphologies, some, such as cosmic string cusps, are relatively
easy to model and are grouped with bursts primarily due to their as-yet undetected status [44].

Our current models of the physics of supernovae are limited both by a lack of understanding and
computational intractability; detecting the gravitational-wave signal of a supernova could lead to new
insights into the supranuclear matter density equation of state as well other macrophysical phenom-
ena present in such events such as neutron transport and hydrodynamics [201] neutron_star_equa-
tion_of_state_2 [202]. We may also detect proposed events, such as accretion disk instabilities [45],
which may be missed by standard searches. We can search for the gravitational-wave signals of elec-
tromagnetic events that currently have unknown sources, such as fast radio bursts [203], magnetar
flares [204], soft gamma-ray repeaters [205], and long gamma-ray bursts [205]. Although it’s possi-
ble that some of these events produce simple, modelable waveforms, it is not currently known, and a
general search may one day help to reveal their existence. Some of the more hypothetical proposed
sources could fundamentally alter our understanding of the universe, such as evidence for dark matter
[206] and/or cosmic strings [44], or if we fail to find them, it could also help to draw limits on theory
search space.

It is unknown whether current burst search methods have sufficient detection capability to detect all
theoretically detectable sources, nor whether current methods are maximally efficient at gaining infor-
mation on sources that they do detect. Currently, the LIGO-Virgo-KAGRA collaboration has a number
of active burst detection pipelines, X-Pipeline [23], oLIB [26], Coherent Wave Burst (cWB) [22] and
BayesWave [27]. These include both offline and online searches, including targeted searches wherein
a known electromagnetic event is used to limit the search space [203–205]. It could be that the current
detection software is adequate and, indeed, the search is hardware rather than software-limited. Even
if this is the case, there are probably computational improvements that are possible. It seems unlikely
that we have reached the limit of coherent search efficiency.

Traditional coherence techniques require the different detector channels to be aligned for successful
detection; therefore, because we don’t know a priori the direction of the gravitational-wave sources
(unless we are performing a targeted offline search), coherent search pipelines such as X-Pipeline [23]
and cWB [22] must search over a grid covering all possible incidence directions. In the case of all-
sky searches, this grid will necessarily cover the entire celestial sphere. In targeted searches, the grid
can be significantly smaller and cover only the uncertainty region of the source that has already been
localised by an EM detection [205,203]. Higher resolution grids will result in a superior search sen-
sitivity; however, they will simultaneously increase computing time. Covering the entire sky with a
grid fine enough to achieve the desired sensitivity can be computationally expensive. It is possible to
circumnavigate the need to search over a grid using artificial neural networks, shifting much of the
computational expense to the training procedure. This has been demonstrated by the MLy pipeline [28]
— the only fully machine-learning-based pipeline currently in review for hopeful deployment before
the end of the fourth observing run (O4). Improvements in the models used for this task could be used
to improve the effectiveness of the MLy pipeline. Indeed, some of the work discussed in this thesis was
used at an early stage in the pipeline’s development to help design the architecture of the models; see
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Section 5.6. It is hoped that in the future, more aspects of the work shown here can find use in the
pipeline’s development.

We will focus on the binary detection problem rather than multi-class classification, as there is only
one discrete class of BBH (unless you want to draw borders within the BBH parameter space or attempt
to discern certain interesting features, such as eccentricity), and in the unmodeled burst case, coherent
detection techniques are not usually tuned to particular waveforms, which, in any case, are not widely
available for many types of burst. In the next subsection, we will discuss how we can create example
datasets to train artificial neural networks for this task.

4.2 Dataset Design and Preparation
In the case of CBCs, we have only a very limited number (< 200) of example interferometer detec-
tions [30–32], and in the burst case, we have no confirmed examples [18,20,21]. This means that to
successfully train artificial neural network models, which typically require datasets with thousands to
millions of examples [207], we must generate a large number of artificial examples.

In order to facilitate the real-time generation of training datasets, a custom Python package named
GravyFlow was created [61]. GravyFlow handles the generation of fake noise and waveforms (with
the use of the custom cuPhenom GPU waveform generator [48]), as well as the acquisition and pro-
cessing of real interferometer data, and the injection, projection, and scaling of waveforms. It packages
this functionality into a configurable TensorFlow dataset. Since the majority of the processing, except
the acquisition of real noise, is performed on the GPU, the dataset can be adjusted and training can
commence without the need to pre-generate the entire dataset. This allows for much quicker iteration
through dataset hyperparameters.

The following subsections describe how GravyFlow handles the creation of these examples, including
the acquisition of noise, the generation and scaling of simulated waveforms, and data conditioning.

4.2.1 The Power Spectral Density (PSD)

The Power Spectral Density (PSD) is an important statistical property that is used by several elements
of dataset design [208]. Since a custom function was written for this thesis in order to speed up the
calculation of the PSD, and since it is helpful to have an understanding of the PSD in order to under-
stand many of the processes described in subsequent sections, a brief explanation is presented.

The PSD is a time-averaged description of the distribution of a time series’s power across the frequency
spectrum [208]. Unlike a Fourier transform, which provides a one-time snapshot, the PSD conveys an
averaged view, accounting for both persistent and transient features; see Equation 4.4 for a mathemat-
ical description. The PSD is used during data conditioning in the whitening transform, wherein the
raw interferometer data is processed so that the noise has roughly equal power across the frequency
domain, see Section 4.2.7. For some types of artificial noise generation, the PSD can be used to colour
white noise in order to generate more physically active artificial noise; see Section 4.2.2. The PSD is
also used to calculate the optimal Signal to Noise ratio, which acts as a metric that can be used to
measure the detectability of an obfuscated feature and thus can be used to scale the amplitude of the
waveform to a desired detection difficulty.

Imagine a time series composed of a stationary 20 Hz sine wave. In the PSD, this would materialise as
a distinct peak at 20 Hz, effectively capturing the concentrated power at this specific frequency: the
frequency is constant, and the energy is localised. If at some time, 𝑡, we remove the original wave and
introduce a new wave at a different frequency, 40 Hz, the original peak at 20 Hz would attenuate but
not vanish, as its power is averaged over the entire time-series duration. Concurrently, a new peak
at 40 Hz would appear. The power contained in each of the waves, and hence the heights of their re-
spective peaks in the PSD, is determined by the integrated amplitude of their respective oscillations;
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see Figure 4.2 for a depiction of this example. When applied to a more complicated time series, like
interferometer noise, this can be used to generate an easy-to-visualise mapping of the distribution of
a time series’s power across frequency space.

Figure 4.2 | Examples of Power Spectral Density (PSD) transforms. Left: Two time domain series. The
red series is a 20 Hz wave with a duration of 0.7 s, and the blue series is this same time series concate-
nated with a 40 Hz wave from 𝑡 = 0.7 𝑠 onwards. Right: The two PSDs of the time series are displayed
in the left panel. The red PSD was performed across only the 0.7 s of the red wave’s duration, whereas
the blue PSD was taken over the full 2.0 s duration. As can be seen, the blue PSD has two peaks, rep-
resenting the two frequencies of the two waves combined to make the blue time series — each peak is
lower than the red peak, as they are averaged across the full duration, and their respective heights are
proportional to their durations as both waves have the same amplitude and vary only in duration.

The PSD can be calculated using Welch’s method, which uses a periodogram to calculate the average
power in each frequency bin over time [209]. More specifically, the following steps are enacted:

1. First, the time series is split up into 𝐾 segments of length 𝐿 samples, with some number of over-
lapping samples 𝐷; if 𝐷 = 0, this method is equivalent to Bartlett’s method.

2. Each segment is then windowed with a user-chosen window function, 𝑤(𝑛). This is done in order
to avoid spectral leakage, avoid discontinuities in the data, smoothly transition between segments,
and control several other factors about the method, which allow for fine-tuning to specific require-
ments.

3. For each windowed segment, 𝑖, we then estimate the power of the segment, 𝐼𝑖(𝑓𝑘), at each fre-
quency, 𝑓𝑘, by computing the periodogram with

𝐼𝑖(𝑓𝑘) =
1
𝐿

|𝑋𝑖(𝑘)|2 4.2

where 𝐼𝑖(𝑓𝑘) is the result of the periodogram, 𝑋𝑖(𝑘) is the FFT of the windowed segment, and 𝑓𝑘 is
the frequency corresponding to the 𝑘th FFT sample.

4. Finally, we average the periodograms from each segment to get the time-average PSD:

𝑆(𝑓𝑘) =
1
𝐾

∑
𝐾

𝑖=1
𝐼𝑖(𝑓𝑘) 4.3

where where 𝑆(𝑓𝑘) is the PSD. Combining Equation 4.2 and Equation 4.3 gives

𝑆(𝑓𝑘) =
1
𝐾

∑
𝐾

𝑖=1

1
𝐿

|𝑋𝑖(𝑘)|2 4.4
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To compute the PSD with enough computational speed to perform rapid whitening and SNR, 𝜌opt,
calculation during model training and inference, an existing Welch method from the SciPy scientific
Python library [210] was adapted and added to the GravyFlow pipeline [61], converting its use of the
NumPy vectorised CPU library [65] to the TensorFlow GPU library [66]; this converted code is seen
in Listing 4.8.

 @tf.function 
def calculate_psd(
        signal : tf.Tensor,
        nperseg : int,
        noverlap : int = None,
        sample_rate_hertz : float = 1.0,
        mode : str ="mean"
    ) -> (tf.Tensor, tf.Tensor):

    if noverlap is None:
        noverlap = nperseg // 2

    signal = detrend(signal, axis=-1, type='constant')

    # Step 1: Split the signal into overlapping segments
    signal_shape = tf.shape(signal)
    step = nperseg - noverlap
    frames = tf.signal.frame(signal, frame_length=nperseg, frame_step=step)

    # Step 2: Apply a window function to each segment
    # Hanning window is used here, but other windows can be applied as well
    window = tf.signal.hann_window(nperseg, dtype = tf.float32)
    windowed_frames = frames * window

    # Step 3: Compute the periodogram (scaled, absolute value of FFT) for each 
    # segment
    periodograms = \
        tf.abs(tf.signal.rfft(windowed_frames))**2 / tf.reduce_sum(window**2)

    # Step 4: Compute the median or mean of the periodograms based on the 
    #median_mode
    if mode == "median":
        pxx = tfp.stats.percentile(periodograms, 50.0, axis=-2)
    elif mode == "mean":
        pxx = tf.reduce_mean(periodograms, axis=-2)
    else:
        raise "Mode not supported"

    # Step 5: Compute the frequencies corresponding to the power spectrum values
    freqs = fftfreq(nperseg, d=1.0/sample_rate_hertz)

    #Create mask to multiply all but the 0 and nyquist frequency by 2
    X = pxx.shape[-1]
    mask = \
        tf.concat(
            [
                tf.constant([1.]), 
                tf.ones([X-2], dtype=tf.float32) * 2.0,
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                tf.constant([1.])
            ], 
            axis=0
        )

    return freqs, (mask*pxx / sample_rate_hertz)

Listing 4.8 | Python [64] . TensorFlow [66] graph function used by GravyFlow [61] to calculate the
PSD of a signal. signal  is the input time series as a TensorFlow tensor, nperseg  is the number of
samples per segment, 𝐿, and noverlap  is the number of overlapping samples, 𝐷. TensorFlow has
been used in order to utilise GPU parallelisation, which offers a significant performance boost over a
similar function written in NumPy [65].

A closely related property, the Amplitude Spectral Density (ASD), is given by the element-wise square
root of the Power Spectral Density (PSD)

𝐴(𝑓𝑘) = 𝑆(𝑓𝑘)∘1
2 . 4.5

Here �⃗�∘1
2  is the element-wise squareroot, i.e. �⃗�∘1

2 = [√𝑎1, …, √𝑎𝑖, …, √𝑎𝑁].

4.2.2 Noise Generation and Acquisition

There are two possible avenues for acquiring background noise to obfuscate our injections. We can
either create artificial noise or use real segments extracted from previous observing runs. As was dis-
cussed in Section 2.3.3, real interferometer noise is neither Gaussian nor stationary, and many of the
noise sources which compose this background are not accounted for or modelled [17]. This means that
any artificial noise will only be an approximation of the real noise — it is not clear, intuitively, how
well this approximation will be suited to training an artificial neural network.

One perspective argues that using more approximate noise could enhance the network’s generalisation
capabilities because it prevents overfitting to the specific characteristics of any given noise distribu-
tion; this is the approach adopted by the MLy pipeline [28]. Conversely, another perspective suggests
that in order to properly deal with the multitude of complex features present in real noise, we should
make our training examples simulate real noise as closely as possible [211–213], even suggesting that
models should be periodically retrained within the same observing run in order to deal with variations
in the noise distribution. These are not discrete philosophies, and the optimal training method could
lie somewhere between these two paradigms.

Evidently, in either case, we will want our validation and testing datasets to approximate the desired
domain of operation as closely as possible; if they do not, we would have no evidence, other than
assumption, that the model would have any practical use in real data analysis [213]. The following
subsection will outline the possible types of noise that could be used to create artificial training exam-
ples. Throughout the thesis, for all validation purposes, we have used real noise at GPS times, which
are not used at any point during the training of models, even when the training has been done on
real noise.

White Gaussian: The most simplistic and general approach, and therefore probably the most unlike
real noise, is to use a white Gaussian background. This is as simplistic as it sounds; we generate 𝑁
random variables, where N is the number of samples in our noise segment. Each sample is drawn from
a normal distribution with a mean of zero and some variance according to the input scaling; often,
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in the case of machine learning input vectors, this would be unity; see the two uppermost plots in
Figure 4.3.

Coloured Gaussian: This noise approximation increases the authenticity of the noise distribution by
colouring it with a noise spectrum; typically, we use an ASD drawn from the interferometer we are
trying to imitate in order to do this; see Section 4.2.1. By multiplying the frequency domain transform
of Gaussian white noise by a given PSD, we can colour that noise with that PSD. The procedure to do
this is as follows:

1. Generate white Gaussian noise.
2. Transform the Gaussian noise into the frequency domain using a Real Fast Fourier Transform

(RFFT).
3. Multiply the noise frequency spectrum by the selected ASD in order to colour it.
4. Return the newly coloured noise to the time domain by performing an Inverse RFFT (IRFFT).

There are at least two choices of PSD we could use for this process. We could use the PSD of the
detector design specification. It represents the optimal PSD given perfect conditions, no unexpected
noise sources, and ideal experimental function. This would give a more general, idealistic shape of
the PSD across a given observing run. Alternatively, we could use the PSD of a real segment of the
background recorded during an observing run; this would contain more anomalies and be a closer
approximation to the specific noise during the period for which the PSD was taken. Since the PSD is
time-averaged, longer segments will result in more general noise. The MLy pipeline [28] refers to this
latter kind of noise as pseudo-real noise; see examples of these noise realisations in the four middle
plots of Figure 4.3.

Real: Finally, the most authentic type of noise that can be gathered is real interferometer noise. This
is noise that has been sampled directly from a detector. Even assuming that you have already decided
on which detector you are simulating, which is required for all but white noise generation, there are
some extra parameters, shared with the pseudo-real case, that need to be decided. The detector data
information, the time period from which you are sampling, and whether to veto any features that may
be present in the segment — e.g. segments that contain events, candidate events, and known glitches.

To acquire the real data, we utilise the GWPy Python Library’s [214] data acquisition functionality —
since there are multiple formats in which we could retrieve the data, we must specify some parameters,
namely, the frame, the channel, and the state flag. Interferometer output data is stored in a custom file
format called a frame file [215]; thus, the choice of frame determines the file to be read. Within each
frame file lies multiple channels — each of which contains data from a single output stream. These
output streams can be raw data, e.g. raw data from the interferometer photodetector itself; various raw
auxiliary data streams, such as from a seismometer; conditioned data, e.g., the primary interferometer
output with lines removed; or the state flag channel, which contains information about the status of
the detector at every time increment — the state flag will indicate whether the detector is currently in
observing mode or otherwise, so it is important to filter the data for the desired detector state. For the
real noise used in this thesis, we use the frame, channel, and state flag, shown in Table 4.1. We have
excluded all events and candidate events listed in the LIGO-Virgo-Kagra (LVK) collaboration event
catalogues [30–32] but included detector glitches unless otherwise stated.

Detector Frame Channel State Flag

LIGO Hanford (H1) HOFT_C01 H1:DCS-CALIB_S-
TRAIN_CLEAN_C01

DCS-ANALY-
SIS_READY_C0- 1:1
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LIGO Livingston (L1) HOFT_C01 L1:DCS-CALIB_S-
TRAIN_CLEAN_C01

DCS-ANALY-
SIS_READY_C0- 1:1

VIRGO (V1) V1Online V1:Hrec_hoft_16384Hz ITF_SCIENCE:1

Table 4.1 | The frame, channel, and state flags used when obtaining data from the respective detectors
during the 3rd observing run (O3). This data was used as obfuscating noise when generating artificial
examples to train and validate artificial neural network models throughout this thesis. It should be
noted that although the clean channels were produced offline in previous observing runs, the current
observing run, O4, produces cleaned channels in its online run, so using the cleaned channels during
model development ensures that the training, testing, and validation data is closer to what would be
the normal operating mode for future detection methods.

Figure 4.3 | One-second examples of the four possible types of simulated and real noise considered by
this thesis. Where real noise is used, it is taken from the LIGO Livingston detector during the third ob-
serving run at the GPS times listed. In order, from top to bottom, these are examples of white Gaussian
noise, coloured Gaussian noise, pseudo-real noise, and real noise. A description of these noise types and
their generation can be found in Section 4.2.2. The left column shows the unaltered values of the noise.
Note that the noise has been scaled in all cases except for the pure white noise, which is generated at
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the correct scale initially. This scaling is used to reduce precision errors and integrate more effectively
with the machine learning pipeline, as most loss and activation functions are designed around signal
values near unity; see Section 3.1.6 and Section 3.1.5. The right column shows the same noise realisa-
tions after they have been run through a whitening filter. In each case, the PSD of a 16.0 s off-source
noise segment not displayed is used to generate a Finite Impulse Response (FIR) filter, which is then
convolved with the on-source data; see Section 4.2.7. For the simulated and pseudo-real noise cases, the
off-source data is generated using the same method as the on-source data but with a longer duration.
In the real noise case, the off-source data consists of real interferometer data drawn from 16.5 s before
the start of the on-source segment to 0.5 s before the start of the on-source segment. This 0.5s gap is
introduced because 0.5 s must be cropped from the data following the whitening procedure in order to
remove edge effects induced via windowing, as well as acting as a buffer to reduce contamination of
the off-source data with any features present in the on-source data. Note that the whitened noise plots
look very similar for the three simulated noise cases — a close examination of the data reveals that
there is some small variation between the exact values. This similarity occurs because the off-source
and on-source noise segments for these examples are generated with identical random seeds and thus
have identical underlying noise realisations (which can be seen exactly in the unwhitened white noise
plot). Since the PSDs of the on-source and off-source data are nearly identical for the simulated cases,
the whitening procedure is almost perfect and reverts it nearly perfectly to its white state. If anything,
this similarity boosts confidence that our custom whitening procedure is operating as expected.

For our baseline training dataset used in this section, we will employ a real-noise background. An ar-
gument can be made that it is an obvious choice — because it is real noise, it contains the full spectrum
of noise features that might be present in a real observing run, even if it does not contain the particular
peculiarities of any given future observing run in which we may wish to deploy developed models.

In each case, we will acquire two seconds of data at a sample rate of 2048.0 Hz, which includes 0.5 s
of data on either side of the time series, which will be cropped after whitening. The whitening is
performed similarly in all cases in order to ensure symmetry when comparing obfuscation methods.
A power-of-two value is used as it simplifies many of the mathematical operations that need to be
performed during signal and injection processing, which may, in some cases, improve performance,
as well as help to avoid edge cases that may arise from odd numbers. This frequency was selected
as its Nyquist frequency of 1024.0 Hz will encompass nearly the entirety of the frequency content of
BBH signals; it also covers a large portion of the search space of proposed transient burst sources.
The duration of 1.0 s is a relatively arbitrary choice; however, it is one that is often the choice for
similar examples found in the literature [53,52], which makes comparison easier. It also encompasses
the majority of the signal power of BBH waves [15], as well as the theoretically detectable length of
many burst sources [18]. For each on-source noise example gathered or generated, 16.0 s of off-source
background noise is also acquired to use for the whitening procedure; see Section 4.2.7.

In the case where multiple detectors are being used simultaneously during training or inference, such
as coherence detection, noise is generated independently for each interferometer using the same meth-
ods, with the restriction that noise acquired from real interferometer data is sampled from each detec-
tor within a common time window of 2048.0 s so that the noise all originates from a consistent time
and date. This is done as there are periodic non-stationary noise features that repeat in daily, weekly,
and yearly cycles due to weather, environmental conditions, and human activity [17]. When validating
methods, we want to make our validation data as close as possible to reality whilst maintaining the
ability to generate large datasets. As we are only ever training our method to operate in real noise
conditions (which our validation data attempts to mimic), there is no need to deviate from this method
of acquiring noise for our training datasets.

74



4.2.3 Waveform Generation

Once the background noise has been acquired or generated, the next step is to introduce some differen-
tiation between our two classes, i.e. we need to add a transient signal into some of our noise examples
so that our model can find purpose in its existence. When we add a transient into background noise
that was not there naturally, we call this an injection, since we are artificially injecting a signal into
the noise. This injection can be a transient of any type.

Typically, this injection is artificially simulated both due to the limited [30–32] (or non-existent
[18,20,21]) number of real examples in many cases and because we will only be able to obtain the real
signal through the lens of an interferometer, meaning it will be masked by existing real detector noise.
If we were to inject a real injection into some other noise realisation, we would either have to perform
a denoising operation (which, even when possible, would add distortion to the true signal) or inject the
injection plus existing real noise into the new noise, effectively doubling the present noise and making
injection scaling a difficult task. Using artificial examples also allows us granular control of the para-
meters of each waveform, which can be useful when designing training datasets and when evaluating
our model in different areas of parameter space. Thus, we will be using simulated injections to generate
our training, testing, and validation datasets. This is not unprecedented, most other gravitational-wave
detection and parameter estimation methods rely on simulated signals for their operation, including
matched filtering [50].

Luckily, there is a well-developed field of research into modelling gravitational-wave waveforms. These
models are known as “approximants”, so named because they only approximate real gravitational-
wave signals [51]. As well as providing valuable insights into general relativity and the behaviour
of CBCs in and of themselves [216], approximants are used in both detection and parameter estima-
tion pipelines [50]. In our case, approximants can be injected into simulated or real noise to generate
artificial examples of interferometer data that contain gravitational-wave signals. Depending on the
complexity and accuracies of the chosen approximant and the source parameter range you are inves-
tigating, there will be some level of mismatch between any approximant and the real waveform it is
attempting to simulate, even when using state-of-the-art approximants [217].

To simulate BBH waveforms, we will be using a version of the IMRPhenomD approximant [51], which
has been adapted from LAL Simualtion’s [218] implementation to run on GPUs using NVIDIAs CUDA
GPU library. We name this adapted waveform library cuPhenom [48] for consistency with other CUDA
libraries such as cuFFT [219]. IMRPhenomD has adjustable parameters that can be altered to generate
BBHs across a considerable parameter space, although it should be noted that it does not simulate ec-
centricity, non-aligned spins, or higher modes. IMRPhenomD was calibrated for systems up to a mass
ratio of 1:18 and spins up to 𝑎

𝑚  ∼ 0.85, so we must be careful not to leave this parameter space when
generating examples for our training dataset. Although IMRPhenomD was first published in 2015 [51],
and newer approximants now exist, it remains accurate enough for most detection and parameter es-
timation tasks and will only suffer from significant mismatch at the edges of its parameter space or
potentially if encountering systems that have any of the aforementioned features that IMRPhenomD
does not attempt to model. This is still an ongoing area of research and the exact effect of these features
on detection and parameter estimation pipelines is still being investigated [220–222]. Since we have
yet to detect any of these effects with a high degree of certainty, it is thought they are either rare and/
or minimal enough not to affect most current searches given contemporary detector sensitivity. That
being said, the search for the presence of these features is an exciting area of research that could, in
time, reveal promising incites both into the sources themselves and the astrophysical conditions that
lead to their creation.

The IMRPhenomD [51] approximant generates a waveform by simulating the Inspiral, Merger, and
Ringdown regions of the waveform, hence the IMR in the approximant name. The waveform is gen-
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erated in the frequency domain since we are working in the time domain, we must transform the
signal into the time domain before we inject it into our noise segments. The inspiral is generated using
post-Newtonian expressions, and the merger ringdown is generated with a phenomenological ansatz;
both parts of the model were empirically tuned using a small bank of numerical relativity waveforms.
Detailed investigation of approximant generation was out of the scope of this thesis and will not be
covered. See Figure 4.4 for examples of waveforms generated using cuPhenom [48]

The increased performance of cuPhenom is significant and speeds up the training and iteration process
of models considerably [48]. Because of cuPhenom’s ability to generate injections on the fly during
the training process without significant slowdown, it allows for very quick alteration of dataset para-
meters for training adjustments. It was felt that this advantage outweighed any gains that would be
achieved by using newer waveform models that had not yet been adapted to the GPU, as it seems un-
likely, especially in the detection case, that the newer waveform models would make for a significantly
harder problem for the model to solve. This statement is, however, only an assumption, and it would be
recommended that an investigation is carried out to compare the differences between approximants
before any of the methods are used in a real application. A final retraining with these more accurate
models would be recommended, in any case.

In the case of unmodelled burst detection, the accuracy of the signal shape is not as fundamental, as
the ground truth shapes are not known and, for some proposed events, cover a very large shape space
[223]. In order to cover the entire search space, GravyFlow uses artificially generated White Noise
Bursts (WNBs) generated on the GPU via a simple custom Python [64] function utilising TensorFlow
[66]. The procedure for generating WNBs with randomised duration and frequency content is as fol-
lows.

1. A maximum waveform duration is decided; typically, this would be less or equal to the duration
of the example noise that you are injecting the waveform into, with some room for cropping.

2. Arrays of durations, minimum frequencies, and maximum frequencies are generated, each with a
number of elements, 𝑁 , equal to the number of waveforms that we wish to generate. These arrays
can be pulled from any distribution as long as they follow the following rules. Duration cannot be
larger than our maximum requested duration or less than zero. The frequency bounds cannot be
less than zero or greater than the Nyquist frequency.

3. It is enforced that the maximum frequency is greater than the minimum frequency for any wave-
form by swapping values where this is not the case.

4. Gaussian white noise is generated with as many samples, which, given the selected sample rate,
will produce a time series with the same duration as our requested max waveform duration.

5. A number of samples at the end of each waveform are zeroed so that each waveform has a number
of samples equivalent to the randomised duration assigned to that signal.

6. Each waveform is transformed into the frequency domain by a RFFT.
7. Samples are zeroed at each end of each frequency-domain signal in order to perform a bandpass

and limit the waveform between the assigned frequency constraints for each waveform.
8. The remaining signal is windowed using a Hann window to reduce the effects of the discontinu-

ities generated by the bandpass operation.
9. The frequency domain signal is then returned to the time domain via a IRFFT.

10. Finally, the time-domain waveform is enveloped by a sigmoid window.
11. Assuming the plus polarisation component of the waveform strain was generated first, repeat with

the same parameters but different initial noise distributions for the cross polarisation component.

Because we have used random noise across a range of frequency spaces, our distribution will, in theory,
cover all possible signals within the specified parameter range. These WNBs can generate waveforms
that look qualitatively similar to many proposed burst sources, including current supernovae simula-
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tions; see Figure 4.5. See Figure 4.4 for examples of our WNBs and Listing 4.9 for the code used to
generate these waveforms.

 @tf.function
def generate_white_noise_burst(
    num_waveforms: int,
    sample_rate_hertz: float,
    max_duration_seconds: float,
    duration_seconds: tf.Tensor,
    min_frequency_hertz: tf.Tensor,
    max_frequency_hertz: tf.Tensor
) -> tf.Tensor:

    # Casting
    min_frequency_hertz = tf.cast(min_frequency_hertz, tf.float32)
    max_frequency_hertz = tf.cast(max_frequency_hertz, tf.float32)

    # Convert duration to number of samples
    num_samples_array = tf.cast(sample_rate_hertz * duration_seconds, tf.int32)
    max_num_samples = tf.cast(max_duration_seconds * sample_rate_hertz, tf.int32)

    # Generate Gaussian noise
    gaussian_noise = tf.random.normal([num_waveforms, 2, max_num_samples])

    # Create time mask for valid duration
    mask = tf.sequence_mask(num_samples_array, max_num_samples, dtype=tf.float32)
    mask = tf.reverse(mask, axis=[-1])
    mask = tf.expand_dims(mask, axis=1)

    # Mask the noise
    white_noise_burst = gaussian_noise * mask

    # Window function
    window = tf.signal.hann_window(max_num_samples)
    windowed_noise = white_noise_burst * window

    # Fourier transform
    noise_freq_domain = tf.signal.rfft(windowed_noise)

    # Frequency index limits
    max_num_samples_f = tf.cast(max_num_samples, tf.float32)
    num_bins = max_num_samples_f // 2 + 1
    nyquist_freq = sample_rate_hertz / 2.0

    min_freq_idx = tf.cast(
        tf.round(min_frequency_hertz * num_bins / nyquist_freq), tf.int32)
    max_freq_idx = tf.cast(
        tf.round(max_frequency_hertz * num_bins / nyquist_freq), tf.int32)

    # Create frequency masks using vectorized operations
    total_freq_bins = max_num_samples // 2 + 1
    freq_indices = tf.range(total_freq_bins, dtype=tf.int32)
    freq_indices = tf.expand_dims(freq_indices, 0)
    min_freq_idx = tf.expand_dims(min_freq_idx, -1)
    max_freq_idx = tf.expand_dims(max_freq_idx, -1)
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    lower_mask = freq_indices >= min_freq_idx
    upper_mask = freq_indices <= max_freq_idx
    combined_mask = tf.cast(lower_mask & upper_mask, dtype=tf.complex64)
    combined_mask = tf.expand_dims(combined_mask, axis=1)

    # Filter out undesired frequencies
    filtered_noise_freq = noise_freq_domain * combined_mask

    # Inverse Fourier transform
    filtered_noise = tf.signal.irfft(filtered_noise_freq)

    envelopes = generate_envelopes(num_samples_array, max_num_samples)
    envelopes = tf.expand_dims(envelopes, axis=1)

    filtered_noise = filtered_noise * envelopes

    return filtered_noise

Listing 4.9 | Python [64] . TensorFlow [66] graph function to generate the plus and cross polarisations
of WNB waveforms; see Section 4.2.3 for a description of the generation method. num_waveforms
takes an integer value of the number of WNBs we wish to generate. sample_rate_hertz  defines the
sample rate of the data we are working with. max_duration_seconds  defines the maximum possi-
ble duration of any signals within our output data. duration_seconds , min_frequency_hertz , and
max_frequency_hertz  all accept arrays or in this case TensorFlow tensors, of values with a number

of elements equal to num_waveforms , each duration. Both polarisations of the WNB are generated
with parameters determined by the value of these three arrays at the equivalent index. This method is
implemented by the GravyFlow pipeline [61].
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Figure 4.4 | Eight simulated waveforms that could be used for injection into noise to form an obfus-
cated training, testing, or validation example for an artificial neural network. Note that only the plus
polarisation component of the strain, ℎ+, has been plotted in order to increase visual clarity. The left-
most four injections are IMRPhenomD waveforms generated using cuPhenom [48], with parameters
(shown in the adjacent grey information boxes) drawn from uniform distributions between 5.0𝑀⊙
and 95.0𝑀⊙ for the mass of both companions and between −0.5 and 0.5 for the dimensionless spin
component. Note that during injection generation, the two companions are always reordered so that
the mass of companion one is greater and that the IMRPhenomD waveform ignores the x and y spin
components. They are included just for code completion. The rightmost four injections consist of WNB
waveforms generated via the method described in Section 4.2.3. Their parameters are again drawn from
uniform distributions and are shown in the grey box to their right. The durations are limited between
0.1 s and 1.0 s, and the frequencies are limited to between 20.0 Hz and 500.0 Hz, with the minimum and
maximum frequencies automatically swapped.
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Figure 4.5 | The plus polarisation component of the gravitational-wave strain of a simulated core-
collapse supernova at a distance of 10 kpc, this data was taken from [49]. Although some structures
can clearly be observed, it is possible to imagine that a method trained to detect WNB signals, such as
those presented in Figure 4.4, might be able to detect the presence of such a signal.

4.2.4 Waveform Projection

As has been discussed, gravitational waves have two polarisation states plus, +, and cross, ×, which
each have their own associated strain values ℎ+ and ℎ× [224,225]. Since these strain polarisation states
can have different morphologies and since the polarisation angle of an incoming signal paired with a
given interferometer’s response will alter the proportion of each polarisation that is perceptible by the
detector, our approximant signals are also generated with two polarisation components. Before being
injected into any data, the waveforms must be projected onto each detector in our network in order
to simulate what that signal would look like when observed with that detector. This projection will
account for the full antenna response of each detector [225]. Since a given interferometer has different
sensitivities depending on both the direction of the source and the polarisation angle of the incoming
wave, some waves will be entirely undetectable in a given detector.

If we want accurate data when simulating multi-interferometer examples, we must account for both
the polarisation angle and direction of the source so that the relative strain amplitudes and morpholo-
gies in each detector are physically realistic [225].

Since the detectors have a spatial separation, there will usually, depending on source direction, also
be a difference in the arrival time of the waves at the different detectors [225] — this discrepancy
is especially important for localising sources, as it provides the possibility for source triangulation,
which, along with the antenna responses of each detector, can be used to generate a probability map
displaying the probability that a wave originated from a given region of the sky. In coherence detection
methods, it also allows for the exclusion of multi-interferometer detections if the detections arise with
an arrival time difference greater than that which is physically possible based on the spatial separation
of the detectors.

None of this is essential when dealing with single detector examples — in those cases, we could choose
to forgo projection entirely and inject one of the strain polarisation components directly into the ob-
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fuscating noise as there are no time separations to model accurately and signal proportionality between
detectors is also irrelevant.

The projection from both the antenna response parameters and the arrival time delay are dependent
on the source direction [225]. The plane of the wavefront and the direction of travel of the wave are
dependent on the direction of the source. Since the sources are all extremely distant, the wavefront is
considered a flat plane. Waves have some time duration, so both the time delay and antenna response
parameters will change over the course of the incoming wave’s duration as the Earth and the detectors
move in space. As we are dealing with relatively short transients (< 1.0 𝑠), the change in these factors
will be considered negligible and is not included in projection calculations.

Assuming that we ignore the Earth’s motion, the final waveform present in a detector is given by

ℎ(𝑡) = 𝐹+ℎ+(𝑡 + Δ𝑡) + 𝐹×ℎ×(𝑡 + Δ𝑡) 4.6

where ℎ(𝑡) is the resultant waveform present in the detector output at time 𝑡; 𝐹+ and 𝐹× are the de-
tector antenna response parameters in the plus and cross polarisations for a given source direction,
polarisation angle, and detector; ℎ+ and ℎ× are the plus and cross polarisations of the gravitational-
wave strain of simulated or real gravitational waves; and Δ𝑡 is the arrival time delay taken from a
common reference point, often another detector or the Earth’s centre.

We can also calculate the relative times that the signals will arrive at a given detector,

Δ𝑡 =
(�⃗�𝟎 − �⃗�𝒅) ⋅ �̂�

𝑐
4.7

where Δ𝑡 is the time difference between the wave’s arrival at location �⃗�𝒅 and �⃗�𝟎, 𝑐 is the speed of
light, �⃗�𝟎 is some reference location, often taken as the Earth’s centre, �⃗�𝑑 is the location for which you
are calculating the time delay, in our case, one of our interferometers, and �̂� is the direction of the
gravitational-wave source. If we work in Earth-centred coordinates and take the Earth’s centre as the
reference position so that �⃗�𝟎 = [0.0, 0.0, 0.0] we can simplify Equation 4.7 to

Δ𝑡 = −
�⃗� ⋅ �̂�

𝑐
. 4.8

Finally, combining Equation 4.6 and Equation 4.8, we arrive at

ℎ(𝑡) = 𝐹+ℎ+(𝑡 −
�⃗� · �̂�

𝑐
) + 𝐹×ℎ×(𝑡 −

�⃗� · �̂�
𝑐

). 4.9

In practice, for our case of discretely sampled data, we first calculate the effect of the antenna response
in each detector and then perform a heterodyne shift to each projection to account for the arrival
time differences. When multiple detector outputs are required for training, testing, or validation ex-
amples, GravyFlow performs these calculations using a GPU-converted version of the PyCBC [50]
project_wave function; see Figure 4.6 for example projections.
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Figure 4.6 | Example projection of two artificial gravitational-wave waveforms. The blue waveforms
have been projected into the LIGO Livingston interferometer, the red waveforms have been projected
into the Ligo Hanford interferometer, and the green waveforms have been projected into the VIRGO
interferometer. The left column displays different projections of an IMRPhenomD waveform generated
with the cuPhenom GPU library [48]. The right column displays different projections of a WNB wave-
form generated with the method described in Section 4.2.3. The projections are performed using a GPU
adaptation of the PyCBC Python library’s [50] project_wave function. Both waveforms are projected
from different source locations; the projection and time displacement are different in each case.

4.2.5 Waveform Scaling

Once waveforms have been projected to the correct proportionality, we must have some method to
inject them into obfuscating noise with a useful scaling. If using physically scaled approximants, such
as the IMRPhenomD waveform, we could forgo scale by calculating the resultant waveform that would
be generated by a CBC at a specified distance from Earth, then injecting this into correctly scaled noise
(or simply raw real noise). However, since we are also using non-physical waveforms such as WNBs,
and because we would like a more convenient method of adjusting the detectability of our waveforms,
we will use a method to scale the waveforms to a desired proportionality with the noise.

Evidently, if we injected waveforms that have been scaled to values near unity into real unscaled in-
terferometer noise (which is typically on the order of 10−21), even a very simple model would not
have much of a problem identifying the presence of a feature. Equally, if the reverse were true, no
model could see any difference between interferometer data with or without an injection. Thus, we
must acquire a method to scale our injections so that their amplitudes have a proportionality with the
background noise that is similar to what might be expected from real interferometer data.
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Real data holds a distribution of feature amplitudes, with quieter events appearing in the noise more
commonly than louder ones [226,100] — this is because gravitational-wave amplitude scales inversely
with distance [100,5], whereas the volume of searchable space, and thus matter and, generally, the
number of systems which can produce gravitational waves, scale cubically with distance from Earth.

Features with quieter amplitudes will, in general, be harder for a given detection method to identify
than features with louder amplitudes. We must design a training dataset that contains a curriculum
that maximises model efficacy across our desired regime, with examples that are difficult but never
impossible to classify and perhaps some easier cases that can carve channels through the model para-
meters, which can be used to direct the training of more difficult examples.

In any given noise distribution, there will, for any desired false alarm rate, be a minimum detectable
amplitude below which it becomes statistically impossible to make any meaningful detections [227].
This minimum amplitude occurs because even white Gaussian noise will occasionally produce data
that looks indistinguishable from a certain amplitude of waveform.

We can use matched filtering statistics to prove this point, as we know that given an exactly known
waveform morphology and perfect Gaussian noise, matched filtering is the optimal detection statistic
[227]. The probability that a matched filtering search of one template produces a false alarm is depen-
dent only on the rate at which you are willing to miss true positives. We can use the ℱ-statistic, ℱ0,
for our probability metric to adjust this rate. Assuming that the noise is purely Gaussian, and we are
only searching for one specific template, the probability of false detections of this exact waveform, i.e.
𝑃(ℱ > ℱ0), can be expressed as

𝑃𝐹 (ℱ0) = ∫
∞

ℱ0

𝑝0(ℱ)𝑑ℱ = exp(−ℱ0) ∑
𝑛
2 −1

𝑘=0

ℱ𝑘
0

𝑘!
4.10

where n is the number of degrees of freedom of 𝜒2 distributions, and 𝑝0 is the probability density
function of ℱ when a known signal is not present. We can see from Equation 4.10 that the False Alarm
Rate (FAR) in this simple matched filtering search is only dependent on the arbitrary choice of ℱ0.
However, in practice, the choice of ℱ0 will be determined by the minimum amplitude waveform you
wish to detect because the probability of detection, 𝑃𝑑 given the presence of a waveform, is dependent
on the optimal SNR, 𝜌opt of that waveform, 𝜌, which has a loose relationship to the amplitude of the
waveform. The probability of detection is given by

𝑃𝐷(𝜌, ℱ0) = ∫
∞

ℱ0

𝑝1(𝜌, ℱ)𝑑ℱ = ∫
∞

ℱ0

(2ℱ)
𝑛
2 −1

2

𝜌𝑛
2 −1 𝐼𝑛

2 −1(𝜌
√

2ℱ) exp(−ℱ −
1
2
𝜌2)𝑑ℱ 4.11

where 𝐼𝑛
2 −1 is the modified Bessel function of the first kind and order 𝑛

2 − 1, and and 𝑝1 is the prob-
ability density function of ℱ when a known signal is present. For more information on this, please
refer to [227].

More complex types of noise, however, like real LIGO interferometer noise, could potentially produce
waveform simulacra more often than artificially generated white noise [17].

Louder false alarms are less likely than quieter ones, and at a certain amplitude, a given detection
method will start producing a greater number of false alarms than the desired false alarm rate. If our
training dataset includes waveforms with an amplitude that would trigger detections with a false alarm
rate near or less than our desired rate, this could significantly reduce the performance of our network
[228], so we must select a minimum amplitude that maximises our detection efficiency at a given false
alarm rate.
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Our minimum possible detection amplitude is limited by the combination of the noise and the false
alarm rate we desire. There is not a maximum possible signal amplitude, other than some very un-
useful upper bound on the closest possible gravitational-wave-producing systems to Earth (a nearby
supernova or CBC, for example), but these kinds of upper limit events are so astronomically rare as
not to be worth considering. Events will, however, follow a distribution of amplitudes [100,226]. As is
often the case, we can try to generate our training data using a distribution that is as close as possible
to the observed data, with the exception of a lower amplitude cutoff [213], or we can instead use a
non-realistic distribution, uniformly or perhaps Gaussianly distributed across some amplitude regime
which contains the majority of real signals — making the assumption that any detection methods we
train using this dataset will generalise to higher amplitudes, or failing that, that the missed signals will
be so loud that they would not benefit greatly from improved detection methods.

Thus far in this subsection, we have been talking rather nebulously about waveform “amplitude”, as
if that is an easy thing to define in a signal composed of many continuous frequency components.
There are at least three properties we might desire from this metric. Firstly, magnitude, some measure
of the energy contained by the gravitational wave as it passes through Earth — this measure contains
a lot of physical information about the gravitational wave source. Secondly, significance, given the
circumstances surrounding the signal, we may want to measure how likely the signal is to have been
astrophysical rather than terrestrial, and finally, closely related to the significance and perhaps most
importantly when designing a dataset for artificial neural network training, the detectability, given a
chosen detection method this would act as a measure of how easy it is for that method to detect the
signal.

Naively, one might assume that simply using the maximum amplitude of the strain, ℎpeak, would be a
good measure, and indeed, this would act as a very approximate measure of the ease of detection — but
it is not a complete one. Consider, for a moment, a sine-Gaussian with an extremely short duration on
the order of tens of milliseconds but a maximum amplitude that is only slightly louder than a multi-
second long BNS signal [19]. You can imagine from this example that the BNS would be considerably
easier to detect, but if you were going by ℎpeak alone, then you would have no idea.

Within gravitational-wave data science, there are nominally two methods for measuring the detectabil-
ity of a signal — the Root-Sum-Squared strain amplitude [225,229], ℎrss, and the optimal matched filter
Signal Noise Ratio, 𝜌opt [230,225]. What follows is a brief description of these metrics.

4.2.5.1 The Root-Sum-Squared strain amplitude, ℎrss

The Root-Sum-Squared strain amplitude, ℎrss:, is a fairly simple measure of detectability [229]. Unlike
𝜌opt, it is exclusive to gravitational-wave science. It accounts for the power contained across the whole
signal by integrating the square of the strain across its duration, essentially finding the area contained
by the waveform. It is given by

ℎrss = √∫(ℎ+(𝑡)2 + ℎ×(𝑡)2)𝑑𝑡 4.12

or written in its discrete form, which is more relevant for digital data analysis

ℎrss = √∑
𝑁

𝑖=1
(ℎ+[𝑡𝑖]

2 + ℎ×[𝑡𝑖]
2) 4.13

when ℎrss is the root-sum-squared strain amplitude, ℎ+(𝑡) and ℎ×(𝑡) are the plus and cross polarisa-
tions of the continuous strain, ℎ+(𝑡𝑖) and ℎ×(𝑡𝑖) are the plus and cross polarisations of the discrete
strain at the ith data sample, and 𝑁  is the number of samples in the waveform.
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It should be noted that with any measure that utilises the strain, such as ℎpeak and ℎrss, there is some
ambiguity concerning where exactly to measure strain. You could, for example, measure the raw strains
ℎ+ and ℎ× before they have been transformed by the appropriate detector antenna response functions,
or you could take the strain ℎ after it has been projected onto a given detector. The advantage of the
former is that you can fairly compare the magnitude of different gravitational waves independent of
information about the interferometer in which it was detected. This is the commonly accepted defini-
tion of the ℎrss.

The ℎrss is most often used during burst analysis as a measure of the detectability, magnitude, and
significance of burst transients. Within CBC detection SNR, 𝜌opt, is often preferred. Whilst ℎrss is a
simple and convenient measure, it ignores noise, so it cannot by itself tell us if a signal is detectable.

4.2.5.2 Optimal Signal-to-Noise Ratio (SNR) (𝜌opt)

The optimal Signal-to-Noise Ratio (SNR), 𝜌opt, solves both of these issues by acting as a measure of de-
tectability, magnitude, and significance in comparison to the background noise. Consequently, because
it is relative to the noise, the magnitude of a given waveform can only be compared to the optimal SNR
of a waveform that was obfuscated by a similar noise distribution. If a real gravitational-wave signal
were detected in a single LIGO detector, say, LIGO Hanford, for example, then its optimal SNR would
be significantly larger than the same signal detected only in VIRGO, even if the signal was aligned in
each case to the original from the optimally detectable sky location. This is because the sensitivity of
the VIRGO detector is substantially lower than the two LIGO detectors [231], so the noise is propor-
tionally louder compared to the waveforms.

It is, however, possibly a good measure of detectability, as detection methods do not much care about
the actual magnitude of the signal when they are attempting to analyse one; the only relevant factors,
in that case, are the raw data output, consisting of the portion of the gravitational-wave strain percep-
tible given the detector’s antenna response function, see Equation 4.9, and the interferometer noise at
that time.

The SNR can also sometimes be an ambiguous measurement, as there are multiple different metrics
that are sometimes referred to by this name, most prominently, a ratio between the expected value of
the signal and the expected value of the noise, or sometimes the ratio between the root mean square
of the signal and noise. Within gravitational-wave data science, though there is sometimes confusion
over the matter, the commonly used definition for SNR is the matched filter SNR, 𝜌opt [230]. Since
matched filtering is the optimal method for detecting a known signal in stationary Gaussian noise
[230], we can use the result of a matched filter of our known signal with that signal plus noise as a
measure of the detectability of the signal in a given noise distribution.

The optimal SNR, 𝜌opt, is given by

𝜌opt = √4 ∫
∞

0

|ℎ̃(𝑓)|2
𝑆(𝑓)

𝑑𝑓 4.14

where 𝜌opt is the optimal SNR, S(f) is the one sided PSD, and

ℎ̃(𝑓) = ∫
∞

−∞
ℎ(𝑥)𝑒−𝑖2𝜋𝑓𝑡𝑑𝑡 4.15

is the Fourier transform of h(f). The coefficient of 4 is applied since, in order to use only the one-sided
transform, we assume that 𝑆(𝑓) = 𝑆(−𝑓), which is valid because the input time series is entirely real.
This applies a factor of two to the output, and since we are only integrating between 0 and ∞ rather
than −∞ to ∞, we apply a further factor of 2.
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Because, again, for data analysis purposes, the discrete calculation is more useful, the 𝜌opt of discrete
data is given by

𝜌opt = √4 ∑
𝑁−1

𝑘=1

|ℎ̃[𝑓𝑘]|2
𝑆(𝑓𝑘)

4.16

where 𝑁  is the number of samples, and, in this case, the discrete Fourier transform ℎ̃[𝑓] is given by

ℎ̃[𝑓𝑘] = ∑
𝑁−1

𝑖=1
ℎ[𝑡𝑖]𝑒−2𝜋

𝑁 𝑘𝑖 4.17

For the work during this thesis, we have added a TensorFlow [66] implementation for calculating the
𝜌opt to GravyFlow [61]. This implementation is shown in Listing 4.10.

 @tf.function 
def calculate_snr(
    injection: tf.Tensor, 
    background: tf.Tensor,
    sample_rate_hertz: float, 
    fft_duration_seconds: float = 4.0, 
    overlap_duration_seconds: float = 2.0,
    lower_frequency_cutoff: float = 20.0,
    ) -> tf.Tensor:

    injection_num_samples      = injection.shape[-1]
    injection_duration_seconds = injection_num_samples / sample_rate_hertz

    # Check if input is 1D or 2D
    is_1d = len(injection.shape) == 1
    if is_1d:
        # If 1D, add an extra dimension
        injection = tf.expand_dims(injection, axis=0)
        background = tf.expand_dims(background, axis=0)

    overlap_num_samples = int(sample_rate_hertz*overlap_duration_seconds)
    fft_num_samples     = int(sample_rate_hertz*fft_duration_seconds)

    # Set the frequency integration limits
    upper_frequency_cutoff = int(sample_rate_hertz / 2.0)

    # Calculate and normalize the Fourier transform of the signal
    inj_fft = tf.signal.rfft(injection) / sample_rate_hertz
    df = 1.0 / injection_duration_seconds
    fsamples = \
        tf.range(0, (injection_num_samples // 2 + 1), dtype=tf.float32) * df

    # Get rid of DC
    inj_fft_no_dc  = inj_fft[:,1:]
    fsamples_no_dc = fsamples[1:]

    # Calculate PSD of the background noise
    freqs, psd = \
        calculate_psd(
            background, 
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            sample_rate_hertz = sample_rate_hertz, 
            nperseg           = fft_num_samples, 
            noverlap          = overlap_num_samples,
            mode="mean"
        )

    # Interpolate ASD to match the length of the original signal    
    freqs = tf.cast(freqs, tf.float32)
    psd_interp = \
        tfp.math.interp_regular_1d_grid(
            fsamples_no_dc, freqs[0], freqs[-1], psd, axis=-1
        )

    # Compute the frequency window for SNR calculation
    start_freq_num_samples = \
        find_closest(fsamples_no_dc, lower_frequency_cutoff)
    end_freq_num_samples = \
        find_closest(fsamples_no_dc, upper_frequency_cutoff)

    # Compute the SNR numerator in the frequency window
    inj_fft_squared = tf.abs(inj_fft_no_dc*tf.math.conj(inj_fft_no_dc))    

    snr_numerator = \
        inj_fft_squared[:,start_freq_num_samples:end_freq_num_samples]

    if len(injection.shape) == 2:
        # Use the interpolated ASD in the frequency window for SNR calculation
        snr_denominator = psd_interp[:,start_freq_num_samples:end_freq_num_samples]
    elif len(injection.shape) == 3: 
        snr_denominator = psd_interp[:, :,
start_freq_num_samples:end_freq_num_samples]

    # Calculate the SNR
    SNR = tf.math.sqrt(
        (4.0 / injection_duration_seconds) 
        * tf.reduce_sum(snr_numerator / snr_denominator, axis = -1)
    )

    SNR = tf.where(tf.math.is_inf(SNR), 0.0, SNR)

    # If input was 1D, return 1D
    if is_1d:
        SNR = SNR[0]

    return SNR

Listing 4.10 | Python [64]. The GravyFlow TensorFlow [66] graph function to calculate the optimal
SNR, 𝜌opt, of a signal. injection  is the input signal as a TensorFlow tensor, background  is the noise
into which the waveform is being injected, sample_rate_hertz  is the sample rate of both the signal
and the background, fft_duration_seconds  is the duration of the FFT window used in the PSD cal-
culation, overlap_duration_seconds  is the duration of the overlap of the FFT window in the PSD
calculation, and lower_frequency_cutoff  is the frequency of the lowpass filter, below which the
frequency elements are silenced.

87



Once the optimal SNR or ℎrss of an injection has been calculated, it is trivial to scale that injection
to any desired optimal SNR or ℎrss value. Since both metrics scale linearly when the same coefficient
scales each sample in the injection,

ℎscaled = ℎunscaled
𝑀desired
𝑀current

4.18

where ℎscaled is the injection strain after scaling, ℎunscaling is the injection strain before scaling, 𝑀desired
is the desired metric value, e.g. ℎrss, or 𝜌opt, and 𝑀current is the current metric value, again either ℎrss,
or 𝜌opt. Note that since ℎrss and 𝜌opt are calculated using different representations of the strain, ℎrss
before projection into a detector, and 𝜌opt after, the order of operations will be different depending on
the scaling metric of choice, ie. for ℎrss: scale → project, and for 𝜌opt: project → scale.

Figure 4.7 | Eight examples of artificial injections scaled to a particular scaling metric and added to a
real noise background to show variance between different scaling methods. The blue line demonstrates
the whitened background noise plus injection; the red line represents the injection after being run
through the same whitening transform as the noise plus injection, and the green line represents the
injection after scaling to the desired metric. The leftmost column contains an IMRPhenomD waveform,
generated using [48], injected into a selection of various background noise segments and scaled using
SNR; see Section 4.2.5.2. From upper to lower, the SNR values are 4, 8, 12, and 16, respectively. The
rightmost column displays a WNB injected into various noise distributions, this time scaled using ℎrss;
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see Section 4.2.5.1. From upper to lower, the ℎrss values are as follows: 8.52 × 10−22, 1.70 × 10−21,
2.55 × 10−21, and 3.41 × 10−21. As can be seen, though both sequences are increasing in linear steps
with a uniform spacing of their respective metrics, they do not keep in step with each other, meaning
that if we double the optimal SNR of a signal, the ℎrss does not necessarily also double.

For the experiments performed later in this section, we will use SNR as our scaling metric drawn from
a uniform distribution with a lower cutoff of 8 and an upper cutoff of 20. These values are rough esti-
mates of a desirable distribution given the SNR values of previous CBC detections.

If we wish to utilise multiple detectors simultaneously as our model input, we can scale the injections
using either the network SNR or the ℎrss before projection into the detectors. In the case of ℎrss, the
scaling method is identical, performed before detection and injection. Network SNR is computed by
summing individual detector SNRs in quadrature [100], as shown by

𝜌network = √∑
𝑁

𝑖=1
𝜌2

𝑖 4.19

where 𝜌network is the network SNR, 𝑁  is the total number of detectors included in the input, and 𝜌𝑖
is the detector SNR of the ith detector given in each case by Equation 4.16. To scale to the network,
SNR Equation 4.18 can still be used, with the network SNR of Equation 4.19 as the scaling metric, by
multiplying the resultant projected injection in each detector by the scaling coefficient.

4.2.6 Data Dimensionality and Layout

Interferometer output data is reasonably different from the example MNIST data [12] we have been
using to train models thus far, the primary difference being that it is one-dimensional rather than two,
being more similar to audio than image data. In fact, most of the features we are looking for within
the data have a frequency that, when converted to sound, would be audible to the human ear [232], so
it is often useful to think of the problem in terms of audio classification. In many ways, this reduced
dimensionality is a simplification of the image case. In pure dense networks, for example, we no longer
have to flatten the data before feeding it into the model; see Section 3.4.

There are, however, multiple interferometers across the world. During an observing run, at any given
time, there are anywhere between zero to five operational detectors online: LIGO Livingston (L1),
LIGO Hanford (H1), Virgo (V1), Kagra (K1), and GEO600 (G1) [8] (although as of this thesis, there has
yet been a time when all five detectors were online). GEO600 is not considered sensitive enough to
detect any signals other than ones that would have to be so local as to be rare enough to dismiss the
probability, so it is usually not considered for such analysis [233]. It should also be noted that during
O4, both Virgo and Kagra are currently operating with a sensitivity and up-time frequency that makes
it unlikely they will be of much assistance for detection [234]. It is hoped that the situation at these
detectors will improve for future observing runs. Even with just the two LIGO interferometers, it is
possible to include multiple detectors within our model input, and in fact, such a thing is necessary
for coherence detection to be possible [23,22].

This multiplicity brings some complications in the construction of the input examples. Currently, we
have only seen models that ignore the input dimensionality; however, with other network architec-
tures, such as Convolutional Neural Networks (CNNs), this is not always the case [10]. Therefore, we
must consider the data layout. In the simplest cases, where we are not modifying the shape of the
data before injection, we can imagine three ways to arrange the arrays; see Figure 4.8 for a visual
representation.
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• Lengthwise: wherein the multiple detectors are concatenated end to end, increasing the length of
the input array by a factor equal to the number of detectors. This would evidently still be a 1D prob-
lem, just an extended one. While perhaps this is the simplest treatment, we can imagine that this
might perhaps be the hardest to interpret by the model, as we are mostly discarding the dimension-
ality, although no information is technically lost.

• Depthwise: Here, the detectors are stacked in the depth dimension, an extra dimension that is not
counted toward the dimensionality of the problem, as it is a required axis for the implementation
of CNNs, in which each slice represents a different feature map; see Section 4.4. Often, this is how
colour images are injected by CNNs, with the red, green, and blue channels each taking up a feature
map. This would seem an appropriate arrangement for the detectors. However, there is one signifi-
cant difference between the case of the three-colour image and the stacked detectors, that being the
difference in signal arrival time between detectors; this means that the signal will be offset in each
channel. It is not intuitively clear how this will affect model performance, so this will have to be
empirically compared to the other two layouts.

• Heightwise: The last possible data layout that could be envisioned is to increase the problem from
a 1D problem to a 2D one. By concatenating the arrays along their height dimension, the 1D array
can be increased to a 2D array.

Figure 4.8 | Possible data layouts for multi-detector examples. Here, 𝑑 is the number of included de-
tectors, and 𝑁  is the number of input elements per time series. There are three possible ways to align
interferometer time-series data from multiple detectors. These layouts are discussed in more detail in
Section 4.2.6.

For pattern-matching methods, like that which is possible in the CBC case, there are also advantages
to treating each detector independently. If we do this, we can use the results from each model as in-
dependent statistics, which can then be combined to create a result with a far superior False Alarm
Rate (FAR) [235]. We could combine the score from both models and calculate a false alarm rate em-
pirically using this combined score, or use each detector as a boolean output indicating the presence
of a detector or not, and combine the FARs using Equation 4.21.

90



For the first case treating the two models as one, the combined score is calculated by

𝑆comb = ∏
𝑁

𝑖=1
𝑆𝑖 4.20

where 𝑆comb is the combined classification score, which can be treated approximately as a probability
if the output layer uses a softmax, or single sigmoid, activation function, see Section 3.1.5.4, 𝑆𝑖 is the
output score of the 𝑖th classifier input with the data from the 𝑖th detector, and 𝑁  is the number of
included detectors. Note that one could employ a uniquely trained and/or designed model for each
detector or use the same model for each detector.

In the second case, treating each model as an independent boolean statistic and assuming that the out-
put of the detectors is entirely independent except for any potential signal, the equation for combining
FARs is

FARcomb = (𝑤 − 𝑜) ∏
𝑁

𝑖=1
FAR𝑖 4.21

where FARcomb is the combined FAR, 𝑁  is the number of included detectors, 𝑤 is the duration of the
input vector in unit time, and 𝑜 is the overlap between windows [235] also in unit time. This equation
works in the case when a detection method tells you a feature has been detected within a certain time
window, 𝑤, but not the specific time during that window, meaning that 𝑡central > 𝑤start ∧ 𝑡central <
𝑤end, where 𝑡central is the signal central time, 𝑤start is the input vector start time and 𝑤end is the input
vector end time.

If a detection method can be used to ascertain a more constrained time for a feature (𝑤duration <
light_travel_time), then you can use the light travel time between the two detectors to calculate a FAR
[235]. For two detectors, combing the FAR in this way can be achieved by

FAR1,2 = 2 FAR1 FAR2 𝑤1,2 4.22

where FARcomb is the combined FAR, and 𝑤1,2 is the light travel time between detectors 1 and 2, as
this is the largest physically possible signal arrival time separation between detectors; gravitational
waves travel at the speed of light, and detector arrival time difference is maximised if the direction of
travel of the wave is parallel to the straight-line path between the two detectors.

In the case where we are using 𝑡central and coincidence times to calculate our combined FAR, if we use
overlapping data segments to feed our model, we must first group detections that appear in multiple
inferences and find one central time for the detection. We can use an empirical method to determine
how best to perform this grouping and identify if and how model sensitivity varies across the input
window.

4.2.7 Feature Engineering and Data Conditioning

Invariably, there are data transforms that could be performed prior to ingestion by the model. If there
are operations that we imagine might make the task at hand easier for the model, we can perform
these transforms to improve network performance. Because we are attempting to present the data to
the model in a form that makes the features easier to extract, this method of prior data conditioning is
known as feature engineering [236]. It should be noted that feature engineering does not necessarily
add any extra information to the data. In fact, in many cases, it can reduce the overall information con-
tent whilst simultaneously simplifying the function that the model is required to approximate in order
to operate as intended [236], see for example the whitening procedure described in Section 4.2.7.2.
As we have said before, although the dense neural network with a CAP above two, is, at its limit, a
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universal function approximator [155], there are practical limitations to finding the right architecture
and parameters for a given function, so sometimes simplifying the task can be beneficial. This can
reduce the model size and training time, as well as improve achievable model performance when the
time available for model and training optimisation is limited [237].

4.2.7.1 Raw Data

When designing the package of information that will be presented to the network at each inference,
the simplest approach would be to feed the raw interferometer data directly into the model. There are
certainly some methodologies that consider it optimal to present a model with as much unaltered in-
formation as possible [10]. By performing little to no data conditioning, you are allowing the network
to find the optimal path to its solution; if all the information is present and an adequate model architec-
ture is instantiated, then a model should be able to approximate the majority of possible conditioning
transforms during model training, not only this, but it may be able to find more optimal solutions
that you have not thought of, perhaps ones customised to the specific problem at hand, rather than
the more general solutions that a human architect is likely to employ. This methodology, however,
assumes that you can find this adequate model architecture and have an adequate training procedure
and dataset to reach the same endpoint that could be achieved by conditioning the data. This could be
a more difficult task than achieving a result that is almost as good with the use of feature engineering.

4.2.7.2 Whitened Data

One type of data conditioning that we will employ is time-series whitening [238]. As we have seen
in Section 2.3.3, as well as containing transient glitches, the interferometer background is composed
of many different continuous quasi-stationary sources of noise, the frequency distributions of which
compose a background that are unevenly distributed across our frequency search space [17]. This
leaves us with 1D time series that have noise frequency components with much greater power than
any interesting features hidden within the data. This could potentially make detections using most
methods, including artificial neural networks, much more difficult, especially when working in the
time domain; see Figure 4.9 for an example of the PSD of unwhitened noise.
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Figure 4.9 | An example of a segment of interferometer data before and after whitening. The two left-
most plots in blue show the PSD, upper, and raw data, lower, output from the LIGO Hanford detector
before any whitening procedure was performed. The two rightmost plots show the same data after the
whitening procedure described in Section 4.2.7.2 has been implemented. The data was whitened using
the ASD of a 16.0 s off-source window from 16.5 s before the start of the on-source window to 0.5 s
before. The 0.5 s gap is introduced as some data must be cropped after whitening due to edge effects
caused by windowing. This also acts to ensure that it is less likely that any features in the on-source
data contaminate the off-source data, which helps reduce the chance that we inadvertently whiten any
interesting features out of the data.

Fortunately, there exists a method to flatten the noise spectrum of a given time series whilst minimising
the loss of any transient features that don’t exist in the noise spectrum [238]. This requires an estimate
of the noise spectrum of the time series in question, which does not contain the hidden feature. In this
case, this noise spectrum will take the form of an ASD; see Equation 4.5.

Since the noise spectrum of the interferometer varies with time, a period of noise close to but not
overlapping with the section of detector data selected for analysis must be chosen — we call this time
series the off-source period. The period being analysed, the on-source period, is not included in the
off-source period so that any potential hidden features that are being searched for, e.g. a CBC signal,
do not contribute significant frequency components to the ASD, which may otherwise end up damp-
ening the signal along with the noise during the whitening procedure. It should be noted, then, that
whitening via this process uses additional information from the off-source period that is not present
in the on-source data. During this thesis, we have elected to use an off-source window duration of
16.0 s, as this was found to be an optimal duration by experiments performed as part of previous work
during the development of MLy [28], although it should be noted that we have taken the on-source
and crop regions after the off-source as opposed to the initial MLy experiments wherein it was taken
at the centre of the off-source window. See Figure 4.10 for a depiction of the relative locations of the
on-source and off-source segments.

Figure 4.10 | Demostration of the on-source and off-source regions used to calculate the ASD used
during the whitening operations throughout this thesis wherever real noise is utilised. Where artificial
noise is used, the off-source and on-source segments are generated independently but with durations
equivalent to what is displayed above. The blue region shows the 16.0 s off-source period, the green
region shows the 1.0 s on-source period, and the two red regions represent the 0.5 s crop periods, which
are removed after whitening. During an online search, the on-source region would advance in second-
long steps, or if some overlap was implemented, less than second-long steps, meaning all data would
eventually be searched. The leading 0.5 s crop region will introduce an extra 0.5 s of latency to any
search pipeline. It may be possible to avoid this latency with alternate whitening methods, but that
has not been discussed here.
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We can whiten the data by convolving it with a suitably designed Finite Impulse Response (FIR) filter.
This procedure is described by the following steps:

1. Calculate the ASD using Equation 4.5, this will act as the transfer function, 𝐺(𝑓), for generating the
FIR filter. This transfer function is a measure of the frequency response of the noise in our system,
and during the whitening process, we will essentially try to normalise the on-source by this off-
source noise in order to flatten its PSD. We generate a filter with a 1 s duration.

2. Next, we zero out the low and high-frequency edges of the transfer function with

𝐺trunc(𝑓) =

⎩{
{⎨
{{
⎧0 if 𝑓 ≤ 𝑓corner

𝐺(𝑓) if 𝑓corner < 𝑓 < 𝑓Nyquist − 𝑓corner

0 if ≥ 𝑓Nyquist − 𝑓corner

. 4.23

This stage discards frequency components which we no longer care about both because these frequen-
cies are outside of the band we are most interested in and because discarding them can improve func-
tion stability and performance whilst reducing artifacting.

3. Optionally, we can apply a Planc-taper window to smooth the discontinuities generated by step 2;
we will apply this window in all cases. The Planc-taper window has a flat centre with smoothly ta-
pering edges, thus the windowing is only applied as such to remove discontinuities whilst affecting
the central region as little as possible.

𝐺smoothed(𝑓) = 𝐺trunc(𝑓) ⋅ 𝑊(𝑓). 4.24

4. Next we compute the inverse Fourier transform of 𝐺smoothed(𝑓) to get the FIR filter, 𝑔(𝑡), with

𝑔(𝑡) =
1
2𝜋

∫
∞

−∞
𝐺smoothed(𝑓)𝑒𝑗𝑓𝑡𝑑𝑓. 4.25

This creates a time-domain representation of our noise characteristics, which can then be used as a
filter to remove similar noise from another time-domain signal. In practice, we utilise an RFFT function
to perform this operation on discrete data. As opposed to an FFT, this transform utilises symmetries
inherent when transforming from complex to real data in order to halve the computational and mem-
ory requirements.

5. Finally, we convolve our FIR filter, 𝑔(𝑡), with the data we wish to whiten, 𝑥(𝑡),

𝑥whitened(𝑡) = 𝑥(𝑡) ∗ 𝑔(𝑡) 4.26

where 𝑥whitened(𝑡) is the resultant whitened time-series, 𝑥(𝑡) is the original unwhitened data, and 𝑔(𝑡)
is the FIR filter generated from the off-source ASD. This convolution effectively divides the power of
the noise at each frequency by the corresponding value in 𝐺(𝑓). This flattens the PSD, making the
noise uniform across frequencies; see Figure 4.9 for an example of this transform being applied to real
interferometer data.

This method was adapted from the GWPy Python library [214] and converted from using NumPy
functions [65] to TensorFlow GPU operations [66] in order to work in tandem with the rest of the
GravyFlow [61] pipeline and allow for rapid whitening during the training process.

4.2.7.3 Pearson Correlation

A method of feature engineering that is employed prominently by the MLy pipeline [28] involves
extracting cross-detector correlation using the Pearson correlation [239]. The Pearson correlation is
given by
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𝑟 =
𝑁(∑𝑁

𝑖=0 𝑥𝑖𝑦𝑖) − (∑𝑁
𝑖=0 𝑥𝑖)(∑𝑁

𝑖=0 𝑦𝑖)

√[𝑁 ∑𝑁
𝑖=0 𝑥2

𝑖 − (∑𝑁
𝑖=0 𝑥𝑖)

2
] × [𝑁 ∑𝑁

𝑖=0 𝑦2
𝑖 − (∑𝑁

𝑖=0 𝑦𝑖)
2
]

4.27

where r is the Pearson correlation coefficient, N is the number of data points in each input array, and
𝑥𝑖 and 𝑦𝑖 are the ith elements of the �⃗� and ⃗𝒚 arrays respectively [239].

Nominally, this produces one scalar output value given two input vectors, �⃗� and ⃗𝒚, of equal length,
𝑁 . A value of 𝑟 = 1 indicates perfect correlation between the two vectors, whereas a value of 𝑟 =
−1 indicates perfect anti-correlation. Finally, a value of 𝑟 = 0 indicates no correlation between the
vectors. Note that if one of the vectors is entirely uniform, then the result is undefined.

This calculation assumes that the two vectors are aligned such that the value in 𝑥𝑖 corresponds to
the value in 𝑦𝑖. If this is not the case, as would happen for interferometer data if there is an arrival
time difference (which there will be for most sky locations), then this will be an imperfect measure
of correlation, even discarding the obfuscation of the noise. Because, as was discussed previously in
Section 4.2.4, we do not know the direction of the source a priori, MLy [28] calculates the correlation
for all possible arrival times given the light travel time between the two detectors in question. It uses
minimum increments of the sample duration so that no heterodyning is necessary. This is done with
the assumption that any difference in arrival time less than the sample duration will have a negligible
effect on the correlation. It should be noted that this method is still hampered by the different polari-
sation projections dependent on the source polarization and by the obfuscating noise. See Figure 4.11
for examples of the rolling Pearson correlation calculated for LIGO Hanford and LIGO Livingston in-
terferometer data.
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Figure 4.11 | Example whitened on-source and correlation plots of real interferometer noise from a
pair of detectors, in this case, LIGO Livingston and LIGO Hanford, with either coherent, incoherent,
or no injections added. The leftmost plots adjacent to the info panels are grouped into pairs. In each
case, LIGO Livingston is at the top, and LIGO Hanford is underneath. Identical on-source and off-
source noise segments are used for each example of the same detector, and noise for each detector
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was gathered with a time difference of no more than 2048.0 s. In the leftmost plots, the green series is
the unwhitened but projected waveform to be injected into the real noise from that detector. The red
series is that same injection but subject to the same whitening procedure that will also be applied to
the on-source plus injections, and the blue series is the whitened on-source plus injections. The right-
most plots each correspond to a pair of detectors and display the rolling Pearson correlation values
between those two whitened on-source plus injection series. Since there is approximately a max ar-
rival time difference of 0.01 s between LIGO Livingston and LIGO Hanford, the number of correlation
calculations performed corresponds to the rounded number of samples required to represent 0.02 s of
data at 2048.0 Hz. This number is two times the maximum arrival time difference because the differ-
ence could be positive or negative. In this case, that difference comes to 40 samples. All injections
have been scaled to an optimal network SNR of 30 using the method described in Section 4.2.5.2. The
upper pair of detectors has no injection. As would be expected, the correlation is low regardless of
the assumed arrival time difference. The second pair from the top has been injected with a coherent
white noise burst (WNB), see Section 4.2.3, which has been projected onto the two detectors using
a physically realistic mechanism previously described in Section 4.2.4. Here, the correlation is much
stronger. We can see it rise and fall as the waveforms come in and out of coherence. The third from
the top, the central plot, shows an injection of two incoherent WNBs. They are processed identically
to the coherent case, but the initial waveforms are generated independently, including their durations.
The Pearson correlation looks very similar to the pure noise case in the uppermost plot, as might be
expected. The second from the lowest pair has been injected with a coherent IMRPhenomD waveform,
which again has been correctly projected. We can observe that a small correlation is observed at an
arrival time difference of around 0.005 s, suggesting that the two waveforms arrived at the detectors
0.005 s apart. Finally, the lowest plot depicts two incoherent IMRPhenomD waveforms projected into
the noise. Though these are generated with different parameters, the shared similarities in morphol-
ogy between all CBC waveforms cause correlation to be registered. By maximum amplitude alone, it
may even appear as though there is more correlation happening here than in the correlated case. This
highlights one potential weakness of using the Pearson correlation, which can sometimes show some
degree of correlation even if the two waveforms are not produced using the same physically simulated
mechanism.

As with most mathematical functions, we have created a new GPU-based function for the calculation
of the Pearson correlation in Python [64], using the TensorFlow GPU library [66] for computational
speed and easy integration with the rest of the GravyFlow pipeline [61].

4.2.7.4 Fourier Transform

So far, we have looked at data conditioning, which produces results in the time domain. As we know,
and as has been demonstrated by the previous discussion, many aspects of time series processing are
performed in the frequency domain. Often, features that are hard to distinguish in the time domain are
relatively easy to spot in the frequency domain, even with the human eye. Many have characteristic
morphologies, such as distinct lines due to powerline harmonics and violin modes. If we make the
assumption that if it is easier for a human, it might also be easier for a machine learning method, we
should certainly examine feature engineering methods that take us into the frequency domain. The
most obvious way to do this would be to use a simple Fourier transform [240], which takes us directly
from a time-domain series to a frequency-domain one. The discrete form of the Fourier transform is
given above in Equation 4.17.

4.2.7.5 Power Spectral Density (PSD) and Amplitude Spectral Density (ASD)

As discussed in Section 4.2.1 [208], the PSD is used in many calculations and transforms in gravita-
tional wave data analysis, so it makes sense that along with the closely related property, the ASD, it
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may also be useful information to provide to a model. Since the PSD has already been discussed in
detail in Section 4.2.1, we will not linger on it here.

4.2.7.6 Spectrograms

The final feature engineering method that we will discuss allows us to represent data in both the time
and frequency domains simultaneously. Spectrograms are visualisations of the Short-Time Fourier
Transform (STFT) of a time series [241]. The STFT is computed by dividing a time series into many
smaller periods, much like in the calculation of a PSD; however, instead of being averaged, you can
simply use this 2D output as an image in its own right, which displays how the frequency components
of a time series fluctuate over its duration. This retains some information from the time domain. The
2D STFT of a continuous time series, 𝑥(𝑡), is given by

STFT(𝑥)(𝑡, 𝑓) = ∫
∞

−∞
𝑥(𝜏)𝑤(𝑡 − 𝜏)𝑒−𝑖2𝜋𝑓𝜏𝑑𝜏 4.28

where STFT(𝑥)(𝑓, 𝑡) is the value of the STFT of 𝑥(𝑡) at a given time, 𝑡, and frequency, 𝑓 , 𝑤(𝑡) is
a configurable window function that helps to minimize the boundary effects, and 𝜏  is a dummy inte-
gration variable used to navigate through the time domain at the expense of losing some information
from the frequency domain, making the spectrogram, like whitening, a lossy transform. In its discrete
form, this becomes

STFT(𝑥)[𝑛, 𝑘] = ∑
𝑁−1

𝑚=0
𝑥[𝑚]𝑤[𝑛 − 𝑚]𝑒−𝑖2𝜋𝑘𝑚

𝑁 4.29

where STFT(𝑥)[𝑛, 𝑘] is the value of the discrete STFT of a discrete time series, 𝑥[𝑚] at a given time
index, 𝑛, and frequency index, 𝑘, 𝑤[𝑡] is a discrete window function, and N is the number of samples in
our discrete time series. It should be noted that there are two time indices present, 𝑛 and 𝑚, because
a reduction in dimensionality along the time axis usually occurs since the step between adjacent FFT
segments is commonly greater than one.

When creating a spectrogram, the values are typically squared,

𝑆[𝑘, 𝑛] = (STFT(𝑥)[𝑛, 𝑘])2 4.30

to represent the power of the frequency components, similar to the process of calculating the PSD.
Alternatively, the magnitude can be taken with

𝑆[𝑘, 𝑛] = | STFT(𝑥)[𝑛, 𝑘]|. 4.31

Before plotting, the data is often converted into decibels to better visualize the dynamic range,

DATA = 10 × log(𝑆[𝑘, 𝑛]). 4.32

We have created a custom Python TensorFlow function [66] to perform these calculations on the GPU;
see Figure 4.12 for illustrations of this in use on real noise with injected waveform approximants. As
is the case with multiple 1D time series, the question also remains of how to combine multiple spec-
trograms in the case of multiple detector outputs, see Section 4.2.6.
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Figure 4.12 | Six example noise segments and their corresponding spectrograms. In all cases, the noise
is real interferometer data acquired from the LIGO Hanford detector during the 3rd observing run. It
is whitened using the procedure described in Section 4.2.7.2. For the time series plots, the green series
represents the original, unwhitened waveform before injection, the red series is the waveform with the
same whitening transform applied to it as was applied to the on-source background plus injection, and
the blue series is the whitened on-source background plus injection, except for the first two time series
plots which contain no injection. The spectrograms are generated using the STFT described by Equa-
tion 4.29, converted into power with Equation 4.30, and finally transformed into a decibel logarithmic
scale for plotting using Equation 4.32. The two uppermost plots and their respective spectrograms
have no injections. The two middle plots and their respective spectrograms have IMRPhenomD [51]
approximants created with cuPhenom injected into the noise [48], and the two lower plots and their
respective spectrograms, have White Noise Burst (WNB) waveforms generated using the method de-
scribed in Section 4.2.3, injected into the noise. In all cases, the injections are scaled to an optimal SNR
randomly selected between 15 and 30; these are quite high values chosen to emphasize the features in
the spectrograms. As can be seen, the whitened noise that contains injected features has spectrograms
with highlighted frequency bins that have a magnitude much larger than the surrounding background
noise; the different signal morphologies also create very different shapes in the spectrograms. This al-
lows us to see the frequency components of the signal more easily, observe the presence of interesting
features, and differentiate between the WNB and the CBC case.

4.2.7.7 Summary

There are multiple different possibilities for how to condition the data before it is fed into any poten-
tial machine learning model; see Table 4.2, and we have only covered some of the possibilities. Most
methods come at the cost of removing at least some information from the original data. It remains to be
seen, however, if this cost is worthwhile to ensure adequate model performance and feasible training
durations.

Possible Model Inputs Dimensionality of Output Output Domain

Raw Onsource + Injection 1 Time

Whitened Onsource + Injection 1 Time

Pearsons Corrleation 1 Time

Fourier Transform (PSD) 1 Frequency

Power Spectral Density (PSD) 1 Frequnecy

Spectrogram 2 Time and Frequency

Table 4.2 | A non-exhaustive table of possible data conditioning modes. Feature engineering is often
used in order to simplify a problem before it is presented to a machine learning model. There are many
ways we could do this with gravitational-wave data. Presented are some of the most common. Each is
described in more detail in Section 4.2.7.
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4.2.8 Transient Glitch Simulation

As has previously been noted, as well as a quasi-stationary coloured Gaussian background, interfer-
ometer noise also contains transient detector glitches caused by a plethora of sources, both known
and unknown. These glitches have a prominent effect on the upper-sensitivity bound of most types
of search, so it may be important to represent features of this type in our training pipeline. Previous
experiments performed during the development of the MLy pipeline [28] had shown that networks can
often have greatly increased FARs when performing inference on data segments that contain transient
glitches, even when those glitches were only present in the off-source segment used to generate the
PSD used for data whitening. As such, a method to add glitches to the training distribution should be
considered so that methods to deal with features of this type can hopefully be incorporated into the
model’s learned parameters during training.

There have been multiple attempts to classify and document the many transient glitches found in real
interferometer data [242,243,108], both through automated and manual means [244]. During operation
within a standard observing run, there are both intensive manual procedures [54] to characterise the
detector state and automated pipelines such as the iDQ pipeline [197]. There is also a large amount
of work done offline to characterise the noise in a non-live environment [54]. These methods utilize
correlation with auxiliary channels, frequency of triggers, and other information about the detector
state to ascertain the likelihood that a given feature is a glitch or of astrophysical origin.

One of the most prominent attempts to classify transient glitches is the Gravity Spy project [108],
which combines machine learning and citizen science to try and classify the many morphologies of
transient glitches into distinct classes. Successful methods to classify glitches are highly useful since
if a similar morphology appears again in the data it can be discounted as a probable glitch. Gravity
Spy differentiates glitches into 19 classes plus one extra “no_glitch” class for noise segments that
are proposed that do not contain a glitch. The other 19 classes are as follows: air_compressor, blip,
chirp, extremely_loud, helix, koi_fish, light_modulation, low_frequency_burst, low_frequency_lines,
none_of_the_above, paired_doves, power_line, repeating_blips, scattered_light, scratchy, tomte, vio-
lin_mode, wandering_line, and whistle. Some types, such as blips, are much more common than others.

There are two options we could use as example data in our dataset in order to familiarise the model
with glitch cases. We could either use real glitches extracted from the interferometer data using the
timestamps provided by the Gravity Spy catalog [108] or simulated glitches we generate ourselves.
The forms of each would vary depending on whether it was a multi, or single-detector example and
whether we are attempting to detect CBCs or bursts.

Real Glitches: The addition of real glitches to the training dataset is a fairly intuitive process, though
there are still some parameters that have to be decided upon. By using timestamps from the Grav-
ity Spy catalog [108], we can extract time segments of equal length to our example segments, which
contain instances of different classes of glitches. We should process these identically to our regular
examples with the same whitening procedure and off-source segments. Real glitches have the distinct
advantage that any model will be able to use commonalities in their morphology to exclude future
instances; this is also, however, their disadvantage. If you train a model on specific morphologies, then
the introduction of new glitch types in future observing runs, which may well be possible given the
constant upgrades and changes to detector technology, then it may be less capable of rejecting previ-
ously unseen glitch types [108]. However, it is still possible that these glitches will help the model to
reject anything other than the true type of feature it has been trained to recognise by weaning it off
simple excess power detection.

Simulated Glitches: The other option is to use simulated glitches. The form of these glitches depends
highly on the nature of the search, primarily because you wish to avoid confusion between the mor-
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phology of the feature you want the method to identify and simulated glitches. For example, in a CBC
search, you could use WNBs as simulated glitches, as their morphologies are entirely distinct, and
there is no possibility of confusion. However, if we are using coherent WNBs across multiple detec-
tors to train a model to look for coherence, then we must be careful that our glitch cases do not look
indistinguishable from true positive cases, as this would poison the training pool by essentially misla-
beling some examples. We could, in this case, use incoherent WNBs as simulated glitches as, ideally,
we want our coherent search to disregard incoherent coincidences. This is the approach taken by the
MLy pipeline [28], as a method to train the models to reject counterexamples of coherent features.

Other than the question of whether to use simulated or real glitches or maybe even both, a few ques-
tions remain: what is the ideal ratio between examples of glitches and non-glitched noise examples?
Should the glitched background also be injected with waveforms at some rate? A real search would
occasionally see glitches overlapping real signals, though this would occur in a relatively low number
of cases, and including these types of signal-glitch overlaps could perhaps interfere with the training
process whilst not adding a great deal of improvement to the true positive rate. Should glitches form
their own class so that the model instead has to classify between signal, noise, or glitch rather than
just signal or noise? These questions must be answered empirically.

For the multi-detector case, and thus also the burst detection case, we must decide how to align glitches
across detectors. It seems safe to assume that adding coherent glitches across multiple detectors would
be a bad idea in a purely coherence-based search pipeline — although perhaps if the model can learn
to disregard certain morphologies based on prior experience, this would be a nice extension. For some
simple glitch types, coincident and fairly coherent instances across detectors are not extremely un-
likely. For example in the case of the most common glitch class identified by GravitySpy [108], blips, we
often see coincident glitches in multiple detectors with a physically plausible arrival time difference,
and because they are only glitches, their morphologies can often be similar.

We could also include cases of incoherent glitches across detectors but of the same class, incoherent
glitches across detectors but of different classes, and any combination of glitches found in less than
the full complement of detectors. Perhaps it would be the case that a good mix of all of these cases
would better inoculate our model against glitches.

4.3 Perceptron Results
Now that we have finally assembled all the pieces required to generate training, testing, and vali-
dation datasets that can acquire training examples using and/or real data, we can finally repeat the
experiments we performed on the MNIST data in Section  3.1.3, with both single and multi-layer
perceptrons. The model architectures are similar, though the input vectors are now the size of our
simulated interferometer output examples: (NUM_EXAMPLES_PER_BATCH, NUM_SAMPLES)  in the case
of the single detector CBC search and (NUM_EXAMPLES_PER_BATCH, NUM_DETECTORS, NUM_SAMPLES)
in the multi-detector coherent burst search. We will use 32 training examples per batch,
NUM_EXAMPLES_PER_BATCH = 32 , as this is a standard power-of-two value used commonly across ar-

tificial neural network literature, and, in the multi-detector case, we will use only LIGO Hanford and
LIGO Livingston, for now, excluding the Virgo detector, NUM_DETECTORS = 2 . We have chosen to use
only the two LIGO detectors as in many ways, this is the simplest possible multi-detector network
case; signals projected onto these two detectors will have a greater similarity than signals projected
onto either of these two detectors and the Virgo detector, both due to sensitivity and orientation and
position differences. We have chosen to use a sample rate of 2048.0 Hz and an on-source duration of
1.0 s, allowing an additional crop region 0.5 s either side of the onsource segment to remove edge ef-
fects created when whitening with 16.0 s of off-source background. The reasoning for these choices
has been described previously in this chapter. This means we will have 2048 samples per detector,
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NUM_SAMPLES = 2048 , after it has been passed through the whitening layer. A flattening layer, see
Section 3.4, will only be required in the multi-detector case; in the single-detector case, the input is
already one-dimensional. The batch dimensions are not a dimension of the input data and simply allow
for parallel processing and gradient descent; see Section 3.2.

The obfuscating noise consists of real data taken from LIGO Hanford and LIGO Livingston [8] for
each respective detector. Locations of confirmed and candidate events are excluded from the data, but
known glitch times have been included in the training, testing, and validation datasets.

For the single CBC case, cuPhenom [48] waveforms with masses drawn from uniform distributions
between 5.0𝑀⊙ and 95.0𝑀⊙ for the mass of both companions and between −0.5 and 0.5 for the di-
mensionless aligned-spin component are injected into the noise and scaled with optimal SNR values
taken from a uniform distribution of between 8.0 and 15.0 unless explicitly stated.

For the multi-detector Burst case, coherent WNBs are injected with durations between 0.1 s and 1.0 s,
and the frequencies are limited to between 20.0 Hz and 500.0 Hz. The injected bursts are projected cor-
rectly onto the detectors using a physically realistic projection. The bursts are injected using the same
scaling type and distribution as the CBC case, although notably, the network SNR was used rather
than a single detector SNR.

During network training, the gradients are modified by batches consisting of 32 examples at a time,
chosen as an industry standard batch size, and with a learning rate of 1.0 × 10⁻⁴, and using the Adam
optimiser [187], which again is a common standard across the industry [245]. During training epochs,
105 examples are used before the model is evaluated against 104 examples of the previously unseen
test data. It should be noted that due to the nature of the generators used for the training, unlike in
standard model training practices, no training examples are repeated across epochs, but the test dataset
is kept the same for each epoch. After each epoch, if the validation loss for that epoch is the lowest
yet recorded, the model is saved, replacing the existing lowest model. If no improvement in validation
loss is seen in ten epochs (patience), the training is halted, and the best model is saved for further
validation tests. Table 4.3 shows a large number of the training and dataset hyperparameters.

Hyperparameter Value

Batch Size 32

Learning Rate 10⁻⁴

Optimiser Adam

Scaling Method SNR

Minimum SNR 8.0

Maximum SNR 15.0

SNR Distribution Uniform

Data Acquisition Batch Duration 2048.0 s

Sample Rate 2048.0 Hz
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On-source Duration 1.0 s

Off-source Duration 16.0 s

Scale Factor 10²¹

Table 4.3 | The common training and dataset hyperparameters shared by the CBC and Burst percep-
tron experiments. Note that the scale factor here refers to the factor used during the upscaling of the
CBC waveforms and real interferometer noise from their extremely small natural dimensions to make
them artificial neuron-friendly. This is done both to ensure that the input values work well with the
network activation functions and learning rates, which are tuned around values near one, and to reduce
precision errors in areas of the code that use 32-bit precision, employed to reduce memory overhead,
computational cost and duration. Data acquisition batch duration is a parameter of the GravyFlow data
acquisition module [61]. For speed, the GravyFlow data acquisition system downloads data in larger
segments than is required for each training batch, then randomly samples examples from this larger
segment to assemble each training batch. The data acquisition batch duration determines how long
this larger batch is. Smaller values will result in a more evenly mixed training data set and a lower
overall GPU memory overhead but will be more time-consuming during the training process.

4.3.1.1 Architectures

We used architectures with four different layer counts: zero, one, two, and three hidden layers; see
Figure 4.13. All models have a custom-implemented whitening layer, which takes in two vectors, the
on-source and off-source segments, and performs a whitening operation as described in Section 4.2.7.2.
They also all have a capping dense layer with a single output value that represents either the presence
of a feature or the absence of one. The capping layer uses the Sigmoid activation function; see Equa-
tion 3.12, and the other hidden layers use ReLU activation functions, see Equation 3.9.

Layers are built with a number of neurons selected from this list [64, 128, 256, 512], though fewer
combinations are tested in architectures with a greater number of model layers. Models tested have
these 14 configurations of neuron numbers per layer, specified as [num_hidden_layers:num_neuron-
s_in_layer_1, …, num_layers_in_layer_n]: ([0], [1:64], [1:128], [1:256], [1:512], [2:64,64], [2:128,64],
[2:128,128], [2:256,64], [2:256,128], [2:256,256], [3:64,64,64], [3:128,128,128], [3:256,256,256]). These
combinations were chosen to give a reasonable coverage of this section of the parameter space, though
it is notably not an exhaustive hyperparameter search. From the performances demonstrated in this
search compared to other network architectures, it was not deemed worthwhile to investigate further.
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Figure 4.13 | Perceptron diagrams. The four different architectures used to test the use of purely
dense models for both the single-detector CBC detection case and the multi-detector burst detec-
tion problem. The only differences are that the input vector sizes are different between the cases:
(NUM_EXAMPLES_PER_BATCH, NUM_SAMPLES)  in the case of the single detector CBC search and
(NUM_EXAMPLES_PER_BATCH, NUM_DETECTORS, NUM_SAMPLES)  in the multi-detector coherent burst

search. All models take in two input vectors into a custom-designed GravyFlow whitening layer, the
off-source and the on-source vectors; see Section 4.2.7.2 for more information about the whitening
procedure, and all models are capped with a dense layer with a single output neuron that is used to feed
the binary loss function, with a sigmoid activation function. Each hidden layer has been tested with
64, 128, and 256 neurons, and one hidden layer was tested with 512 as a sample with higher neuron
counts: Top: Zero-hidden layer model. Second to top: Two-hidden layer model. Second to bottom: Three-
hidden layer model. Bottom: One hidden layer model.

4.3.2 CBC Detection Dense Results

4.3.2.1 Training

First, we can examine the results of applying dense-layer perceptrons to the CBC single-detector mor-
phology detection problem. Even during the training process, it is clear that, at least amongst the
selected hyperparameters, these models will not be useful; see Figure 4.14 and Figure 4.15. None reach
an accuracy of above 75% with a training patience of ten epochs. Setting a training patience of ten
ensures that if no improvement in the validation loss is seen within ten epochs, the training process
is halted. Examining the plots; see Figure 4.14 and Figure 4.15, it seems possible that some of the per-
ceptrons are on a very slow training trajectory and could have seen some marginal improvement if the
training patience had been increased. It is also possible that other larger perceptron architectures may
achieve greater success, as this was far from an exhaustive or even guided search of the perceptron
hyperparameter space. However, as can be seen in Figure 4.14, the models take a significant number
of epochs to reach the values they do, which is what we would expect from entirely dense models. As
will be seen in later sections, see Section 4.5, other architectures can achieve much better results in
fewer epochs. These results are here to act as an example of the difficulties of training dense networks
for complex recognition tasks. For comparison with other methods, a more sophisticated analysis will
be shown after the training history plots; see Section 4.3.2.2.
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Figure 4.14 | The accuracy history of perceptron models training to detect IMRPhenomD waveforms
generated using cuPhenom [48] that have been obfuscated by real interferometer noise sampled from
the LIGO Livingston detector during the 3rd observing run. Visit https://tinyurl.com/ypu3d97m for
interactive plots, whilst they’re still working. The optimal SNR of waveforms injected into the train-
ing and validation sets was uniformly distributed between 8 and 15. Input was from a single detector
only. A rough search was performed over a relatively arbitrary selection of model architectures, which
varied the number of layers and the number of perceptrons in each layer. The architectures of each
model can be seen in the figure legends as a list of numbers where each digit is the number of artificial
neurons in that layer. All are trained with the same training hyperparameters, details of which can be
found in Table 4.3. Each epoch consisted of 105 training examples, and it should be noted that, unlike
the regular training pipelines, each training epoch consisted of newly generated waveforms injected
into unseen noise segments, though the validation examples are consistent. Training of each model
was halted after ten consecutive epochs with no improvement to validation loss, the values of which
are shown in Figure 4.15. Validation noise was drawn from a separate pool of data segments inacces-
sible to the training data loader. We can see that the maximum accuracy achieved by any perceptron
model only approaches 75%. Although these validations are performed with a pool containing mixed
waveform SNRs and at an unrestrained False Alarm Rate (FAR) (this accuracy uses a score threshold
of 0.5 regardless of FAR), it is clear that this is insufficient to be useful. Upper: Plot of model accuracies
when measured with training data (105 epoch-unique examples). Lower: Plot of model accuracies when
mesured with validation data (104 epoch-consistent examples).
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Figure 4.15 | Training loss history of perceptron models training to detect IMRPhenomD waveforms
generated using cuPhenom [48], obfuscated by real interferometer noise from the LIGO Livingston
detector from the 3rd observing run. The loss is computed using binary cross entropy loss function
and is used by the gradient descent algorithm, in this case, the Adam optimizer, as a minimization
target. It also acts as the monitor by which the pipeline knows to stop the training process early. If
the pipeline detects that the validation model loss has not decreased in more than 10 epochs, training
is halted. Visit https://tinyurl.com/ypu3d97m for interactive plots. See Figure 4.14 for a more detailed
description of the training data. Upper: Plot of model loss when measured with training data (105

epoch-unique examples). Lower: Plot of model loss when mesured with validation data (104 epoch-
consistent examples).

4.3.2.2 Validation

Although the perceptron training performance was low, and probably sufficient to tell us that at least
these configurations of perceptrons are not capable enough for CBC detection, a more complete val-
idation was nonetheless performed on the trained models using the third as-yet-unseen validation
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dataset. This was both for comparison with later methods and to ensure that our initial assessment of
the results was correct. Although it is easy to draw quick conclusions from the training results, it is
not an accurate profile of the model performance, as the training validation results draw from a mixed
pool of SNR values, do not consider the classes independently, and in the case of the accuracy result,
use an uncalibrated detection threshold of 0.5. This means that if a model outputs a score over 0.5 it is
considered a detection, and a score lower than 0.5 is considered noise. By tuning this threshold, we can
arrive at the desired False Alarm Rate (FAR), though this will have an inverse effect on the sensitivity,
(the true positive rate) of the model.

Before we can apply this tuning we must evaluate our model’s performance on a dataset consisting ex-
clusively of noise examples. The perfect classifier would output zero for all examples in such a dataset.
We are not dealing with perfect classifiers, so the model will output a score value for each pure noise
example. If our classifier has good performance most of these scores will be low, preferably near zero,
but some will inevitably rise above whatever detection threshold we set, dependant of course on the
size of our validation dataset, the larger the dataset the larger the expected value of our largest noise
score. The size of the dataset required for threshold calibration will depend on the value of FAR that is
desired, with smaller FARs requiring larger datasets. We will require a dataset in which the combined
example durations sum to at least the duration of time wherein, given our desired FAR, we would
expect one detection. However, since this is a statistical result, having only the exact duration required
for our FAR would result in a great deal of error on that value. The larger the validation dataset, the
more confident we can be in our calculation of the required FAR threshold. We will attempt to use
a validation dataset around ten times larger than the minimum required, so we would, on average,
expect ten false alarms total from running the model on the dataset with the given threshold.

Of course, there is only so far we can tune the threshold value within the precision available to us
with 32-bit floats, and if the model gives scores to pure noise examples of exactly one, there is no way
to differentiate them from true positive classifications. This means any model will have a maximum
possible threshold, and therefore minimum FAR, beyond which it cannot distinguish positive results
from negative ones.

In order to determine the score threshold of a model for a given FAR, we can run that model over a
sufficiently large pure noise dataset, sort these scores from smallest to highest, and then assign each
score an equivalent FAR. For example, if we sorted the scores from lowest to highest, and the first score
was above the score threshold, then the FAR would be 1.0

𝑑example
Hz, where 𝑑example is the length of the

input example in our case 1 s. If we set the threshold to be smaller than the smallest score this would
mean that almost every noise example would score above the threshold, therefore the model would
produce a false alarm nearly every time it ran. If the second sorted score was above the threshold but
not the first, then all but one of the examples would be a false alarm, therefore we can estimate the
FAR to be 𝑑total−𝑑example

𝑑total
× 1.0

𝑑example
Hz, 𝑑total is the total duration of examples in the validation set. This

gives a general formula for the y-axis,

𝑦 =
𝑑total − 𝑖 × 𝑑example

𝑑total
×

1.0
𝑑example

Hz, 4.33

where 𝑖 is the x-axis index. The FAR is plotted against the required model threshold to achieve that
FAR in Figure 4.16.
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Figure 4.16 | Perceptron False Alarm Rate (FAR) curves. This plot was created by running each of our
14 models over a pure noise validation dataset of 105 noise examples. A relatively small number of
noise examples are used due to the observed inaccuracy of the models during training which suggested
that they would not be able to reach low FAR scores and thus would not necessitate a larger validation
dataset. The output scores of the model from each inference over the pure noise validation dataset are
sorted and plotted on this graph. The x-axis is the output score of the model inference on that example
of noise. The y-axis is calculated by using Equation 4.33 and provides the estimated number of false
alarms that the model would output per second of pure noise data given the threshold score displayed
on the x-axis. We can use this graph to calculate positive result thresholds for our classifier, at different
false alarm rates. Once again, the models are listed with the number of artificial neurons in each hidden
layer. Visit https://tinyurl.com/2wkaarkh to view an interactive plot.

Using Figure 4.16, we can select the score index that is closest to our desired FAR, and find the threshold
that will generate a FAR of approximately this value. With a method to calculate threshold values in
hand, we can create efficiency curves at specific FARs. Efficiency curves allow us to examine the sen-
sitivity of the model to detect signals at different optimal SNR values. This time we can utilize datasets
containing true results at set SNR values. We can run the models over these datasets and extract model
scores for each true example. From those scores, we can calculate the sensitivity at different FARs. The
sensitivity is given by

sensitivity =
‖ scores > score_threshold ‖

‖ scores ‖ 4.34

where ‖ scores > score_threshold ‖ is the number of scores above the score threshold, and ‖ scores ‖
is the total number of examples tested. In Figure 4.17, we present the efficiency curves at three different
values of FAR, 0.1 Hz, 0.01 Hz, and 0.001 Hz, which are not particularly low FARs, but as can be seen
from the plots, below these values we would encounter only negligible accuracies in the SNR ranges
considered. As can be seen from the curves, the models do not perform well even with very generous
FAR constraints.
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Figure 4.17 | Perceptron efficiency curves. For each of the 14 perceptron models trained, 31 efficiency
tests are performed at evenly spaced optimal SNR values between 0 and 15. For each test, 8192 exam-
ples with signals of the relevant SNR are examined by the model, and the percentage of those that
scored above the threshold was plotted, see Equation 4.34, for three different False Alarm Rate (FAR)
thresholds: 0.1 Hz, 0.01 Hz, and 0.001 Hz. The efficiency curve for each FAR threshold is presented on
a unique plot. Some models have been excluded, they are shaded grey on the legends, because they
are incapable of performing any classification at the chosen FAR thresholds. Visit https://tinyurl.com/
2wkaarkh to view an interactive plot. . Upper: Efficiency curves at a FAR of 0.1 Hz. Middle: Efficiency
curves at a FAR of 0.01 Hz. Lower: Efficiency curves at a FAR of 0.001 Hz.

Finally, we can examine the model performance from a different perspective by freezing the SNR of
the validation dataset and plotting the True Positive Rate (TPR), i.e. the sensitivity, against the False
Alarm Rate (FAR). This will give us a Reciever Operator Curve (ROC), see Figure 4.18. We can compare
the area under the curve for each model to make a comparison of its relative performance; although in
this case, all the models perform very similarly at the chosen optimal SNR of eight. Eight was chosen as
this is often considered a good detectability threshold for CBCs, in the catalog of events from the first
half of the third joint observing run, all confident detections had an SNR above nine, and candidate
signals had SNRs above eight [31].

Figure 4.18 | Reciever Operator Curve (ROC) Curve at 𝜌opt = 8. To create this plot a validation dataset
containing waveforms all of an SNR of eight was generated. The ability of the model to detect these
waveforms was then measured at different FARs. All models show very similar, poor performance.
Visit https://tinyurl.com/2wkaarkh to view an interactive plot.

From these results, we can summarise that things are as anticipated from the results of the training.
None of these models would have any useful application in gravitational-wave data science, as they
all fall well below the performance of matched filtering, and they are unable to perform at acceptable
FARs. In order to offer a competitive approach, we must turn to other network architectures.
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4.3.3 Burst Detection Dense Results

4.3.3.1 Training

Although it may seem unlikely that we will have better results with what is arguably a more complex
problem, we present the application of dense neural networks to multi-detector arbitrary waveform
detection. Note that there are no incoherent or single detector counter-examples added to either the
training or validation data, so in order to function a model would only have to identify the presence of
excess power. The training and validation SNR ranges were also increased from 8 to 15 to 12 to 30 since
initial testing at the SNR range used for CBC detection provided small accuracies across all FARs. From
the training results it was clear that this was going to be a more complex problem than CBC detection;
see Figure 4.19. Again there is the possibility that less constrained training or larger models could lead
to better performance, but even if a solution was found outside the considered hyperparameter range,
training time and computational requirements would soon become prohibitive. If other, less general
networks can offer far superior results, they will be preferred.
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Figure 4.19 | The accuracy history of perceptron models training to detect multi-detector WNBs gener-
ated using GravyFlow and obfuscated by real interferometer noise sampled from the LIGO Livingston
and LIGO Hanford detectors during the 3rd observing run. Visit ADD_LINK for interactive plots. The
optimal SNR of waveforms injected into the training and validation sets was uniformly distributed
between 12 and 30. The input was generated using real noise from LIGO Hanford and LIGO Livingston.
The training procedure was identical to the single detector case, except for the SNR range increase and
the multiple detector data supply. We can see in these training plots, that despite the increased SNR
range, training and validation accuracy barely creep above 50% (which can be achieved by random
selection). This indicates that dense networks are even less suited for the more complex coherence
detection problem. Further validation will be performed for completion. Visit https://tinyurl.com/4jj
3t5fj to view an interactive plot. Upper: Plot of model accuracies when measured with training data
(105 epoch-unique examples). Lower: Plot of model accuracies when tested with validation data (104

epoch-consistent examples).
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Figure 4.20 | The loss history of perceptron models training to detect multi-detector WNBs gener-
ated using GravyFlow and obfuscated by real interferometer noise sampled from the LIGO Livingston
and LIGO Hanford detectors during the 3rd observing run. Visit ADD_LINK for interactive plots. The
optimal SNR of waveforms injected into the training and validation sets was uniformly distributed
between 12 and 30. The input was generated using real noise from LIGO Hanford and LIGO Livingston.
The losses show a similar picture to the accuracy plots, and although we see a gradual decline it is
very shallow and triggers the patience early stopping before it has had any chance to gain significant
performance, assuming that is even possible. Patience could be increased, but as we will see in later
architectures, this is not competitive. Upper: Plot of model losses when measured with training data
(105 epoch-unique examples). Lower: Plot of model losses when tested with validation data (104 epoch-
consistent examples). Visit https://tinyurl.com/4jj3t5fj to view an interactive plot.

4.3.3.2 Validation

As with the CBC case, we first present the FAR curve that will be used to determine model FAR thresh-
olds in Figure 4.21. Then we show the efficiency curves at two FARs, 0.1 Hz, and 0.01 Hz see Figure 4.22.
Only two FAR thresholds are presented here as lower FARs resulted in negligible accuracies. Finally,
we show the ROC curves for these models, which are unsurprisingly also poor; see Figure 4.23.

Figure 4.21 | Perceptron False Alarm Rate (FAR) curves. This plot was created by running each of our
14 models over a pure noise validation dataset of 105 noise examples. Performance is low across the
board demonstrating that dense layer perceptrons are unsuitable for this kind of WNB detection, at
least within the hyperparameter range tested. Visit https://tinyurl.com/bdz9axpf to view an interac-
tive plot.
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Figure 4.22 | Perceptron efficiency curves for the multi-detector WNB detection model. For each of the
14 perceptron models trained, 31 efficiency tests are performed at evenly spaced optimal SNR values
between 0 and 30. For each test, 8192 examples with signals of the relevant SNR are examined by the
model. The percentage of those that scored above the threshold is plotted, see Equation 4.34, for two
different False Alarm Rate (FAR) thresholds: 0.1 Hz and 0.01 Hz, lower FARs are excluded due to small
accuracies. Upper: Efficiency curves at a FAR of 0.1 Hz. Lower: Efficiency curves at a FAR of 0.01 Hz.
Visit https://tinyurl.com/bdz9axpf to view an interactive plot.
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Figure 4.23 | Reciever Operator Curve (ROC) Curve at an optimal SNR of eight. To create this plot a
validation dataset containing waveforms all of an SNR of eight was generated. The ability of the model
to detect these waveforms was then measured at different FARs. Again, all models show very similar,
poor performance. Visit https://tinyurl.com/bdz9axpf to view an interactive plot.

From these validation results, we can determine that dense layer networks alone are unsuitable for
the task of coherence detection. Once again these results are not surprising and presented as a refer-
ence. In the next section, we will describe another deep-learning architecture that has seen much more
promising results in the literature.

4.4 Introducing Convolutional Neural Networks (CNNs)
As we have seen, simple dense-layer perceptrons can not adequately perform detection tasks on grav-
itational-wave data. This was anticipated, given the complexity of the distribution. Perceptrons have
not been at the forefront of artificial neural network science for some time. We must turn toward other
architectures. Although, in some ways, specialising the network will limit the capacity of our model
to act as a universal function approximator [155], in practice, this is not a concern, as we have at least
some idea of the process that will be involved in completing the task at hand, in this case, image, or
more correctly time-series recognition.

The Convolutional Neural Network (CNN) is currently one of the most commonly used model arche-
types [10,246]. In many ways, the development of this architecture was what kickstarted the current
era of artificial neural network development. On 30th December 2012, the AlexNet CNN [132] achieved
performance in the ImageNet multi-class image recognition competition, far superior to any of its
competitors. This success showed the world the enormous potential of artificial neural networks for
achieving success in previously difficult domains.

CNNs are named for their similarity in operation to the mathematical convolution [10,246], although
it is more closely analogous to a discrete cross-correlation wherein two series are compared to each
other by taking the dot product at different displacements. Unless you are intuitively familiar with
mathematical correlations, it is not a useful point of reference for understanding CNNs. So, we will
not continue to refer to convolutions in the mathematical sense.
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CNNs are primarily employed for the task of image and time-series recognition [10,246] Their fun-
damental structure is similar to dense-layer networks on a small scale [247]. They are comprised of
artificial neurons that take in several inputs and output a singular output value after processing their
inputs in conjunction with that neuron’s learned parameters; see Section 3.1.1. Typical CNNs ingest
an input vector, have a single output layer that returns the network results, and contain a variable
number of hidden layers. However, the structure and inter-neural connections inside and between the
layers of a CNN are fundamentally different.

Unlike perceptrons, layers inside CNNs are, by definition, not all dense, fully-connected layers [10,246].
CNNs introduce the concept of different types of sparsely-connected computational layers. The clas-
sical CNN comprises a variable number, 𝐶 , of convolutional layers stacked upon the input vector,
followed by a tail of 𝐷 dense layers, which output the result of the network. This gives a total of 𝑁 =
𝐶 + 𝐷 layers, omitting any infrastructure layers that may also be present, such as a flattening layer
(which is often employed between the last convolutional layer and the first dense layer; convolutional
layers inherently have multidimensional outputs and dense layers do not). Purely convolutional net-
works, which consist only of convolutional layers, are possible [101], but these are a more unusual
configuration, especially for classification tasks. Purely convolutional networks appear more often as
autoencoders [248] and in situations where you want to lessen the black-box effects of dense layers.
Convolutional layers are often more interpretable than pure dense layers as they produce feature maps
that retain the input vector’s dimensionality [249].

Convolutional layers can and often do appear as layers in more complex model architectures, which
are not necessarily always feed-forward models [10,246]. They can appear in autoencoders [248], Gen-
erative Adversarial Networks (GANs) [250], Recurrent Neural Networks (RNNs) [251], and as part of
attention-based architectures such as transformers [252] and generative diffusion models [253]. We
will, for now, consider only the classical design: several convolutional layers capped by several dense
ones.

As discussed, CNNs have a more specialised architecture than dense layers [10,246]. This architecture
is designed to help the network perform in a specific domain of tasks by adding a priori information
defining information flow inside the network. This can help reduce overfitting in some cases, as it
means a smaller network with fewer parameters can achieve the same task as a more extensive dense
network. Fewer parameters mean less total information can be stored in the network, so it is less likely
that a model can memorise specific information about the noise present in training examples. A CNN
encodes information about the dimensionality of the input image; the location of features within the
input image is conserved as it moves through layers. It also utilises the fact that within some forms of
data, the same feature is likely to appear at different locations within the input vector; therefore, pa-
rameters trained to recognise features can be reused across neurons. For example, if detecting images
of cats, cats’ ears are not always going to be in the same location within the image. However, the same
pattern of parameters would be equally helpful for detecting ears wherever it is in the network.

The following subsections describe different aspects of CNNs, including a description of pooling layers,
which are companion layers often employed within convolutional networks.

4.4.1 Convolutional Layers

CNNs take inspiration from the biological visual cortex [254]. In animal vision systems, each cortical
neuron is not connected to every photoreceptor in the eye; instead, they are connected to a subset of
receptors clustered near each other on the 2D surface of the retin [255]. This connection area is known
as the receptive field, a piece of terminology often borrowed when discussing CNNs [254].

Convolutional Layers behave similarly. Instead of each neuron in every layer being connected to
every neuron in the previous layer, they are only connected to a subset, and the parameters of each
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neuron are repeated across the image, significantly reducing the number of model parameters and
allowing for translation equivariant feature detection [10,246]. It is a common misnomer that convo-
lutional layers are translation invariant [256]; this is untrue, as features can and usually do move by
values that are not whole pixel widths, meaning that even if the filters are the same, the pixel values
can be different and give different results. One common problem with CNNs is that very small changes
in input pixel values can lead to wildly different results, so this effect should be mitigated if possible.
If they do not involve subsampling, however, CNNs are sometimes equivariant. This means that inde-
pendent of starting location, ignoring edge effects, if you shift the feature by the same value, the output
map will be the same — this can be true for some configurations of CNN but is also broken by most
common architectures.

This input element subset is nominally clustered spacially, usually into squares of input pixels [10,246].
This means that unlike with dense input layers, wherein 2D and greater images must first be flattened
before being ingested, the dimensionality of the input is inherently present in the layer output. In a
dense layer, each input is equally important to each neuron. There is no distinguishing between inputs
far away from that neuron and inputs closer to that neuron (other than distinctions that the network
may learn during the training process). This is not the case inside convolutional layers, as a neuron on
a subsequent layer only sees inputs inside its receptive field.

As the proximity of inputs to a neuron can be described in multiple dimensions equal to that of the
input dimensionality, the network, therefore, has inherent dimensionality baked into its architecture
— which is one example of how the CNN is specialised for image recognition [10,246]. In the case of a
2D image classification problem, we now treat the input vector as 2D, with the receptive field of each
neuron occupying some shape, most simply a square or other rectangle, on the 2D vector’s surface.

The term receptive field is usually reserved to describe how much of the input image can influence
the output of a particular neuron in the network [10,246]. The set of tunable parameters that define
the computation of a neuron in a convolutional layer when fed with a subset of neuron outputs or
input vector values from the previous layer is called a kernel. Each kernel looks at a subset of the
previous layers’ output and produces an output value dependent on the learned kernel parameters. A
kernel with parameters tuned by model training is sometimes called a filter, as, in theory, it filters
the input for a specific translation-invariant feature (although, as we have said, this is only partially
true). The filter produces a strong output if it detects that feature and a weak output in its absence.
Identical copies of this kernel will be tiled across the previous layer to create a new image with the
same dimensionality as the input vector, i.e. kernels in a time-series classifier will each produce their
own 1D time-series feature map, and kernels fed a 2D image will each produce a 2D image feature
map. In this way, each kernel produces its own feature map where highly scoring pixels indicate the
presence of whatever feature they have been trained to identify, and low-scoring ones indicate a lack
thereof. Because the network only needs to learn parameters for this single kernel, which can be much
smaller than the whole image and only the size of the feature it recognises, the number of trainable
parameters required can be significantly reduced, decreasing training time, memory consumption, and
overfitting risk. For a single kernel with no stride or dilation, see Section 4.4.2, applied to an input
vector with no depth dimension, the number of trainable parameters is given by

len(𝜃kernel) = (∏
𝑁

𝑖
𝑆𝑖) + 1 4.35

where len(𝜃kernel) is the number of trainable parameters in the kernel, N is the number of dimensions
in the input vector, and 𝑆𝑖 is the configurable hyperparameter, kernel size in the ith dimension. The
extra plus one results from the bias of the convolutional kernel.
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For example, a 1D kernel of size 3, would have 3 + 1 = 4 total parameters, independent of the size
of the input vector, and a 2D kernel of size 3 × 3 would have 3 × 3 + 1 = 10 total parameters, again
independent of the size of the 2D input vector in either dimension. See Figure 4.24 for an illustration
of the structure of a convolutional kernel.

Figure 4.24 | Diagram of a single kernel, 11𝑘, in a single convolutional layer. In this example, a 1D
vector is being input; therefore, the single kernel’s output is also 1D. This kernel has a kernel size of
three, meaning that each neuron receives three input values from the layer’s input vector, �⃗�, which
in this case is length five. This means there is room for three repeats of the kernel. Its parameters are
identical for each iteration of 11𝑘 at a different position. This means that if a pattern of inputs recognised
by the kernel at position 1, 11𝑘1 is translated two elements down the input vector, it will be recognised
similarly by the kernel at 11𝑘3. Although this translational invariance is only strict if the translation
is a whole pixel multiple and no subsampling (pooling, stride, or dilation) is used in the network, this
pseudo-translational invariance can be useful, as often, in images and time series data, similar features
can appear at different spatial or temporal locations within the data. For example, in a speech classifi-
cation model, a word said at the start of the time series can be recognised just as easily by the same
pattern of parameters if that word is said at the end of the time series (supposing it lies on the sample
pixel multiple). Thus, the same kernel parameters and the same filter can be repeated across the time
series, reducing the number of parameters needed to train the model. This particular kernel would
have 3 + 1 = 4 total parameters, as it applied to a 1D input vector, and has a kernel size of three, with
an additional parameter for the neuron bias. With only a single kernel, only one feature can be learned,
which would not be useful in all but the most simple cases. Thus, multiple kernels are often used, each
of which can learn its own filter.

When first reading about convolutional layers, it can be confusing to understand how they each
“choose” which features to recognise. What should be understood is that this is not a manual process;
there is no user input on which kernels filter which features; instead, this is all tuned by the chosen
optimiser during the training process [10,246]. Even the idea that each kernel will cleanly learn one
feature type is an idealised simplification of what can happen during training. Gradient descent has
no elegant ideas of how it should and should not use the architectures presented to it and will invari-
ably follow the path of least resistance, which can sometimes result in strange and unorthodox uses
of neural structures. The more complex and non-linear the recognition task, the more often this will
occur.

Although we do not specify exactly which features each kernel should learn, there are several hyper-
parameters that we must fix for each convolutional layer before the start of training [10,246]. We must
set a kernel (or filter) size for each dimension of the input vector. For a 1D input vector, we will set
one kernel size per kernel; for a 2D input vector, we must set two, and so on. These kernel dimensions
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dictate the number of input values read by each kernel in the layer and are nominally consistent across
all kernels in that layer; see Figure 4.25 for an illustration of how different kernel sizes tile across a 2D
input.

Figure 4.25 | Illustration of how different values of kernel size would be laid out on a 4 × 4 input
image. In each case, unused input image values are shown as empty black squares on the grid, and
input values read by the kernel are filled in red. The grids show the input combinations that a single
kernel would ingest if it has a given size, assuming a stride value of one and zero dilation. The kernel
sizes are as follows: Upper left: 2 × 2. Upper right: 3 × 2. Lower left: 2 × 3. Lower right: 3 × 3. One pixel
in the output map is produced for each kernel position. As can be seen, the size of the output map
produced by the kernel depends both on the input size and the kernel size; smaller kernels produce a
larger output vector.

The other hyperparameters that must be set are the number of different kernels and the choice of
activation function used by the kernel’s neurons [10,246]. These hyperparameters can sometimes be
manually tuned using information about the dataset, i.e. the average size of the features for kernel size
and the number of features for the number of kernels, but these can also be optimised by hyperpara-
meter optimisation methods, which might be preferable as it is often difficult to gauge which values
will work optimally for a particular problem [257].

Multiple kernels can exist up to an arbitrary amount inside a single convolutional layer [10,246]. The
intuition behind this multitude is simply that input data can contain multiple different types of fea-
tures, which can each need a different filter to recognise; each kernel produces its own feature map as
it is tiled across its input, and these feature maps are concatenated along an extra depth dimension
on top of the dimensionality of the input vector. A 1D input vector will have 2D convolutional layer
outputs, and a 2D input vector will result in 3D convolutional outputs. The original dimensions of the
input vector remain intact, whilst the extra discrete depth dimension represents different features of
the image; see Figure 4.26.

In the case of a colour picture, this depth dimension could be the red, green, and blue channels, mean-
ing this dimension is already present in the input vector. The number of trainable parameters of a
single convolutional layer is given by
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len(𝜃conv_layer) = 𝐾 × ((𝐷 × ∏
𝑁

𝑖
𝑆𝑖) + 1) 4.36

where len(𝜃conv_layer) is the total number of parameters in a convolutional layer, 𝐾 is the number of
convolutional kernels in that layer, a tunable hyperparameter, and 𝐷 is the additional feature depth
dimension of the layer input vector, which is determined either by the number of pre-existing feature
channels in the input vector, i.e. the colour channels in a full-colour image or, if the layer input is
a previous convolutional layer, the number of feature maps output by that previous layer, which is
equivalent to the number of kernels in the previous layer. For example, a 1D convolutional layer with
three kernels, each with size three, ingesting a 1D input with only a singleton depth dimension would
have 3 × ((1 × (3)) + 1) = 12 total trainable parameters, whereas a 2D convolutional layer with three
kernels of size 3 × 3 looking at a colour RGB input image would have 3 × (3 × (3 × 3) + 1) = 84 total
trainable parameters.

Figure 4.26 | Upper: Diagram of three convolutional kernels, [11𝑘, 1
2𝑘, 1

3𝑘], in a single convolutional
layer. Each kernel is coloured differently, in red, green, and blue. Artificial neurons of the same colour
will share the same learned parameters. Again, a 1D vector is being input; therefore, the output of each
of the kernels is 1D, and the output of the kernels stack to form a 2D output vector, with one spatial
dimension retained from the input vector and an extra discrete depth dimension representing the dif-
ferent features learned by each of the kernels. Again, each kernel has a kernel size of three. Multiple
kernels allow the layer to learn multiple features, each of which can be translated across the input
vector, as with the single kernel. Using Equation 4.36, this layer would have 3 × ((1 × 3) + 1) = 12
trainable parameters. It should be noted that this is a very small example simplified for visual clarity;
real convolutional networks can have inputs many hundreds or thousands of elements long and thus
will have many more iterations of each kernel, as well as many more kernels sometimes of a much
larger size. Lower: Abstracted diagram of the same layer with included hyperparameter information.
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As with dense layers, multiple convolutional layers can be stacked to increase the possible range of
computation available [10,246]; see Figure 4.27. The first convolutional layer in a network will ingest
the input vector, but subsequent layers can ingest the output of previous convolutional layers, with
kernels slicing through and ingesting the entirety of the depth dimension. In theory, this stacking al-
lows the convolutional layers to combine multiple more straightforward features in order to recognise
more complex, higher-level features of the input data — although, as usual, things are not always quite
so straightforward in practice. When calculating the number of trainable parameters in multiple con-
volutional layers, we can use Equation 4.36 for each layer and sum the result.

Figure 4.27 | Upper: Diagram of two convolutional layers, each with independent kernels. The first
layer has three kernels, each with a size of three. The second layer has two kernels, both with a size
of two. Again, this is a much-simplified example that would probably not have much practical use.
Different kernels are coloured differently, in red, green, and blue. Although it should be noted that
similar colours across layers should not be taken as any relationship between kernels in different lay-
ers, they are each tuned independently and subject to the whims of the gradient descent process. This
example shows how the kernels in the second layer take inputs across the entire depth of the first
layer but behave similarly along the original dimension of the input vector. In theory, the deeper layer
can learn to recognise composite features made from combinations of features previously recognised
by the layers below and visible in the output feature maps of the different kernels. This multi-layer
network slice would have (3 × ((1 × 3) + 1)) + (2 × ((3 × 2) + 1)) = 26 total trainable parameters.
This was calculated by applying Equation 4.36 to each layer. Lower: Abstracted diagram of the same
layers with included hyperparameter information.

The result of using one or more convolutional layers on an input vector is an output vector with an
extra discrete depth dimension, with each layer in the stack representing feature maps [10,246]. Whilst
often considerably more interpretable than maps of the parameters in dense layers, these maps are
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often not very useful alone [249]. However, a flattened version of this vector is now, hopefully, much
easier for dense layers to classify than the original image; see Section 3.4. As such, CNNs used for
classification are almost always capped by one or more dense layers in order to produce the final clas-
sification result; see Figure 4.28 for a toy example of a CNN used for binary classification.

Figure 4.28 | Upper: Diagram of a very simple convolutional neural network binary classifier con-
sisting of four layers with tunable parameters plus one infrastructure layer without parameters. Two
consecutive convolutional layers ingest the five-element input vector, �⃗�. The 2D output of the latter of
the two layers is flattened into a 1D vector by a flattening layer. This flattened vector is then ingested
by two dense layers, the latter of which outputs the final classification score. The first convolutional
layer has three convolutional kernels, each with a size of three, and the second convolutional layer
has two kernels, both with a size of two. The first dense layer has three artificial neurons, and the
final output dense layer has a number of neurons dictated by the required size of the output vector.
In the case of binary classification, this is either one or two. Different kernels within a layer are dif-
ferentiated by colour, in this case, red, green, or blue, but a similar colour between layers does not
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indicate any relationship. Dimensionless neurons are shown in black; it should be noted that after
flattening, dimensional information is no longer necessarily maintained by the network structure. Of
course, no information is necessarily lost either, as the neuron index itself contains information about
where it originated, so, during training, this information can still be used by the dense layers; it is just
not necessarily maintained as it is in convolutional layers. This network will have in total 26 + (3 ×
4 + 4) + (2 × 3 + 2) = 50 trainable parameters. This network is very simple and would probably not
have much practical use in real-world problems other than straightforward tasks that would probably
not necessitate using neural networks. Lower: Abstracted diagram of the same model with included
hyperparameter information.

4.4.2 Stride, Dilation, and Padding

Stride is a user-defined hyperparameter of convolutional layers that must be defined before training
[10,246,257]. Like kernel size, it is a multidimensional parameter with a value for each input vector
dimension. A convolutional layer’s stride describes the distance the kernel moves between instances.
A stride of one is the most commonly used choice. For example, if the stride is one, then a kernel is
tiled with a separation of one input value from its last location. Stride, 𝑆, is always greater than zero,
𝑆 > 0. The kernels will overlap in the ith dimension if 𝑆𝑖 < 𝑘𝑖. If 𝑆𝑖 = 𝑘𝑖, there will be no overlap and
no missed input vector values. If 𝑆𝑖 > 𝑘𝑖, some input vector values will be skipped; this is not usually
used. Along with kernel size, stride determines the output size of the layer. A larger stride will result
in fewer kernels and, thus, a smaller output size; see Figure 4.29 below for an illustration of different
kernels strides.

Figure 4.29 | Illustration of how different values of kernel stride would be laid out on a 4 × 4 input
image. In each case, unused input image values are shown as empty black squares on the grid, and
input values read by the kernel are filled in red. Similar to kernel size, different values of stride result
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in a different output vector size. The strides shown are as follows: Upper left: 1, 1. Upper right: 2, 1.
Lower left: 1, 2. Lower right: 2, 2.

Introducing kernel stride primarily serves to reduce the overall size of the network by reducing the
output vector without adding additional parameters; in fact, the number of parameters is independent
of stride [10,246]. Reducing the size of the network might be a desirable outcome as it can help reduce
computational time and memory overhead. It can also help to increase the receptive field of neurons
in subsequent layers as it condenses the distance between spatially separated points, so when adjust-
ing the resolution of feature maps in a model to balance the identification of smaller and larger scale
features, it could potentially be a useful dial to tune. In most cases, however, it’s left at its default value
of one, with the job of reducing the network size falling to pooling layers; see Section 4.4.3.

One interesting and potentially unwanted effect of introducing stride into our network is that it re-
moves the complete translation equivariance of the layer by subsampling; instead, translations are
only equivariant if they match the stride size, i.e. if a kernel has a stride of two features are invariant
if they move exactly two pixels, which is not a common occurrence.

Dilation is a further hyperparameter that can be adjusted prior to network training [10,246,257]. Di-
lation introduces a spacing inside the kernel so that each input value examined by the kernel is no
longer directly adjacent to another kernel input value, but instead, there is a gap wherein the kernel
ignores that element; see Figure 4.30. By default, this value would be set to zero, and no dilation would
be present. This directly increases the receptive field of that kernel without introducing additional pa-
rameters, which can be used to help the filters take more global features into account. It can also be
used in the network to try and combat scale differences in features; if multiple kernels with different
dilations are used in parallel on different model branches, the model can learn to recognise features at
the same scale but with different dilations.

Figure 4.30 | Diagram illustrating how different values of kernel dilation affect the arrangement of
the kernel input pixels. In this example, the receptive field of a single 3 × 3 kernel at three different
dilation levels is displayed; differing colours represent the input elements at each dilation level. The
shaded red kernel illustrates dilation level zero; the shaded blue region is a kernel with dilation of one,
and the green kernel has a kernel dilation of two.

Particular stride, dilation, and size combinations will sometimes produce kernel positions that push
them off the edge of the boundaries of the input vector. These kernel positions can be ignored, or the
input vector can be padded with zeros or repeats of the nearest input value; see Figure 4.31.
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Figure 4.31 | Diagram illustrating how padding can be added to the edge of an input vector in order to
allow for otherwise impossible combinations of kernel, stride, size, and dilation. In each case, unused
input image values are shown as empty black squares on the grid, input values read by the kernel are
shaded red, and empty blue squares are unused values added to the original input vector, containing
either zeros or repeats of the closest data values. In this example, the kernel size is 3 × 3, and the kernel
stride is 2, 2.

4.4.3 Pooling

Pooling layers, or simply pooling, is a method used to restrict the number of data channels flowing
through the network [10,246]. They see widespread application across the literature and have multiple
valuable properties. They can reduce the size of the network and thus the computation and memory
overhead, and they can also make the network more robust to small translational, scale, and rotational
differences in your input features. Convolutional layers record the position of the feature they recog-
nise but can sometimes be overly sensitive to tiny shifts in the values of input pixels. Small changes
in a feature’s scale, rotation, or position within the input can lead to a very different output, which is
evidently not often desirable behaviour.

Pooling layers do not have any trainable parameters, and their operation is dictated entirely by the
user-selected hyperparameters chosen before the commencement of model training. Instead, they act
to group pixels via subsampling throwing away excess information by combining their values into
a single output. In this way, they are similar to convolutional kernels, however. instead of operating
with trained parameters, they use simple operations. The two most common types of pooling layers
are max pooling and average pooling; max pooling keeps only the maximum value within each of
its input bins, discarding the other values; intuitively, we can think of this as finding the strongest ev-
idence for the presence of the feature within the pooling bin and discarding the rest. Average pooling
averages the value across the elements inside each pooling bin, which has the advantage that it uses
some information from all the elements.

As can be imagined, the size of CNNs can increase rapidly as more layers and large numbers of kernels
are used, with each kernel producing a feature map nearly as large as its input vector. Although the
number of parameters is minimised, the number of operations increases with increasing input size.
Pooling layers are helpful to reduce redundant information and drastically reduce network size whilst
also making the network more robust to small changes in the input values.

Along with the choice of operational mode, i.e. average or maximum, pooling layers have some of
the same hyperparameters as convolutional kernels, size, and stride. Unlike convolutional layers, the
pooling stride is usually set to the same value as the pooling size. Meaning that there will be no overlap
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between pooling bins but also no gaps. This is due to the purpose of pooling layers, which attempt to
reduce redundant information; if stride were set to smaller values, there would be little reduction and
little point to the layer.

Because pooling with stride is a form of subsampling, it does not maintain strict translational equi-
variance unless the pool stride is one, which, as stated, is uncommon. Thus, as most CNN models use
pooling, most CNNs are neither strictly translationally invariant nor equivariant [256].

4.5 Results from the Literature
Both gravitational-wave astrophysics and deep learning methods have been through rapid advance-
ment in the previous decade, so it is perhaps unsurprising that there has also developed a significant
intersection between the two fields [258]. Multiple artificial network architectures, CNNs [53,52], au-
toencoders [259], generative adversarial networks [260], recurrent neural networks [261], and atten-
tion-based networks like transformers [262] have been applied to numerous gravitational-wave data
analysis problems. This review will focus on efforts to apply CNN classifiers to detect features hidden
within interferometer data. First, we will look at attempts to detect Compact Binary Coalescences
(CBCs), followed by a look at unmodeled Bursts detection attempts. More complex network architec-
tures will be reviewed later when we examine attention layers in closer detail; see Section 6. This is not
intended to be an exhaustive catalogue, although efforts have been made to be as complete as possible.

4.5.1 Convolutional Neural Networks (CNNs) for the detection of Compact Binary Coales-
cences (CBCs)

The earliest attempts at CBC classification using artificial neural networks were a pair of papers by
George et al. [52] which was followed up by Gabbard et al. [53]. George et al. [52] applied CNNs to
the binary classification problem and basic parameter estimation. They used CNNs with two outputs
to extract parameter estimates for the two companion masses of the binary system. They used the
whitened outputs of single interferometers as inputs and utilized CNNs of a standard form consisting
of convolutional, dense, and pooling layers; see Figure 4.33 and Figure 4.32. They evaluated two mod-
els, one smaller and one larger. In their first paper, they used only simulated noise, but they produced a
follow-up paper showing the result of the model’s application to real interferometer noise [263]. Gab-
bard et al. [53] used an alternate CNN design with a different combination of layers. They only used
a single network architecture, and no attempt at parameter estimation was made. A differentiating
feature of their paper was the training of individual network instances to recognize different SNRs.
Both George et al. [52] and Gabbard et al. [53] achieved efficiency curves that closely resembled that
of matched filtering; of note, however, both were validated at a considerably higher FAR (∼ 103 Hz)
than is useful for a gravitational-wave search, this will be a consistent theme throughout the literature
and is one of the greatest blockers to using CNNs in gravitational-wave transient detection.

There have been many papers that follow up on these two initial attempts. Several papers with mixed
results are difficult to compare due to a variety of different conventions used to characterise signal
amplitude and assess model performance. Luo et al. [264] attempted to improve the model described by
Gabbard et al. They have presented their results using a non-standard “Gaussian noise amplitude pa-
rameter”. Whilst within their own comparisons, they seem to have improved network operation over
the original design, at least at higher FARs, it is difficult to make a comparison against other papers
because of the unorthodox presentation. Schmitt et al. [265] attempted to compare the performance
of one of the models presented in George et al. [52] with three different model architectures, Tempo-
ral Convolutional Networks (TCNs), Gated Recurrent Units (GRUs), and Long Short-Term Memory
(LSTMs). They seem to show that the other model architectures can achieve higher performance than
CNNs, but they have used an unfamiliar waveform scaling method, so it is hard to compare to other
results.
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A more interesting follow-up by Fan et al. [266] took the smaller of the two models introduced in
George et al. [52] and extended it to use multiple detectors as inputs rather than the previously men-
tioned studies, which looked at only single detectors. They do this for both detection and parameter
estimation and appear to show improved accuracy results over the original paper [52], although they
do not address the confounding factor of having to deal with real noise. Krastev et al. tested the use
of the other larger model introduced by George et al. [52]. They tested its use on Binary Neuron Star
(BNS) signals, as well as reaffirming its ability to detect BBH signals. They used significantly longer
input windows to account for the longer detectable duration of BNS signals. They found BNS detection
to be possible, although it proved a significantly harder problem.

Using a different style of architecture, Gebhard et al. [101] argued that convolution-only structures are
more robust and less prone to error, as they remove much of the black-box effect produced by dense
layers and allow for multiple independently operating (though with overlapping input regions) net-
works, creating an ensemble which generates a predictive score for the presence of a signal at multiple
time positions. This results in a time-series output rather than a single value, which allows the model
to be agnostic to signal length. Their determination of the presence of a signal can thus rely on the
overall output time series rather than just a single classification score. Similarly to Fan et al. [266], they
used multiple detector inputs.

There have been at least two papers that utilise ensemble approaches to the problem. Ensembles consist
of multiple independently trained models in the hopes that the strengths of another will counteract
the weaknesses of one under the assumption that it is less likely for them both to be weak in the same
area. A joint decision is then taken through some mechanism that takes the result of all models into
consideration, often waiting for certain models’ votes under certain criteria. Huerta et al. [267] used
an approach consisting of four independently trained models, each of which has two separate CNN
branches for the LIGO Hanford and LIGO Livingston detectors, which are then merged by two further
CNN layers. Still, they have efficiency results down to a lower FAR than any paper reviewed so far, at
1 × 10−5, which is impressive, although the efficiency scores at these FARs are low (< 1%). Overall,
the paper is more focused on the software infrastructure for deploying neural network models. Ma
et al. [268] used an ensemble network that employ one of the architectures described by Gabbard et
al. [53]. They utilise two “subensembles” in an arrangement in which each detector has its own en-
semble composed of networks that vote on a false/positive determination; the results of both of the
two subensembles are then combined for a final output score. They do not give efficiency scores at set
SNRs, so again, it is difficult to compare against other results.

There have also been some interesting studies that use feature engineering to extract features from the
input data before those features are fed into the CNN models, see Section 4.2.7. Wang et al. [269] use
a sparse matched filter search, where template banks of only tens of features, rather than the usual
hundreds of thousands or millions, were used. The output of this sparce matched filter was then in-
gested by a small CNN, which attempted to classify the inputs. Notably, they use real noise from the
1st LIGO observing run [30] and multi-detector inputs. Though an interesting method, their results
appear uncompetitive with other approaches. Reza [270] et al. used a similar approach but split the
input into patches before applying the matched filter. However, results are not presented in an easily
comparable fashion. Bresten et al. [271] adapts one of the architectures from George et al. [52] but
applies a feature extraction step that uses a topological method known as persistent homology before
the data is ingested by the network. It is an interesting approach, but their results are unconvincing.
They limited their validation data to 1500 waveforms at only 100 specific SNR values in what they term
their “hardest case”. They showed poor results compared to other methods, suggesting their method
is undeveloped and heavily SNR-tailored.
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There have been at least three spectrogram-based attempts to solve the CBC detection problem. Yu et
al. [272] used single detector spectrograms, which are first analysed in strips using multiple 1D CNNs
before being fed into a 2D CNN for final classification; they achieve middle-of-the-range efficiency
results. Aveiro et al. [273] focused on BNS detection and used an out-of-the-box object detection net-
work to try and detect patterns in spectrograms. They do not state efficiencies for SNRs less than ten.
Finally, there was also a search paper [274], which searched through the second observing run using
spectrograms-based CNNs; they detected nothing of significance.

There has also been an attempt to use wavelet decomposition for the problem. Lin et al. [275] focused
on the detection of BNS signals by wavelet decomposition with some very promising results shown
to outperform matched filtering; a subsequent follow-up paper [276] showed that the same method
could be applied to BBH signals with equal promise. They achieve an efficiency of 94% when detecting
waveforms with an SNR of 2 at a FAR of 1 × 10−3, which undercuts the competition by considerable
margins. Their method is certainly worth investigation but was unfortunately missed until this thesis
was in the latter stages of construction, so no wavelet decomposition methods have been attempted.

There have also been a number of papers utilising CNNs for specialised detection cases, such as mass
asymmetric CBCs [277] by Andrés-Carcasona et al., who employ spectrogram-based CNNs to run a
search over O3, and eccentric CBCs by Wei et al. [278], the latter of which also focuses on early de-
tection along with a few other papers [279–281] which attempt to find CBC inspirals before they are
detectable by standard methods. There have also been a number of papers that discuss the use of CNNs
for the analysis of data from future space-based detectors [282,283]. For brevity, and as they are less
relevant to our problems, these special cases will not be discussed here.

As can be seen, it is very difficult to compare the performance of many of the architectures and meth-
ods presented in the literature. The results are presented at wildly different FARs and SNR ranges, often
using different incomparable metrics and with varying levels of rigour. There is a tendency to apply
new tools and ideas to the problem without careful thought about how the results can be standardised.
Table 4.4 displays results from some of the papers that were found to have at least somewhat compa-
rable metrics.
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Name Model
Real

Noise?
Detec-
tors

Target Feature
SNR Tai-

lored
FAR Acc 8 Acc 6 Acc 4

George et
al. [52]

Smaller Novel
CNN No Single BBH No No 5 × 10−2 0.98 0.70 0.16

- Larger Novel
CNN - - - - - - 0.99 0.80 0.21

George et
al. [263] - Yes - - - - - 0.98 0.77 0.18

Gabbard
et al. [53] Novel CNN No Single BBH No Yes 1 × 10−1 1.0 0.88 0.44

- - - - - - - 1 × 10−2 0.99 0.69 0.10

- - - - - - - 1 × 10−3 0.98 0.49 0.02

Fan et al.
[266]

Based on George
et al. Small No Three BBH No No 4 × 10−2 0.99 0.84 0.32

Krastev et
al. [284]

Based on George
et al. Large No Single BNS No No 1 × 10−1 0.71 0.42 0.20

- - - - - - - 1 × 10−2 0.32 0.10 0.02

- - - - - - - 1 × 10−3 0.11 0.00 0.00
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Gebhard
et al.

[101]

Novel Conv-Only
Model

Yes Two BBH No No 1.25 ×
10−3 0.83 0.35 Not

Given

Wang et
al. [269] - Yes Two BBH Matched

Filter No 1 × 10−1 0.60 0.24 0.12

- - - - - - - 1 × 10−2 0.30 0.05 0.00

- - - - - - - 1 × 10−3 0.08 0.00 0.00

Huerta et
al. [267]

Novel Ensemble Yes Two BBH No No 5 × 10−4 0.20 0.15 Not
Given

- - - - - - - 5 × 10−5 0.01 0.001 Not
Given

Yu et al.
[272]

Novel Multi-
Branched CNN Yes Single BBH Spectro-

gram No 6 × 10−2 0.89 0.67 0.20

Table 4.4 | A comparison of results from the literature, red values indicate the significant feature of the study. Note: Some accuracy values are extracted from
plots by eye, so substantive error will have been introduced. Some results were not included as they did not state comparable performance metrics.
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4.5.2 Convolutional Neural Networks (CNNs) for the detection of Gravitational-Wave Bursts

The literature surrounding burst detections with CNNs is considerably more limited than for CBCs.
In all of the previously mentioned deep-learning studies, the training of the network has relied on
accurate models of CBC waveforms. As has been noted, the availability of reliable waveforms for other
potential gravitational-wave sources, i.e. bursts, is considerably narrower due to unknown physical
processes, large numbers of free parameters, and computational intractability, making it nearly im-
possible to have a sufficiently sampled template bank.

Despite this, there have been some attempts, most notably using simulated supernovae waveforms, as
these are the most likely candidates for initial burst detection. There have been at least five attempts
to classify supernovae with this method. Iess et al. [104] used a CNN mode with two separate inputs;
a 1D time series and a 2D spectrogram were fed into different input branches of the model. They used
supernova signals taken from simulation catalogues along with a simple phenomenological model for
two transient glitches classes in order to train the CNN to distinguish between the glitches and super-
novae in the hopes that if a supernova signal were to appear in future interferometer data, it could be
identified as such, rather than being ruled out as a glitch. Perhaps unsurprisingly, due to the complex-
ity of the signal compared to CBCs, they require a significantly higher SNR in order to achieve similar
accuracy results as the CBC case, although they still achieve some efficiency at lower SNRs. Chan et al.
[105] trained a CNN using simulated core-collapse supernovae signals drawn from several catalogues
covering both magnetorotational-driven and neutrino-driven supernovae. They measured the ability
to detect the signal and correctly classify which of the two types it fell into. They used moderately
deep CNNs and emphasised the importance of multi-detector inputs for the task. They found it possi-
ble to detect magnetorotational-driven events at considerably greater distances than neutrino-driven
supernovae.

Lopez et al. [285,286] forgoes the use of simulated template backs in their training for a phenomeno-
logical approach in an attempt to try and avoid the problem of small template banks. They used an
intricate model architecture comprised of mini-inception-resnets to detect supernova signals in time-
frequency images of LIGO-Virgo data. Mini-inception resnets consist of multiple network branches
of different lengths, which run in parallel before combining to produce a final classification score.
Having some paths through the network that are shorter than others can be beneficial to avoid the
vanishing gradient problem, wherein gradients fall off to zero within the network; having shortcuts
allows the network to maintain a clearer view of the inputs even when other paths have become deep
[162]. Blocks of layers within networks that have skip connections periodically like this are known
as residual blocks [163], and allow much deeper architectures than would otherwise be possible. Net-
works that employ skip connections are known as residual networks or resnets [163]. Inception
designs have multiple different network branches, all consisting of residual blocks, so there are many
paths through the network from input vector to output.

Sasaoka et al. [287,288] use gradient-weighted feature maps to train CNNs to recognise supernovae
spectrograms. They utilised core-collapse supernovae waveforms from a number of catalogues. How-
ever, they only achieved good classification performances at 1 kpc. They attributed some of their diffi-
culties to features lost to the lower resolution of their time-frequency maps and recommended trying
a different algorithm for their generation.

There have also been a few attempts to apply CNNs to the problem of unmodelled signal detection,
looking for generic signals using methods that do not require a precisely tailored training set. As has
been discussed, we do not yet know how well our simulations will align with real supernovae’ grav-
itational emissions, and it is hard to tell whether the differences between our training datasets and
the real signals will significantly hinder our model’s ability to detect real signals. Such difficulty could
certainly be a possibility; often, deep learning modules can be very sensitive to changes in their dis-
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tribution and can lose significant efficacy when applied to out-of-distribution examples. If a sensitive
enough generic model could be trained, this would alleviate this problem.

Marianer et al. [106] attempt a generic detection method via anomaly recognition. This is not a novel
idea in the field of machine learning. However, its application to a generic burst search is intriguing.
They apply their model to spectrograms of known transient noise glitches and use a mini-inception
resnet to classify the input spectrograms into glitch classes. While examining the feature space of the
classifier as it examines data, i.e. the feature maps of the neurons in internal convolutional layers, they
utilise two anomaly detection methods to identify when a particular feature space does not look like
it belongs to any of the known classes. This means they do not rely directly on the model to output a
“novel” class. The latter poses a difficult problem as it is unclear how to ensure the training set is well
sampled over every possible counterexample.

The other and most relevant work to this thesis on unmodeled glitch detection is MLy [28]. MLy is
a deep learning pipeline that relies on CCN models, which are trained to directly identify coherence
between multiple detectors rather than using any pattern recognition or anomaly rejection techniques.
This makes it somewhat unique amongst the methods presented. Rather than using a dataset consist-
ing of particular morphologies of signal, MLy utilises distributions of generic white noise burst signals
that, in their entirety, will cover all possible burst morphologies with a certain frequency range and
duration. One would note that these distributions would also cover all possible glitch morphologies
within that parameter space. Therefore, MLy is trained not only to notice the presence of a signal but
also the coherence of that signal across detectors. In that sense, it is similar to the operation of many
of the preexisting burst pipelines, though it is the only purely machine-learning pipeline to attempt to
do this.

MLy achieves this goal by utilising two independent CNN models, one of which looks simply for excess
power in both detectors, the coincidence model, and one of which attempts to determine coherence
between detections; the second model is fed feature-engineered data in the form of the rolling Pear-
son correlation between detectors with a number of factor-of-sample-interval timeshifts equivalent to
the maximum arrival time difference between the two detectors in question. It does this for the two
LIGO detectors and the Virgo detector. It is trained on four types of example: pure noise, noise with a
simulated transient (WNB) in one detector only, noise with a simulated transient in all three detectors
but with enforced incoherence, and coherent WNBs projected into the three detectors in a physically
realistic manner. Using this method, the coherence network can learn to differentiate between coinci-
dent glitches and coherent signals.

As baseline models to compare with the results of our improvement attempts, in the next section, we
will train five model architectures using the GravyFlow data acquisition and training pipeline [61].
Since they are the basis of many of the subsequent attempts at CBC detection, we will train both the
models presented in George et al. [52] along with the model presented in Gabbard et al. [53] and for
the coherence case, the two models of the MLy pipeline [28].

4.5.3 CBC Detection Recreation

We present an attempt to recreate the model and training procedure presented in George et al. [52] and
Gabbard et al., see Figure 4.32 and Figure 4.33 respectively. The model architectures themselves were
recreated as closely as possible to how they are presented in the literature, except for the addition of
GravyFlow whitening layers as their first layer in order to replicate the data conditioning performed in
both studies. These models will act as performance baselines as we move forward and try to improve
their operation. Rather than trying to recreate the exact training procedure and training distribution
from the literature, however, which could end up being a difficult task, we have standardized the train-
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ing procedure to achieve parity with the previously conducted perceptron experiments. See Table 4.3
for details of the parameters used in the training procedure.
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Figure 4.32 | The two CNN architectures presented in George et al. [52]. Upper: Smaller model. Lower:
Larger model.
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Figure 4.33 | CNN architecture from Gabbard et al. [53].

4.5.3.1 Training

Looking at the training plots, shown in Figure 4.34, it is quickly obvious that these models drastically
outperform any of the perceptrons. This is perhaps unsurprising, as the CNN architecture was specif-
ically designed for pattern recognition both in images and time series. The training parameters are
identical to those used for the single detector perceptron, see Table 4.3. The models also train more
rapidly, saturating their validation loss in fewer epochs than was required for the perceptrons, which
only reached a lower accuracy even with a longer training time, see Figure 4.35. This is also as expected;
more of the function that the networks are attempting to approximate has been predefined in the
CNNs architecture. Convolutional kernels can learn from features wherever they appear in the image.
If dense layers used a similar technique they would have to learn equivalent “kernels” individually
for every possible feature location and they would have to do so with far fewer examples for each of
these unique positions. In CNNs, a kernel learning to recognize a feature can train on instances of that
feature wherever they appear in the image if a similar kernel-like structure were to develop in a dense
layer, each instance of that kernel-like structure would have to learn to recognize a feature from its
appearance at a single location, which would presumably occur much less often than the feature as a
whole. Similar to the perceptron experiments, further validation results are presented in Section 4.5.3.2.
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Figure 4.34 | The accuracy history of attempts to retrain Convolutional Neural Networks (CNNs)
with architectures adapted from the literature using the GravyFlow pipeline. A custom GravyFlow
whitening layer has been added to the start of each model in order to reproduce the whitening data
conditioning step applied in the original studies. The structure of the models is otherwise identical.
Differences in the training and validation procedures, however, may lead to slightly different results
than in the original studies. Rather than exactly attempting to mimic the datasets and training process
used in each of these studies, it has been kept consistent with the other results throughout the thesis, in
order to facilitate comparison. The models presented are the two models from George et al. [52], labeled
“George Small”, and “George Large”, to differentiate them in terms of parameter count, and the single
model from Gabbard et al. [53]. The network structure of these models can be seen in Figure 4.32 and
Figure 4.33, respectively. The training and validation datasets were maintained from the perceptron
single-detector training experiment. The dataset contains IMRPhenomD waveforms generated using
cuPhenom [48] injected into real interferometer noise sampled from the LIGO Livingston detector
during the 3rd joint observing run [54]. The optimal SNR of waveforms injected into the training and
validation sets was uniformly distributed between 8 and 15. Input was from a single detector only.
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Each epoch consisted of 105 training examples, and it should be noted that, unlike regular training
pipelines, each training epoch consisted of newly generated waveforms injected into unseen noise
segments, though the validation examples are consistent. Training of each model was halted after ten
consecutive epochs with no improvement to validation loss, the values of which are shown in Fig-
ure 4.35. Validation noise was drawn from a separate pool of data segments inaccessible to the training
data loader. It is immediately clear that this is a huge improvement over the perceptron models, and it
makes it evident why we abandon the idea of perceptrons so quickly. Both the training and validation
accuracies jump to above 90% almost immediately, and in the case of the model from Gabbard et al.,
and the largest of the models from George et al., they plateau at approximately 98% accuracy, with
only marginal improvements from there. The smaller model from George et al. plateaus closer to 96%
accuracy. Considering approximants from both the training and validation datasets are generated with
CBCs drawn uniformly between an optimal SNR of 8 and 15, this demonstrates good performance.
Because two of the models plateau at statistically similar accuracies with quite different architectures,
it suggests that they are approaching the detectability limit in both cases. An interesting examination
will be to compare their performance with FAR-calibrated detection thresholds. Upper: Plot of model
accuracies when measured with training data (105 epoch-unique examples). Visit https://tinyurl.com/
mwxfvp33 for interactive plots. Lower: Plot of model accuracies when measured with validation data
(104 epoch-consistent examples).

139

https://tinyurl.com/mwxfvp33
https://tinyurl.com/mwxfvp33


Figure 4.35 | The loss history of attempts to retrain Convolutional Neural Networks (CNNs) from the
literature using the GravyFlow pipeline. These loss values correspond to the accuracies displayed in
Figure 4.34. The models presented are the two models from George et al. [52], labeled “George Small”,
and “George Large”, to differentiate them in terms of parameter count, and the single model from
Gabbard et al. [53]. The network structure of these models can be seen in Figure 4.32 and Figure 4.33,
respectively. The training and validation datasets were maintained from the perceptron single-detector
training experiment. The dataset contains IMRPhenomD waveforms generated using cuPhenom [48]
and real interferometer noise sampled from the LIGO Livingston detector during the 3rd joint observing
run [54]. The optimal SNR of waveforms injected into the training and validation sets was uniformly
distributed between 8 and 15. Input was from a single detector only. Each epoch consisted of 105

training examples, and it should be noted that, unlike regular training pipelines, each training epoch
consisted of newly generated waveforms injected into unseen noise segments, though the validation
examples are consistent. The loss is the metric used to determine when training is halted; this is done
after ten epochs have passed with no improvement. Again we can see that this is a vast improvement
over the perceptron case, see Figure 4.15, at least in the time frame that is monitored, with loss val-
ues quickly falling to a region with a much smaller reduction gradient and then gradually improving
from there with diminishing returns. It is these diminishing returns that can have a great impact on
the ability of the model to sustain high accuracies with low FAR thresholds. Visit https://tinyurl.com/
mwxfvp33 for interactive plots. Upper: Plot of model losses when measured with training data (105

epoch-unique examples). Lower: Plot of model accuracies when measured with validation data (104

epoch-consistent examples).

4.5.3.2 Validation

The validation results portray a similar picture — vastly improved performance over the perceptron
results. We can see in the False Alarm Rates (FAR) curves, Figure 4.36, that we can utilize significantly
lower FARs without dramatically increasing the required score threshold. In most cases, we expect this
to allow higher efficiencies at lower FARs if the model has gained adequate detection ability. The ben-
efit of this is displayed in the efficiency plots, Figure 4.37, and the ROC plots, Figure 4.38. We can very
clearly see, that these models are dramatically improved over the perceptron case, whose efficiency
curves can be seen in Figure 4.17, and ROC curves can be seen in Figure 4.18.
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Figure 4.36 | False Alarm Rate (FAR) plotted against the score threshold required to achieve that FAR,
for three recreations of models from the literature. Two models are adapted from George et al. [52],
labeled “George Small”, and “George Large”, to differentiate them in terms of model parameter count,
and the single model from Gabbard et al. was also adapted. The network structure of these models
can be seen in Figure 4.32 and Figure 4.33, respectively. The presented FAR curves are significantly
lower than those achieved by the perceptrons in the single detector case, see Figure 4.16. This means
that we will be able to achieve lower FARs with lower score thresholds, which typically, though not
necessarily, leads to higher efficiencies at those FARs. We explore the efficiency results in Figure 4.37.
Visit https://tinyurl.com/2s3dtd8a for interactive plots.
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Figure 4.37 | Model efficiency curves for three models adapted from the literature. Two models are
adapted from George et al. [52], labelled “George Small”, and “George Large”, to differentiate them
in terms of model parameter count, and the single model from Gabbard et al. [53] was also adapted.
The network structure of these models can be seen in Figure 4.32 and Figure 4.33, respectively. These
models verify that CNNs can achieve much higher accuracies within the training regime utilized, even
when using threshold scores that are calibrated to specific False Alarm Rates (FARs). The perceptron
efficiency curves for the single detector CBC detection case can be seen in Figure 4.17. They achieve
higher accuracies almost across the board at the highest FARs depicted, 0.1 Hz and 0.01 Hz, except at
SNRs where detection becomes virtually impossible (< 2) in which case they perform similarly. They
are also able to achieve results at lower FARs 0.001 Hz and 0.0001 Hz at these FARs, the perceptron
models had negligible performance and were not depicted, so this is a significant improvement. Visit
https://tinyurl.com/2s3dtd8a for interactive plots. First: Efficiency curves at a FAR of 0.1 Hz. Second:
Efficiency curves at a FAR of 0.01 Hz. Third: Efficiency curves at a FAR of 0.001 Hz. Fourth: Efficiency
curves at a FAR of 0.0001 Hz.

Figure 4.38 | Reciever Operator Characteristic (ROC) curves, for three models adapted from the liter-
ature. Two models are adapted from George et al. [52], labelled “George Small”, and “George Large”,
to differentiate them in terms of model parameter count, and the single model from Gabbard et al. [53]
was also adapted. The network structure of these models can be seen in Figure 4.32 and Figure 4.33,
respectively. In comparison with the ROC curves achieved by the perception models, see Figure 4.18,
which at an optimal SNR of 8 looks to be almost randomly guessing, this is a significant improvement.
The curves shown illustrate the model operating on a pool of injected signals at an optimal SNR of 8.
Visit https://tinyurl.com/2s3dtd8a for interactive plots.

It would appear from our investigation that CNNs offer a far superior solution to the single-detector
CBC detection problem than perceptrons do. Several questions remain, however. Are we nearing the
limit of the CNN’s capacity to solve this problem, or could further hyperparameter tuning, squeeze
additional performance out of the architecture, especially at low False Alarm Rates? There have been
many attempts to improve on these models throughout the literature [272,284], but there lacks a sys-
tematic algorithm to search across all possible solutions, (or at least a large number of possible solu-
tions), to find the optimal detection architecture and training procedure. We investigate this in Sec-
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tion 5, where we attempt to use genetic algorithms to search the large hyperparameter space presented
for more optimal solutions. There are also several more recently developed architectures, including
attention-based models [56], which offer alternate and possibly superior alternatives to convolutional
layers, we explore the use of attention layers for CBC classification in Section 6. Finally, there are other,
potentially more challenging problems facing gravitational-wave data science, including parameter
estimation. In Section 7 we tackle a special case wherein two overlapping signals are present in our
input data and examine if we can separate the case of single and overlapping signals. We then test if
we can extract parameters from each signal, both in aid of alternate parameter estimation methods,
and potentially as a precursor to a full machine learning-based parameter estimator.
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5 Dragonn: Exploring Deep Gravitational-Wave Classifier Hyper-
parameter Space with Genetic Algorithms

5.1 The Problem with Parameters
An applicable machine-learning approach can be found for almost every problem in gravitational-
wave data science [258]. That does not mean that machine learning should be applied to every problem
in gravitational-wave data science. We must be careful with a liberal application of machine learning
approaches and always keep the goal in mind: what exactly are we trying to achieve by applying this
particular method? As described in the “No free lunch theorem” [289], for every possible algorithm,
there are advantages and disadvantages, and there is no algorithm that completely supersedes another
in all cases. This means a rigorous and systematic method for comparing different techniques is re-
quired. This problem is confounded with deep learning techniques, as the number of free parameters
when designing and optimising artificial neural networks is vast — technically infinite in the non-real
case where network size is not a constraint.

There are a huge number of adaptations that can be applied to a network [290,10,246,56], and the
number of developed layer types and model architectures is considerable and increasing in an almost
exponential fashion year on year [291]. Even ignoring the number of different types of network mod-
ifications, most modifications have multiple associated parameters, including parameters specifying
the design of individual network layers [247,56,190,192]. We label any parameter to do with the model
design or any parameter that is not optimized during the model training process as a hyperparame-
ter [292,257].

Hyperparameters include values to do with the greater structure of the network, such as the type and
number of layers in a network and the configuration of the layers themselves, such as the number of
neurons in a dense layer, or the number of filters in the convolutional layer; the training of the net-
work, such as the learning rate, the number of epochs, and the optimiser; as well as all the parameters
associated with the training dataset [292,257]. Essentially, hyperparameters encompass all parameters
that must be determined before the initiation of model training.

This chapter will first give a brief overview of available hyperparameter optimisation methods, then
discuss why evolutionary population-based methods were chosen as the hyperparameter optimisation
technique of choice, followed by a demonstration of the use of hyperparameter optimisation to find
interesting parts of hyperparameter space for further exploration. We will conclude by discussing how
this work has been pivotal in developing MLy [28], a machine learning pipeline currently preparing
for live deployment in the latter half of the fourth joint observing run.

The goal of any given hyperparameter optimisation process is to maximise the model’s performance
given a specific objective function [292,257]. This objective function could be as simple as minimising
the model loss, but other performance metrics might also be important to us, such as model inference
time or memory usage — or, as is the case for gravitational wave transient detection, minimising values
that it would not necessarily make sense to have as part of the loss function, like the False Alarm Rate
(FAR) [235]. If we naively gave models a loss function that only allows a once-in-one-hundred-year
FAR, they might never produce a positive result at all [235]. It would be hard to balance such a low
FAR requirement with other terms in the loss function, and balancing loss function terms is always a
difficult challenge that can lead to training instability.

If one is to compare two different sets of architectures, for example, comparing fully connected net-
works [149] to networks with some convolutional layers [10,246], a method must be used to deter-
mine all of these hyperparameters. Many, if not most, of these hyperparameters, will have some effect,
somewhere between significant and small, on the model’s overall performance [293]. Thus, just like
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the tunable parameters of the model itself, the vector space defined by these hyperparameters com-
prises regions of different model performances, and indeed model performance can be measured in
multiple ways. Presumably, given the task at hand, there will be some region within this parameter
space that maximises desired performance goals. In the optimal scenario, the comparison of two sets
of architectures will occur between these regions. Thus, a method must find approximate values for
these optimal hyperparameters.

We might now see the recursion that has started. We are applying an optimisation method to an opti-
misation that will introduce its own set of hyperparameters. Such hyperparameters will, in turn, need
to be at least selected if not optimised. However, it can be shown that the selection of network hyper-
parameters can make a profound impact [293] on the performance of the model. It is hoped that with
each optimisation layer, the effects are considerably diminished, meaning that roughly tuned hyper-
parameters for the hyperparameter optimiser are sufficient to find comparably optimised solutions.

We can use a similar example parameter space to the one that we generated in Section 3.2, except
this time it is being used to represent the hyperparameter space against the model objective function,
rather than parameter space against the model loss. See Figure 5.1.

Figure 5.1 | An example arbitrary hyperparameter space generated from a random mixture of Gaus-
sians. The space presented here is 2D. In actuality, the space is likely to have a much larger dimen-
sionality. Unlike in gradient descent where we are trying to minimize our loss, here we are trying to
maximize our objective function, whatever we have determined that to be.

Perhaps unsurprisingly, hyperparameter optimisation is an area of considerable investigation and re-
search in machine learning [292]. However, similar to the rest of the field, it would be incorrect to call
it well-understood. Whilst there are several effective methods for hyperparameter optimisation, there
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is no universally accepted set of criteria for which method to use for which problems. What follows is
a brief non-comprehensive review of currently available hyperparameter optimisation techniques.

5.1.1 Human-guided trial and error

The most straightforward and obvious method to find effective model hyperparameters relies on hu-
man-guided trial and error. This method, as might be expected, involves a human using their prior
assumptions about the nature of the problem, the dataset, and the model structure, to roughly guide
them towards an acceptable solution, using multiple trials to rule out ineffective combinations and
compare the results to the human’s hypothesised intuitions. Whilst this technique is simple to imple-
ment and can be time efficient, it suffers from several deficiencies. The results of this method can vary
in effectiveness depending on the previous experience of the guiding human; if they have a lot of ex-
perience with prior optimisation tasks, they are likely to have more effectively tuned priors. It is also
possible that an experienced optimiser might have overly tuned priors, and this bias might cause them
to miss possible new solutions that were either previously overlooked or are only relevant to the par-
ticular problem being analysed. The results of this method also suffer from a lack of consistency; even
the most experienced human optimiser is unlikely to perform precisely the same optimisation tech-
nique across multiple problems. Despite these weaknesses, this method is commonly used throughout
gravitational wave machine-learning papers [53,52] and can still be an effective solution for isolated
optimisation.

5.1.2 Grid Search

A more methodical approach is to perform a grid search across the entirety or a specified subsection
of the available parameter space [292]. In this method, a grid of evenly spaced points is distributed
across the selected parameter space. A trial is performed at each grid point, and the performance re-
sults of those trials are then evaluated. Depending on the computing power and time available, this
process can be recursed between high-performing points. This method has the advantage of perform-
ing a much more rigorous search over the entirety of the parameter space. However, it can be highly
computationally expensive if your parameter space has large dimensionality, which is often the case.
A grid search can also be ineffective at finding an optimal solution if the objective function is non-
linear and highly variable with minor changes, or evidently, if its solution lies outside of the range of
initial boundaries. See Figure 5.2 for an example grid search.
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Figure 5.2 | An example of the samples a grid search might use to find an optimal hyperparameter
solution.

5.1.3 Random Search

Random search is very similar to a grid search; however, instead of selecting grid points evenly spaced
across the parameter space, it randomly selects points from the entirety of the space [292]. It has similar
advantages and disadvantages to grid search, and with infinite computing resources, both would con-
verge on the ground truth value for the objective function. However, random search has some benefits
over grid search that allow it to more efficiently search the parameter space with fewer evaluations.
When performing a grid search, the separation of grid points is a user-defined parameter, which both
introduces a free parameter and creates possible dimensional bias. A grid search will also search the
same value for any given hyperparameter many times, as along the grid axis, it will appear many times,
whereas a random search should rarely repeat samples on any hyperparameter. It should also be noted
that some statistical uncertainty will be introduced, which would not be present in the case of a grid
search and might limit the comparability of different approaches. Both the random and grid search
techniques have the disadvantage that all samples are independently drawn, and unless the processes
are recursed, no information from the performance results can influence the selection of new points.
See Figure 5.3.
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Figure 5.3 | An example of the samples a random search might use to find an optimal hyperparameter
solution.

5.1.4 Bayesian Optimisation

A Bayesian optimisation approach makes use of our initial beliefs, our priors, about the structure of
the objective function [292]. For example, you might expect the objective function to be continuous
and that closer points in the parameter space might have similar performance. The objective function
is estimated probabilistically across the parameter space. It is updated as more information is gathered
by new samples, which can be tested either in batches or one at a time. The information obtained by
these new samples is incorporated into the estimated objective function to move it closer to the ground
truth objective function.

The placement of samples is determined by a combination of the updated belief and a defined acqui-
sition function, which determines the trade-off between exploration and exploitation. The acquisition
function assigns each point in the parameter space a score based on its expected contribution to the
optimisation goal, effectively directing the search process. A standard method for modeling the objec-
tive function in Bayesian optimisation is Gaussian processes, but other techniques are available, such
as random Forests and Bayesian neural networks, among others. This optimisation technique is often
employed when evaluating the objective function is expensive or time-consuming, as it aims to find
the optimal solution with as few evaluations as possible. See Figure 5.4.
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Figure 5.4 | An example of the samples a Bayesian optimization might use to find an optimal hyper-
parameter solution. The descent method shown here has used a Gaussian process to attempt to find
the objective function maximum but has not done so particularly successfully. The method was not
tuned to try and increase performance, as it was just for illustratory purposes.

5.1.5 Gradient-Based Optimisation

In some rare cases, it is possible to find optimal model hyperparameters using a similar method to the
one we used to determine model parameters during model training [292]. We can treat the hyperpara-
meter space as a surface and perform gradient-descent (or in this case ascent, which follows the same
principles but in reverse). Since gradient descent was already discussed in some detail in Section 3.2
we will not repeat ourselves here. The advantage of gradient-based optimisation is that it can utilize
extremely powerful gradient descent mechanisms that we have seen are potent optimisiers. The major
disadvantage, however, is that for most hyperparameters, it is not possible to calculate the gradient.
There are workarounds in some specific scenarios and much research has gone into making gradients
available, but such work is still in early development and not applicable in many scenarios, thus we
limit our discussion to this paragraph.

5.1.6 Population-Based Methods

The final category of hyperparameter optimization methods that we will discuss, and the one that we
have chosen to employ in our search for more optimal classifiers, are population-based methods [294].
These come in a variety of different subtypes, most prominent of which perhaps are evolution-based
methods, such as genetic algorithms. Population-based methods are any methods that trial several so-
lutions before iterating, or iterate several solutions in parallel, as opposed to trialing one solution, and
then iterating the next solution on the results of the previous. Technically, since they trial a number
of solutions before iteration, both random and grid searches could be considered population-based
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methods with only one step, although they are not usually included. Since we have chosen to adopt a
method from this group, will will review some of the subtypes.

5.1.6.1 Genetic Algorithms

For our hyperparameter search, we have chosen to implement genetic algorithms, a population-based
evolutionary method [295,292,294]. Genetic algorithms are inspired by the principle of survival of the
fittest found in nature within Darwinian evolution [295]. They require the ability to list and freely
manipulate the parameters we wish to optimize (in our case our hyperparameters). Continuing with
the biological analogy these parameters are labeled as a given solution’s genes, 𝑔𝑖, the complete set of
which is the solution’s genome, 𝐺𝑖. We must also be able to test any genome and how well a solution
generated with that genome satisfies our objective function. We must be able to condense these mea-
surements into a single performance metric — the fitness of that solution. Any optimization problem
that fits these wide criteria can be attempted with genetic algorithms, meaning they are a flexible op-
timization solution. Our problem, the hyperparameter optimization of deep learning models, fits both
criteria, thus, genetic algorithms are an applicable method for the task.

Initially, a number of genomes, 𝑁 , are randomly generated within predefined parameter space limits
[295]. All possible gene combinations must produce a viable genome, or a mechanism must be in place
to return a fitness function of zero if a solution is attempted with an invalid genome. A solution (in our
case, a model) is generated for each of the 𝑁  genomes. This set of solutions forms your population.
Every member of the population is trialed (in our case, the model is trained) either sequentially or in
parallel depending on your computational resources and the scope of the problem. In the basic genetic
algorithm case, each trial within a generation is independent and cannot affect another member of the
population until the next generation. After each solution has been trialed, it must be evaluated (the
model is validated) in order to produce a fitness function. This process of generating a set of genomes
that defines a population of solutions, and then testing each member of the population to measure its
effectiveness, is known as a generation. Multiple generations will be iterated, but the creation of each
generation after the first is based on the fitnesses and the genomes of the previous generation rather
than just being randomly generated as in the first generation. Genes and gene combinations that are
found in highly-scoring members of the population are more likely to be selected for use in the next
generation. After the algorithm has run for a number of generations, possibly determined by some cut-
off metric, in theory, you should have produced a very highly-scoring population. You can then select
the best-performing model from the entirety of your evolutionary history.

It is the selection process between generations that gives the genetic algorithm its optimising power
[295]. Rather than grid or random methods, each generation uses information from the previous gen-
eration to guide the current generation’s trials. There are multiple slightly different variations, we use
one of the most common techniques, which is described in more detail in Section 5.2.

As mentioned genetic algorithms are very flexible; they can be applied to a wide variety of optimization
problems [295]. They can handle almost any objective function and operate in any kind of parameter
space, including discrete, continuous, or mixed search spaces [295]. They are also quite robust. Unlike
many optimization solutions which, sometimes rapidly, single out a small area of the parameter space
for searching, genetic algorithms perform a more global search over the parameter space. Despite these
advantages, they have the significant disadvantage of requiring a large number of trials before con-
verging on a high-performing solution. For this reason, they are less often used for hyperparameter
optimization as each trial requires model training and validation [294].

For completion, we will also discuss several other population-based optimization techniques.
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5.1.6.2 Differential Evolution

Like genetic algorithms, differential evolution methods are a form of evolutionary algorithm, but rather
than generating a new population based on a selection of genes from the previous generation, differ-
ential evolution instead generates new parameters based on differentials between current solutions
[294,296]. This means that genes in the current generation are not necessarily anything like genes in
the previous generation — parameters are treated in a vector-like manner rather than discreetly.

Differential evolution can work well for continuous parameter spaces, and shares many of the advan-
tages of genetic algorithms as well as sometimes converging more quickly, however, it deals less well
with discrete parameters than genetic algorithms and is less well studied, so understanding of their
operation is not as well developed [296]. When optimising our models, we use a mix of discrete and
continuous values, so we could not apply differential evolution to all hyperparameters, making differ-
ential evolution tricky to employ.

5.1.6.3 Particle Swarm Optimisation

Particle swarm optimization is inspired by the emergent behavior found in swarms of insects, flocks of
birds, and schools of fish [294]. Seemingly without coordination or central intelligence, large numbers
of individually acting agents can arrive at a solution to a problem using information from their nearest
neighbours [297].

In particle swarm optimisation, akin to genetic algorithms, an initial population is randomly generated
and trialed. In this case, each member of the population is called a particle, forming the elements of a
swarm. Rather than waiting for the end of each generation in order to update the parameters of each
solution, each solution is given a parameter-space velocity which is periodically, or continuously up-
dated by the performance of the other members of the population. Some variations aim to imitate real
animal swarms more closely by limiting each particle’s knowledge to certain regions or to improve
convergence rates by weighting some particles more highly than others [294].

Particle swarms can have much quicker convergence than genetic algorithms, due to the continual
updates to their trajectory in parameter space. However, effective employment of particle swarms re-
quires that your solutions can adjust their parameters quickly, which is not the case for many deep
learning hyperparameters, most prominently structural hyperparameters which would often require
retraining the model from scratch after only small changes.

5.2 Dragon Method
As our attempt to apply genetic algorithms to the problem of deep learning model optimisation in
gravitational waves, we introduce Dragonn (Dynamic Ranking And Genetic Optimisation of Neural
Networks). Originally a standalone software library developed in C, Dragonn was rewritten in Python
utilizing other recent advances made in the GravyFlow pipeline. A previous version which was used
to optimise the core MLy models was existent, but data from those early experiments was lost, so a
decision was made to remake the experiments with the updated Dragonn tools. In the following sub-
section, we will justify our selection of genetic algorithms as the hyperparameter optimisation method
of choice, explain in detail the operation of genetic algorithms, and discuss the choice of optimiser
parameters selected for tests of Dragonn’s optimization ability.

5.2.1 Why Genetic Algorithms?

Genetic algorithms are an unusual choice for artificial neural network hyperparameter optimization
and have fallen somewhat out of fashion in recent years, with Bayesian methods taking the limelight.
Genetic algorithms typically require many trials before they converge on an acceptable solution, and
although they are extremely flexible and adaptable methods, which are easy to implement and fairly
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straightforward to understand, the computational expense of individual trials of neural network ar-
chitectures can often be prohibitively expensive to the application of genetic algorithms. Many of the
hyperparameters of artificial neural networks are immutable without completely restarting training.
While it is possible to adjust the training dataset and training hyperparameters such as the learning
rate during model training, there are many hyperparameters related to the network architecture for
which training would have to be completely restarted should they be altered, typically reinitializing
the model’s tunable parameters in the process. This means that for each trial during our optimization
campaign, we will have to train a model from scratch, which can be a computationally expensive en-
deavour especially if the models are large. More computationally hungry layers, such as the attention-
based layers that are discussed in future chapters, would require even more time and resources per
trial, making genetic algorithms even more costly.

Unfortunately, most of this was not known at the initiation of the project. It should be noted, that at
that time, hyperparameter optimization methods were less developed. As the project developed, how-
ever, there were new ideas for how genetic algorithms could be better adapted for their task. We can
imagine some methods to alter model architectural hyperparameters without entirely resetting the
tunable weights of the model in the process. For example, we could add an extra convolutional filter
to a convolutional layer, randomly initializing only the new parameters, and keeping existing parame-
ters the same, similarly, we could remove a convolutional kernel. It might also be possible to add and
deduct entire layers from the model without completely resetting the tunable parameters every time. A
method to reuse existing trained parameters was envisioned. Unfortunately, performing such surgery
on models compiled using one of the major machine-learning libraries, in our case TensorFlow, is fairly
difficult. So although many alternative methods were conceived, none progressed to the point where
they were ready for testing.

With all that said, population-based methods are far from dead, and there are still some significant
advantages over other methods. For extremely complex spaces, with many parameters to optimize, ge-
netic algorithms can be the best solutions possible, though as noted they can take many trials to reach
this optimum solution. It should also be noted, that although hyperparameter optimization can be very
highly dimensional, it is usual, in artificial neural network design, for the number of dimensions that
are important to model performance to be quite low, meaning that the search space is considerably
lessened. There are big players in AI who use population-based methods similar to genetic algorithms
for model optimization, including Google DeepMind [298], so it is hoped that further development of
this method could result in a highly adaptable population-based method for the optimization of neural
networks for use in gravitational-wave research. Much of the software has already been developed,
and although it would be a complex task, it would be a rewarding one.

We have some things in our favour: our input data is not particularly highly dimensional, and the
models we are attempting to train, are simple Convolutional Neural Networks (CNNs) that are not
especially memory or resource intensive, meaning that it should be possible for us to run a relatively
large number of trials. The method and software developed for this research have also seen use in a
gravitational wave detection pipeline, MLy [28], so it has already been useful to the scientific commu-
nity. The developed genetic algorithm software included as part of GravyFlow makes it very easy to
add new hyperparameters to the optimisation task, those parameters can be continuous, discrete, or
boolean. The range of hyperparameters set up for optimisation with Dragonn is already extensive, as
is demonstrated in Section 5.2.2.

There has been at least one attempt to use genetic algorithms for hyperparameter optimisation within
gravitational wave data science in the past [299]. Deighan et al. share an interest in developing a con-
sistent method for generating hyperparameter solutions, and they use a similar approach to the method
described here. They demonstrate that genetic algorithms can indeed generate models with high per-
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formance. The work of Deighan et al. optimizes a reasonable, but limited number of hyperparameters,
predefining several structural elements of the network. We have allowed our optimiser considerably
more freedom, although we note that this could also lead to an increased convergence time.

5.2.2 Selection of Mutable Hyperparameters

Genetic algorithms are optimisation methods that can be used to find a set of input parameters that
maximise a given fitness function. Often, this fitness function measures the performance of a certain
process. In our case, the process being measured is the training and testing of a given set of hyperpa-
rameters. The hyperparameters then, form the parameters that the optimisation method will adjust
to find a performant solution. The GravyFlow optimisation model allows us to optimize a wide range
of hyperparameters. Whilst it was wished to perform a large optimisation run over all possible hy-
perparameters, we elected to use only a subset in order to improve convergence speeds due to time
constraints.

Model hyperparameters can be split into three categories, with the last category divisible into two
subcategories: dataset hyperparameters, training hyperparameters, and structural hyperpara-
meters.

• Dataset hyperparameters control the structure and composition of the training dataset, including
its size, the number of examples in each class within the dataset, and the properties of each example.
In our case, dataset hyperparameters include the properties of the noise, the signals injected into
that noise, and any additional obfuscations we wish to add to the data like the injection of simulated
glitches. It is important to ensure that our optimisation method cannot also adjust the properties of
the validation and testing Datasets. It would be very easy for the genetic algorithm to find a solution
wherein it makes the difference between classes in the validation set as easy as possible to identify
or to make the validation dataset incredibly short, or perhaps remove all but one class of example. If
we restrict our optimisation to the training dataset, however, this can be a good way to find optimal
hyperparameters. The composition of the training dataset can often be a crucial part of optimising
model performance. Unfortunately, we did not run the genetic algorithm on any dataset parameters,
since we attempted to optimise for time. The set of possible genes for dataset hyperparameters is
shown in Table 5.1.

Hyperparameters Name (gene) Type Optimised Range
Sample Rate (Hz) Integer No -

Onsource Duration (s) Integer No -
Offsource Duration (s)+ Integer No -

Total Num Examples Integer No -
Percent Signal Float No -
Percent Noise Float No -
Percent Glitch Float No -

Noise Type Discrete No -
Whiten Noise? (+) Boolean No -

For each feature type

SNR Min* Float No -
SNR Max* Float No -
SNR Mean* Float No -

SNR Median* Float No -
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SNR Distribution (*) Discrete No -

Table 5.1 | Possible Dataset Hyperparameters. These are parameters that alter the structure and com-
position of the dataset used to train our model. None of these parameters were selected for inclusion
in our hyperparameter optimization test, in order to decrease convergence time. Parameters with a
superscript symbol become active or inactive depending on the value of another parameter for which
that symbol is contained within brackets. Range entries are left black for hyperparameters not included
in our optimisation, as no ranges were selected for these values.

• Training hyperparameters are parameters used by the gradient descent algorithm, which dictate
the training procedure of the neural network. These include things like the learning rate, batch size,
and optimization choice. As with the dataset hyperparameters, these are fairly easy to alter after
training has begun without first resetting all of the model’s tunable parameters, so could easily be
incorporated into a more complex population-based method. None of these parameters were selected
for optimization during this experiment. The set of possible genes for dataset hyperparameters is
shown in Table 5.2.

Hyperparameters Name (gene) Type Optimised Range
Batch Size Integer No -

Learning Rate Float No -
Choice of Optimiser(*) Discrete No -

Various Optimiser Parameters* Discrete No -
Num Training Epochs Float No -

Patience Discrete No -
Choice of Loss function Discrete No

Table 5.2 | Possible training hyperparameters. These are parameters that alter the training procedure
of the model. None of these parameters were selected for inclusion in our hyperparameter optimiza-
tion test, in order to decrease convergence time. Parameters with a superscript symbol become active
or inactive depending on the value of another parameter for which that symbol is contained within
brackets. There are different optimiser parameters that could also be optimized depending on your
choice of optimiser, for example, values for momentum and decay. It is not typical to optimise your
choice of loss function for most tasks, but some are possible with a range of loss functions, such as
regression, which could benefit from optimisation of this parameter. Range entries are left black for
hyperparameters not included in optimisation, as no ranges were selected for these values.

• Architecture hyperparameters are parameters that control the number and type of layers in a
network. This is by far the most extensive category of hyperparameter since many of the layers
that themselves are controlled by hyperparameters contain hyperparameters. For example, a layer
in a network could be any of several types, dense, convolutional, or pooling. If convolutional were
selected by the optimiser as the layer type of choice, then the optimiser must also select how many
filters to give that layer, the size of those filters, and whether any dilation or stride is used. Each layer
also comes with a selection of possible activation functions. This increases the number of hyperpa-
rameters considerably. In order to allow the optimiser maximal freedom, no restrictions on the order
of layers in the network were imposed, any layer in a generated solution could be any of the possible
layer types. Another independent hyperparameter selected how many of those layers would be used
in the generation of the network in order to allow for various network depths. The output layer was
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fixed as a dense layer with fixed output size, to ensure compatibility with label dimensions. The set
of possible genes for dataset hyperparameters is shown in Table 5.3

Hyperparameters Name (gene) Type Optimised Range
Nummber of Hidden Layers Integer Yes 0 to 10
One each for each active layer

Layer Type Discrete Yes Dense(*, +), Convolutional(*, ×), Pool-
ing(◇), Dropout(□)

Activation Function* Discrete Yes ReLU, ELU, Sigmoid, TanH, SeLU,
GeLU, Swish, SoftMax

Num Dense Neurons + Integerr Yes 1 to 128 (all values)

Num Filters × Integer Yes 1 to 128 (all values)

Kernel Size × Integer Yes 1 to 128 (all values)

Kernel Stride × Integer Yes 1 to 128 (all values)

Kernel Dilation × Integer Yes 0 to 64 (all values)

Pool Size ◇ Integer Yes 1 to 32 (all values)

Pool Stride ◇ Integer Yes 1 to 32 (all values)

Dropout Value □ Float Yes 0 to 1 (all values)

Table 5.3 | Possible architecture hyperparameters. These are parameters that alter the architectural
structure of the model, or the internal structure of a given layer. All these parameters were selected for
optimisation. Parameters with a superscript symbol become active or inactive depending on the value
of another parameter for which that symbol is contained within brackets. For each of the 𝑁  layers,
where 𝑁  is the value of the number of hidden layers gene, a layer type gene determines the type of
that layer, and other hyperparameters determine the internal function of that layer.

These parameters are called genes, 𝑔. Each set of genes is called a genome, 𝑮. 𝐺 = [𝑔1, 𝑔𝑖…𝑔{𝑥}],
where 𝑥 is the number of parameters adjustable by our optimiser. Each genome should map to a single
fitness score, 𝐹 , via our chosen fitness function.

5.2.3 Genetic Algorithms in Detail

Genetic algorithms operate using the following steps, note that this describes the procedure as per-
formed for this dissertation, slight variations on the method are common:

1. Generation: First, an initial population of genomes, 𝑃 , is generated. 𝑃 = [𝐺1, 𝐺𝑖, …𝐺𝑁 ], where
𝑁  is the number of genomes in the population. Each genome is randomised, with each gene limited
within a search space defined by 𝑔𝑖min and 𝑔𝑖max.

2. Evaluation: Next, each genome is evaluated by the fitness function to produce an initial fitness
score. In our case, this means that each genome is used to construct a CNN model which is trained
and tested. The result of each test is used to generate a fitness score for that genome.

3. Selection: These fitness scores are used to select which genomes will continue to the next genera-
tion. There are a few methods for doing this, however, since we do not expect to need any special
functionality in this area we have used the most common selection function - “the Roulette Wheel”
method. In this method, the fitness scores are normalised so that the sum of the scores is unity.
Then the fitness scores are stacked into bins with each bin width determined by that genome’s fit-
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ness score. 𝑁  random numbers between 0 and 1 are generated, and each genome is selected by the
number of random numbers that fall into its bin. Any given genome can be selected multiple or
zero times.

4. Crossover and Mutation: The genomes that have been selected are then acted upon by two ge-
netic operators, crossover and mutation. Firstly, genomes are randomly paired into groups of two,
then two new genomes are created by randomly selecting genes from each parent. A “mutation
“is then performed on each of the new genomes with a certain mutation probability 𝑀 . Mutation
and Crossover create genomes that share elements of both parents but with enough differences to
continue exploring the domain space.

5. Termination: If the desired number of generations has been reached the process ends and the
highest-performing solution is returned. Else-wise the process loops back to step 2 and the newly
created genomes are evaluated.

5.2.3.1 Choice of Fitness Function

There are multiple possible variants on the standard genetic algorithm model but for the most part,
we have kept to the generic instantiation. It is a common choice to use the model loss as the fitness
metric for optimisation, this makes sense in many ways, as the goal of training a model is to reduce
its loss function, a better loss indicates a better model. However, the model loss function often fails
to map exactly for our requirements to the model. The form of the loss function affects the model’s
training dramatically, so we cannot just use any function we wish as the loss function, and some things
we are trying to optimise for might be too expensive to compute during every training iteration, or
impossible to compute directly in this manner. We have chosen to use the area under a FAR-calibrated
efficiency curve. Only values above an SNR of 8 were included in the sum, and the FAR chosen was
0.01 Hz, with the assumption that performance at this FAR would translate to performance at a lower
FAR. A lower FAR was not directly used because it would be computationally expensive to compute
for every trial. This objective function was chosen as it is representative of the results we look for to
determine whether our model is performant or not. If those are the results we will be examining, we
may as well attempt to optimise them directly.

5.2.3.2 Choice of Crossover Method

There are several potential choices for crossover methods, one-point crossover, k-point crossover, or
uniform crossover. In one-point crossover we treat our two genomes, one from each parent, as long
arrays, like two DNA strands, the crossover mechanism randomly cuts both strands in two and se-
lects half from one strand, and the second half from the other genome, generating a new genome by
splicing the old, this the simplest approach which in some cases can lead to faster convergence, but it
can reduce the possibly for mixing genomes in interesting ways, reducing the total search space. K-
point crossover is similar, but selects multiple places to cut, and splices the gene in a more complex
manner, this can increase mixing possibilities but can decrease convergence, as the new genome is
more likely to gain combinations of genes that perform poorly. The final possibility is uniform mixing,
which effectively equates to cutting before and after every genome. Each genome in the new genome is
randomly selected between parent a and parent b, this maximizes mixing but can increase convergence
time. We selected to use uniform crossover in order to maximise the possible search space, although
we were concerned about increasing convergence times, we wanted to ensure that we explored a wide
area of the parameter space effectively.

5.2.4 Choice of Mutation Method

As well as crossover, mutation was also performed at the inception of every new genome. Mutation
ensures that the population keeps exploring new areas of parameter space even as certain traits domi-
nate the population, by introducing a small chance that a gene can randomly change value. Our method
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for performing mutation is dependent on whether the value of that gene is an integer, continuous,
discrete, or boolean. For all cases, there is a 5% chance for mutation to occur in any given gene after
crossover has taken place. For continuous and integer values, the value of the gene is mutated either
negatively or positively by an amount drawn from a Gaussian distribution, in the case of integer pa-
rameters this is then rounded to the nearest parameter. For discrete and boolean values, a new value
is drawn from the possible selection, with all values being equally likely – this is different from the
integer case as choices in the discrete category are not ordered.

5.2.5 Datasets

The GravyFlow data [61] and training pipeline were used to generate the datasets used in each of
the trial solutions. We are attempting to detect BBH IMRPhenomD signals generated with cuPhenom
[48] and obfuscated by real LIGO interferometer noise drawn from the LIGO Livingston detector, Al-
though GravyFlow lends itself well for use in hyperparameter optimization methods due to its rapid
generation of datasets and lack of requirement for pre-generated datasets, we elected not to optimize
dataset parameters in an attempt to decrease the time till model convergence. Instead, we used iden-
tical dataset parameters to those used for the perceptron experiments, but we decreased the training
patience to a single epoch, meaning if any epoch has a validation loss higher than the epoch previous,
training halts. This was done in order to reduce the time taken for each trial. The parameters used for
the training and dataset can be seen in Table 4.3.

5.3 Dragonn Results
The genetic algorithm work presented in this chapter has been in development for a long time, but
this particular iteration only reached its full capabilities in recent months. What this has meant is that
time pressure did not allow for a large number of generations to be run. Optimization was performed
over four generations, which is very low for a genetic algorithm optimization run. Nonetheless, we
can explore the results, and we have made some intriguing discoveries, even if they were somewhat
accidental.

5.4 Dragonn Training
First, we can examine the training histories of our models, and note the difference in performance
between generations. Figure 5.5 displays the training results, demonstrating that most of the networks
fail to achieve any classification ability. This is expected. As we have allowed complete genetic free-
dom for layer order and parameters, many nonsensical arrangements of layers are possible which will
inhibit any possibility of classification performance.

With disappointment, we note that even in the later generations no models reach accuracies above
around 95%, this could, in part, be a result of our reduced training patience halting training early before
extra performance can be extracted, although we note that even in cases where more epochs were
reached, the accuracy seems to flatline. Setting the value of patience to one has other consequences, a
great number of the somewhat models across the generations were stopped as they reached epoch two
where their model loss dropped below the loss for epoch one. It is unknown exactly why this is the case
since all models were trained on exactly the same training dataset generated with the same random
see, it could be that the training data in that epoch is particularly unhelpful to the model in some way
though a statistical fluke. The validation datasets are consistent across epochs, so there could not be a
variation in validation difficulty causing this hurdle.

Even with the chaotic diagrams, it is easy to see that the number of performant models increases with
each generation, so we have verified that our optimiser works — we will examine average metrics later
for verification of this. However this is not a particularly interesting result, it is known that genetic
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algorithms work. We do however have an interesting result that demonstrates the importance of a
future, wide hyperparameter search.

performances close to gabbard small.
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Figure 5.5 | Dragonn model training histories from each of the four generations. All models were
trained with identical training datasets and validated with epoch-consistent validation data. After each
epoch, a new population was generated by applying the genetic algorithms mechanism to select per-
fomant genes in previous generations. In all generations many models lack any classification ability,
this is anticipated because, because of the scope of the hyperparameter search, many of the models
generated will be nonsensical, with extremely small data channels or near complete dropout layers.
However, we also see that our population size was enough for a considerable number of performance
models. With increasing generations, we see increasing numbers of performant models, demonstrating
that our genetic optimiser is operating as intended.

Next, we can examine the average metrics from each epoch. In Figure 5.6 we examine four metrics
of interest; the average maximum model accuracy, that is, the average of all the highest accuracies
models archived across their training run; the average lowest model validation loss, the average num-
ber of epochs a training run lasted for, and finally the average model fitness. The model fitness is the
percentage of correctly classified validation examples with an optimal SNR greater than 8 when using
a detection threshold calibrated to a far of 0.01. The metrics show us what we anticipated, increasing
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average performance in all metrics across generations. The average number of epochs increases as
the number of performant models increases since performant models are more likely to reduce their
validation loss over the previous epoch.

As expected an increase in model fitness correlates with an increase in accuracy and a decrease in
model loss, suggesting that better-performing models when measured with uncalibrated FAR thresh-
olds and loss functions, in general act as better-performing methods in low FAR regimes, although
this is not always the case, as we will explore when we examine the best performing models of the
generation.

Figure 5.6 | Dragonn average metrics from each of the four generations. The blue line is the average
best model accuracy across its training run, The red line is the average model loss, the purple line is the
average number of epochs in a model’s training history, and the green line is the average model fitness.
These results are mostly as all average metrics improve with increasing generation count, the drop
in loss is particularly impressive, but this probably corresponds to the shedding of extremely poorly
designed models after the first epoch. Accuracy is slowly improving, as the number of performant
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models increases, and with it the average number of epochs in a model’s training history. Within in-
creasing numbers of performant models comes increasing numbers of models that can perform better
than their last epoch after further training.

The result of an optimization algorithm is only as good as the highest-performing model. So we shall
examine the population and extract the most performant models for inspection. Luckily our choice of
objective function — the percentage of validation examples over an optimal SNR of 8 that are correctly
classified when calibrated to a FAR of 0.02 Hz, encapsulates most of what we desire out of our models,
so we can use this to guide our search to the best models.

We have extracted the top ten scoring models in Table 5.4. Interestingly, and perhaps worryingly for
the effectiveness of our optimization method, the top three models are all in the first generation. This
tells us that although the average fitness was increasing along with other metrics of interest, that
does not necessarily equate to generating more highly scoring models, which seems counterintuitive.
However, examining the validation results of the top-scoring model more closely can lead us toward
a reason for this discrepancy, and perhaps an interesting area of further investigation.

Rank Generation Fitness
1 1 0.9423
2 1 0.9337
3 1 0.9215
4 4 0.888
5 3 0.887
6 2 0.870
7 2 0.868
8 4 0.860
9 1 0.841
10 4 0.841

Table 5.4 | The top ten models in any of the populations throughout the genetic optimisation process,
out of a total of 800 trial solutions, 200 at each epoch. Unexpectedly, the three top-scoring models when
ranked by fitness, the very metric our optimization method is attempting to optimise are in the first
generation. The first generation of a genetic optimisation search will alone act as a random search,
so it is perhaps not unsurprising that it has some ability to find good solutions, however, we would
expect better solutions to arise out of on average better-performing populations. This could perhaps
be a result of our very low epoch count, or a statistical fluke. If it were the latter, however, it would
seem very unlikely that the top three spots were taken by a first-generation model. The other option
is that there was some asymmetry between the generations.

In Figure 5.7 we examine the efficiency plot used to generate the fitness scores for the highest-scoring
model, a model from the first generation. These efficiency plots show extremely strong performance
in the lower FAR regimes at medium SNRs, but this appears to come at the cost of some of the perfor-
mance at the higher SNRs, which do not perform as well as the CNN models from the literature.
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Figure 5.7 | Efficiency curves of the top performing model from the population of Dragonn trials.
The curves maintain high accuracy at low FARs, though their performance a high SNRs above 10 is
worse, never reaching a 100% accuracy, their performance at an SNR of 6 is considerably greater. It
is hypothesized that this is due to an inoculation effect generated by the erroneous injection of WNB
glitches into the dataset during the first generation. Top: Efficiency curve using a threshold calibrated
to a FAR of 0.1 Hz. Middle: Efficiency curve generated using a threshold calibrated to a FAR of 0.01 Hz.
Bottom: Efficiency curve generated using a threshold calibrated to a FAR of 0.001 Hz.

We hypothesize that this effect arises from a mistake made during the first generation. Initially, the
plan had been to optimize the dataset parameters at the same time as the model parameters, and Drag-
onn was set up to allow the optimiser to adjust the percentage of training examples that contained
CBC signals, this defaulted to 50%. However, it was also envisioned that the network could add its
own synthetic glitches to the dataset, in order to act as counterexamples, this was also set to inject
simulated WNBs into 50% of injections by default, including ones that also contained a CBC. It was
not realised that this had been left in this state until partway through the first generation, where it
was rectified, however, due to time pressure, the first trials were not repeated. Considering the three
most performant results were all in the first 50 values, this oversight likely seems the cause.

The initial idea behind allowing the optimiser to inject simulated glitches was to allow it to act as
an inoculant against particularly structured background noise, it would force the network to use the
signal morphology because excess power could also come from glitches which would not correlate to
a signal class. Due to the way the software was set up, these WNBs were also erroneously injected into
the validation examples. In situations where a very high WNB is injected over the top of a signal it
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could obfuscate it even if that signal had quite a high SNR, this effect could be causing the reduction
in ability at the higher SNRs.

5.5 Discussion
Our attempt to expand the range of the hyperparameter search was admirable but overambitious. The
time taken to perform such an expansive search was underestimated, and time pressure led to mistakes
in the final optimisation run, and an insufficient number of generations to gain any real insight into
the optimisation power of genetic algorithms with this degree of optimisation freedom.

Our mistakes did, however, lead us to an interesting discovery that could certainly warrant further
investigation. There do not seem to be any existent investigations within the literature into such a
method of using fake glitches to innoculate CBC detection models from structured background noise.
The closest to such a method is perhaps the training procedure used to train the models used in the
MLy pipeline [28]. MLy is a coherence detection pipeline so relies on the machine learning models
being able to detect coherence between different detectors rather than specific signal morphologies.
In order to train the model to distinguish between glitches and real signals, it is trained with coun-
terexamples consisting both of coincident and incoherent glitches across multiple detectors and single
detector glitches.

Without a deeper investigation, it is difficult to know whether these glitches were indeed the source of
improved performance. If this does turn out to be the case it is very exciting. We can perhaps remove
the degradation at high SNRs by only injecting glitches into noise examples, it is unclear whether this
would maintain the impressive performance at low SNRs and FARs, but it seems reasonable to think
that it might. If this investigation has unveiled anything, it is that a wide search of the parameter space
of both models and datasets could reveal unpredicted and useful results.

5.6 Deployment in MLy
Whilst this attempt to demonstrate genetic algorithms for optimizing CBC detection models has fallen
short, they were used to generate models for the MLy pipeline, which consists of two models. One that
is designed to detect coincidence Figure 5.8, and a second model that is trained to detect coherence
Figure 5.9. Since these were both relatively unknown problems compared to the CBC search, not much
was known about the ideal structure of artificial neural networks for these problems.

Optimizing models by hand can be time-consuming and generates many opportunities to miss inter-
esting areas of the parameter search space. A previous version of the Dragonn optimiser was used to
develop the models that are today in use by MLy [28].
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Figure 5.8 | MLy Coincidence Model developed with Dragonn [28].

Figure 5.9 | MLy Coherence Model developed with Dragonn [28].

166



6 Skywarp: An Attention-Based model for the Detection of Grav-
itational-Wave Compact Binary Coalescences
Convolutional Neural Networks (CNNs), though effective, have not been the stars of the machine-
learning world for a few years now [290]. Just as AlexNet [132] paved the way for the era of CNNs,
and the surge to prominence of artificial neural networks as problem-solving solutions in the image
domain, a similar step change occurred when the confluence of several different technologies led to
the development of Large Language Models (LLMs) [300], most notably of which in recent years has
been the Generative Pretrained Transformer (GPT) [300,56] of ChatGPT fame [69], though it should
be noted that this was far from the first LLM [300].

Although CNNs were extremely successful at solving previously intractable problems in the image and
audio domain [247,10], there were still many challenges remaining within Natural Language Process-
ing (NLP), the area of study relating to the analysis of the text domain [300]. Text sequences differ from
audio time series, in that rather than vectors of continuous numerical values, they consist of sequences
of discrete tokens that encode externally defined values. There had been some work to attempt these
problems with CNNs [134] and Recurrent Neural Networks (RNNs) [301], but it was only through
the application of multiple different insights including positional encoding [56], attention mechanisms
[302], and skip connections [162], that the start of the avalanche of progress we have since seen in
this area, began. The groundbreaking paper by Vaswani et al., [56] first introduced the transformer
architecture to the world.

Following the success of transformers in NLP, there has been much research into the application of
attention-based models to other domains, including image and audio processing. Notably, AlphaFold
[148], a project by Google Deepmind, successfully solved the protein folding problem. Transformers
have proven effective, scalable solutions due to their highly parallelizable nature [300,303], and new
attention-based architectures such as generative diffusion models have seen great success in text-to-
image generation problems [304], as is seen in products such as Stable Diffusion [305], Midjourney
[306], and Dall-E [307]. Gravitational-wave astronomy has also seen the application of a large number
of machine-learning approaches [258]; however, there exists a considerable delay between the advent
of new techniques and their application to gravitational wave data. Since this research was originally
carried out, the gap has narrowed, nonetheless, it remains a relatively unexplored area that may prove
fruitful in the future. In this chapter, we introduce Skywarp, an attention-based model for the detection
of gravitational waves produced by Compact Binary Coalescences (CBCs).

The distinguishing feature of the transformer architecture is the use of attention [56]. Attention is a
technique that can determine the information value of data elements in a series, crucially including the
relative information derived contextually from the value of all other data elements within that series
[308]. As opposed to convolutional layers, which learn feature-extracting filters that are convolved
with the input data [246], attention layers learn a weighting for each data element, identifying the
information interactions between elements. One key advantage of this method is that attention is com-
puted globally, whereas convolutional layers only use a local context dictated by their receptive field.
This makes attention an ideal candidate for analyzing time-series data, wherein important contextual
information can be located at a significant temporal distance from any given datum. RNNs share many
of these properties [167,164]; however, they make use of an internal state, which means they are much
harder to parallelize and therefore scale, and their knowledge of data outside of their receptive field
is sometimes uni-directional, as opposed to transformers, which are bi-directional (although it should
be noted that bi-directional LSTMs do exist [261]). In addition, it should be noted that self-attention
layers are more general than convolutional layers, as it is proven that a self-attention layer can gen-
eralize any convolution [309]. This is not to say that more generality is necessarily good. As we have
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demonstrated in Section 4.3, we are unable to train dense networks, the most general of all, to identify
gravitational-wave signals at a useful false alarm rate.

This section is organized into the following structure. First, we will give a brief technical overview
of the concepts and structure of the transformer architecture in Section 6.1, including a discussion
of tokenization, embedding, and attention, and how these elements are assembled into transformers
proper. Then we will review the small amount of relevant literature that has not already been discussed
in Section 6.2. Next, we will provide details on the models and training procedures we used to train
Skywarp in Section 6.3. We will show the validation results from our trained models in Section 6.4,
before finally in Section 6.5, we discuss the importance of these results and investigate how the method
employed by the transformer models differs from that used by CNNs by comparing their respective
attention and convolution maps.

6.1 Attend Closely
The transformer is a deep learning model first described in Vaswani et al. [56]. This paper was an
NLP paper, demonstrating a deep learning sequence-to-sequence model that could ingest text data and
predict the token that was most likely to appear next in the sequence. By recursing inferences of the
model, new sentences could be generated based on previous inputs. In some sense, our time series data
is already closer to the required input of a deep learning model, however, it is easiest to explain atten-
tion by using NLP as an example. Therefore whilst describing attention we will use the text domain as
example data before replacing the relevant vectors with gravitational-wave equivalents.

6.1.1 Tokenisation and Embedding

There are several steps required in order to condition text data for consumption by deep learning
models. Artificial neural networks work solely with numerical data therefore text must somehow be
converted into numbers before it is ingested by the model. The most obvious way to do this would be
to use a preexisting character format such as ASCII [310] or Unicode [311]. However, if we were to do
this, the numbers would relate very little even to the characters they represented, let alone the words.
This would make these inputs very difficult for the model to analyze. Therefore, in order to make the
task easier, we can use a method to embed the words into a numerically defined N-dimensional space
in a manner that maintains some of their meaning in their new vectorised representation. Typically
this is achieved in two or three steps [55], tokenization [312], vectorisation, and embedding [313]; see
Figure 6.1.
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Figure 6.1 | The process of conditioning text data for input into a deep learning model. Text data is
not intrinsically digestible by artificial neural network models, as artificial neurons can only process
numerical inputs. Therefore, in order to apply deep learning models to text data, we must have some
method of converting the data into a numerical format [55]. Transformers expect a sequence of same-
length vectors forming an input matrix, 𝑿. This diagram shows the process of converting text data
into an input matrix. Typically, this conversion is completed in three steps, tokenization, vectorisation,
and embedding. However, often, and in the case of the first described transformer model, vectorisation
and embedding occur simultaneously and are often labelled simply embedding [56]. This is the method
depicted in the diagram. In the example, we see the sentence “The quick brown fox jumped over the
lazy dog.” as it is prepared for ingestion by an NLP model. Tokenisation is the process of splitting
one contiguous sequence of characters into a number of unique discrete tokens, 𝑁 . This can be done
at multiple levels but is usually done at the scale of words. Sometimes, especially with longer words,
words can be split into multiple tokens, as is seen in this example where the word “jumped” is split
into “jump” and “ed” [55]. There are numerous algorithms to achieve this, which will not be discussed
in detail. Every word, or word subset, within the training dataset, should have a unique token ID. Be-
fore running inference on new text data, that data must be tokenized, and each word in the new data
will be mapped onto an existing token ID that was generated during the initial tokenisation process.
Often some information-low words, known as “stop words”, and punctuation are removed during the
tokenisation process [55]. In the example shown, the words “The”, and full stops are removed from
the input string. During vectorisation, each token is assigned a numerical vector, and embedding
ensures that this vector is transformed into a meaningful vector space to allow for easier interpreta-
tion by the model. There are a number of methods to achieve both of these steps, some of which are
simultaneous. In the example shown, each token ID is associated with a vector of tunable weights, as
was the case in the first transformer paper. These vectors are randomised at the start of training, but
as the process continues, they become tuned to values that represent the information contained by the
tokens. In this manner, the vectorisation and embedding steps occur at the same time.

First, the input sequence must be tokenized [55]. Tokenization involves splitting the input text into
𝑁  unique discrete tokens. Often the text is processed first, sometimes removing low information ele-
ments known as stop-words and punctuation. Then, using one of a variety of algorithms that will not
be discussed here [314], the text is consolidated into 𝑁  tokens, often these could be whole words, but
sometimes, depending on the tokenization algorithm and the size of the training data, word fragments
could also be tokens. One will note that often words can have multiple meanings, which is a problem
when trying to describe each token in a way that somehow presents the value it represents in a sen-
tence. This can be a problem, and methods have been developed that can split identical sequences of
characters into multiple tokens contextually. The very existence of this problem is an example of the
contextual information that is provided by surrounding tokens in the sentence, this is the information
that attention layers attempt to extract and distil.

After tokenization, we must convert each token into a unique vector. This can also be done through
a variety of methods. In Vaswani et al. [56] each token has an associated vector in a look-up table,
initially these vectors are randomly generated; however, the values in each of these vectors act as tun-
able parameters inside the model, so that whenever a certain token is present in a particular training
example, the weights of its vector are tuned through the usual gradient-descent methods. In this way,
as the training progresses, the vectors become, at least to the model, meaningful numerical represen-
tations of the value contained within their associated tokens.

Gravitational-wave data is intrinsically vectorized so the embedding layer should not be much of a
problem, however, it is not intrinsically discretised. Since transformers are sequence-to-sequence mod-
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els, they ingest a series of N vectors forming an input matrix [56,303], whereas gravitational-wave
time series data is a single vector, at least when dealing with one detector. It is unclear how best to
split the gravitational wave data into smaller vectors. We could simply cut along equally separated
lines, “chunking” our data into smaller timesteps, or we could embed the data using some learned
weights, for example with one or more dense or convolutional layers, in the latter case, feeding the
transformer with feature slices at different timesteps; see Figure 6.2. Using different detectors as this
extra dimension will only give us two to four features per timestep, which would be very small vectors
for the transformer to work with.

Figure 6.2 | Different embedding possibilities to discretise and embed gravitational-wave time-series
data. Upper: “Chunking” method of discretisation, where the input time-series is split into 𝑁  equal-
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length segments which can be fed into an attention-based model. This method would seem to have
the disadvantage that it could split the waveform at any point, leading to chunks with very different
waveform content depending on the waveform offset; it also assumes that the innate interferometer
output vector is a good embedding for the attention mechanism, which is not necessarily true. Middle:
Embedding with dense layers, this setup is similar to the chunking method, but it applies one or more
dense layers to each chunk so that the model can learn an embedding that will be better adapted to the
attention mechanism in subsequent layers. Since the parameters of the dense layers are repeated for
each chunk, this method is equivalent to a convolutional layer with 𝑁  filters and no overlap, where
𝑁  is the size of your embedded vector output. Lower: Embedding with convolutional layers. This type
of embedding involves creating feature maps of the input vector using a combination of convolutional
and/or pooling layers. It is the equivalent of attaching a CNN head at the front of your model. The
output of a 1D CNN would be a 2D matrix where one dimension, the depth, is different features, and
the other is time. This can then be split into discrete vectors by splitting it along the time dimension
to create vectors of features with length equivalent to the number of features.

We have managed to transform our input text from a list of symbols into discrete tokens and finally
into vectors that contain some aspect of the value represented by that token, and we have some ideas
about how we might do the same with gravitational-wave data. However, unlike convolutional lay-
ers, attention layers treat each input element equally and intrinsically have no information about the
location of the word in the sentence. We must use feature engineering to add to each vector, some
information about the position of the token in the input sequence.

6.1.2 Positional Encoding

Much information is embedded in the relative and absolute positions of tokens within text data [303].
The same can said to be true of gravitational-wave data — we would always expect the merger to
come after the inspiral, for example. Whilst there is some possibility within the dense layers of a tradi-
tional CNN for the model to use this ordinal information in its classification, it might be a challenging
process. We can use attention layers to look at the global information in a sequence, but since, unlike
CNNs [246], there is no structure inherent to the architecture that maintains information about the
position of the inputs, if we feed in the word sequence as-is, we end up with a “bag of words” [315];
see Figure 6.3. Whilst some models can do quite well with just a bag of words approach, able to infer
context simply from the numbers of each word present [315], it is clear that some information is lost
when discarding order.
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Figure 6.3 | A “Bag of words”. Without ordinality, the meaning represented by this sentence becomes
significantly harder, if not impossible, to parse. If we had not already seen this sentence then we would
not know if the fox was lazy or quick, or rather if it were the dog that was lazy or quick, and just
who is jumping over whom? There are NLP models that are designed to use a bag of words as inputs,
but it is easy to see that much information is lost when word order is discarded, thus we can infer
that the order and position of the words contain a significant amount of information. The same can be
true for time series, a CBC signal that contains a merger, an inspiral, and a ringdown, in that order,
can probably be discounted as a glitch, but if we feed it in as a bag of words model, there could be no
distinction between this and the expected arrangement.

We solve this problem by adding extra information to our input embeddings with positional encoding
[56,316]. To do this, we create a matrix that is the same size as our attention input matrix: [num_-
time_steps, num_feature_channels]. Each column in our matrix must have certain properties: it must
be unique so that no two feature embeddings are given the same encoding, and it must convey infor-
mation about the absolute and relative position of a given feature vector in the input sequence. We
create this matrix using

PE(𝑡, 𝑖) =

⎩
{
{
{
⎨
{
{
{
⎧

sin( 𝑡

log(10000)
𝑖

𝑑model
) if 𝑖 is even

cos( 𝑡

log(10000)
𝑖

𝑑model
) if 𝑖 is odd

6.1

where PE(𝑡, 𝑖) is the positional encoding matrix, 𝑡 is the time index, 𝑖 is the feature index, and 𝑑model is
the dimension of our model, the relevance of which will become clear later. The periodicity of sine and
cosine functions enables a unique identifier for each vector whilst maintaining a consistent pattern
that evolves across the time dimension [56]. This uniqueness ensures that absolute position is encoded;
all feature vectors get a unique encoding, which will be the same independent of the vector’s contents
so the model can learn which encodings map to which positions. The logarithmic term, log(10000)
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ensures that the variation in frequency between steps is large enough to be detectable by the model,
whereas the scaling by 𝑑model ensures that the positional encoding values do not become too large
and overshadow the feature vectors, or become so small they are undetectable. The relative position
between any two vectors in the sequence can be estimated due to the linear superposition property of
the sin and cos functions; the sum of the positional encodings will approximate 𝑡1 + 𝑡2, and the differ-
ence will approximate the difference, 𝑡1 − 𝑡2. Therefore, when the model adds or subtracts positional
encodings (as it might do implicitly during training), the resulting encoding still carries meaningful
positional information. This matrix is added to our sequence of input vectors by simple element-wise
addition, therefore inherently encoding positional information into each feature vector.

Fortunately, this embedding process is just as appropriate to use on gravitational wave data as it is on
text data. In early testing, we found that including positional encoding improved model performance
significantly.

By adding positional encoding to our input vectors, we have ensured that even if we (or a model) look
at the vector in isolation we will still be able to know where in the vector it originated [56,316]. So we
have stored extra information within the vector, however, if we look at this new vector in isolation,
there is still much contextual information provided by the rest of the sequence that we cannot access
alone. If we look at the word “dog” in isolation for example, even if we knew it was the ninth word in
the sequence, we would have no idea that it was lazy, or that a fox was jumping over it. To embed this
kind of information, we must turn to attention layers.

6.1.3 Attention!

The global information provided by an individual element within a sequence is often greater than
the local information contained within the isolated element [302,57,56,308]. This extra information is
stored contextually within the relationship between the given element and the other elements in the
sequence, both within the information stored locally by the other elements and by the relative and
absolute positions of the other elements.

The set of possible combinations of elements is large, even within relatively small sequences. Therefore,
in order to enable a machine learning model to extract contextual information efficiently, a method
must be implemented to determine which elements contribute the most contextual information to each
element. This method is attention [302,57,56,308], a type of differentiable memory in which a global
context vector is learned over an input sequence in the form

𝑿 = (�⃗�𝟏 … �⃗�𝒊 … �⃗�𝒏). 6.2

The attention mechanism aims to embed global context locally; in order to do this, a comparison must
be made between each element of the sequence and (in the case of self-attention) each other element
of the same sequence. It is trivial to see that not every element in every sequence will be equally
relevant and that this contextual dependence will depend on the information being extracted. In this
way, one learns intra-sequence relations; long-term dependencies are captured because the entire in-
put sequence is used to compute a single element of the output sequence. Ideally, this process makes
the output elements, now with contextual information embedded locally, easier for other machine-
learning methods to interpret.

A transformer model is a machine learning algorithm that implements this method to localize global
information using attention [56,303]. The output of a transformer block has the same dimensionality
as the block’s input, as it retains the same number of elements. Ideally, each element has been trans-
formed to contain a proportion of the relevant global information stored within the input sequence.
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The question becomes, how can we calculate the attention? We can use an analogous problem to
demonstrate the principle. In search and retrieval tasks, such as a search engine query, the user, in
this case, a human, must generate a query phrase that can be used to find relevant information. This
query phrase will not contain the entire information content of whatever document we are attempt-
ing to discover, if it did then we would not need to perform the search. Instead, it is generated using
words and phrases that are associated with the information we are searching for. The search engine
then has the unenviable task of searching through its entire library to find documents that might have
information relevant to the query.

The first instinct might be to look through every document and check to see if there are words and
phrases in that document that match the content of the query. Immediately, we can tell that this will
quickly become infeasible if the library is large, and/or contains large documents — the process of
searching would rapidly become very expensive. Instead, the search engine could have preprocessed
these files, and in a similar manner to how the query was generated, it could pick out the key infor-
mation content of each document in a distilled form that contains the information that it is most likely
to match with a query. It generates a key or keys for that document, which can be checked against
queries much more efficiently than searching the entire content.

Finally, the value of the information that the end user extracts from whatever document is returned,
will not necessarily equate to the entire information content of the document. Depending on what
information the user was originally searching for, and hence what query they entered into the search
bar, they might only read a particular chapter of a book, or, even more specifically than that, they might
only retain certain parts of information from that chapter that are relevant to their needs. During a
search session, a user might enter a single query that matches well with multiple keys that return
documents which the user then reads and summarises parts of the information in each document to
gain new knowledge on whatever the original subject of their query was.

This analogy introduces the three key information concepts of the query, key, and value. We can use
these concepts to build a deep learning layer that can, for every element of our input sequence, search
through each element in the sequence and extract relevant contextual information that can then be
embedded into that element, in a similar manner to how we can embed information about the elements
position using positional encoding. In attention layers, query, ⃗𝒒𝒊, key, �⃗�𝒊, and value ⃗𝒗𝒊 vectors are
generated for each sequence element �⃗�𝒊, forming three matrices for the sequence as a whole: 𝑸, 𝑲,
and 𝑽 . We create these matrices by multiplying three projection matrices with the input matrix, 𝑿,
the query, 𝑾𝒒 , key, 𝑾𝒌, and value, 𝑾𝒗, matrices. 𝑸, 𝑲, and 𝑽  are generated with

𝑸 = 𝑾𝒒𝑿, 6.3

𝑲 = 𝑾𝒌𝑿, 6.4

and

𝑽 = 𝑾𝒗𝑿. 6.5

The elements inside these weights matrices are the only tunable parameters that are learned during
the model training process [302,57]. During model training, the weights will adapt so that they can
generate effective query, key, and value vectors that allow for proficient model function. Since this is a
neural network and these are learned weights, multiplication by these weights matrices is equivalent
to the application of a dense layer with no bias values.

The nature of attention layers makes it more difficult to draw artificial neuron connection diagrams
as we have previously with perceptrons and CNNs, since the information flow is more complex. How-
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ever, we can attempt to visualize the interaction between the various vectors as interacting functional
elements, like machines in a factory, organelles in a cell, or gears in a clock; see Figure 6.4.

Figure 6.4 | Generation of query, key, and value vectors for each element in the input sequence of
length, 𝑁 . Before attention scores are calculated, each input vector, �⃗�𝒊 is multiplied by the learned
query, 𝑾𝒒 , key, 𝑾𝒌, and value, 𝑾𝒗, weights projection matrices to produce a query, ⃗𝒒𝒊, key, �⃗�𝒊, and
value ⃗𝒗𝒊 vector for the input element, �⃗�𝒊. This operation is equivalent to the multiplication of the
projection matrices and the input matrix, matrixn(X), to produce the query, 𝑸, key 𝑲, and value 𝑽
matrices. The key takeaway is that the only tunable parameters are contained in the weights matrices,
which act as projection functions to convert the input vector into functional vectors.

Figure 6.5 | Illustration of example query, key, and value vectors generated for the sentence “The quick
brown fox jumped over the lazy dog.”. After tokenisation and embedding, each vector in the embedded
input sequence generates its own query, key, and value vector. Which together form query, key, and
value matrices.

The query, key, and value matrices are used to calculate attention; see Figure 6.5 for an illustrative ex-
ample of the projection matrices applied to the example sentence. The attention method aims to collect
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relevant information about a given sequence element within that element, extracting the information
content from the position and meaning of the surrounding elements. Understandably, language does
not have words for every possible concept, instead, it relies on combinations of words to provide many
more concepts than single words could alone [317]. For example, language could have developed a sin-
gle word for “lazy-dog” and “quick-fox”; but you would soon end up with an extraordinarily large vo-
cabulary (assuming that new words were invented rather than just cheating and compounding words
with a hyphen). If we wanted to include more complex concepts like “quick-brown-fox-that-jumped-
over-the-lazy-dog” and “lazy-dog-that-has-had-quick-brown-fox-jump-over-it”, the number of poten-
tial concepts becomes vast. Within the vector space, however, we are not limited by discretized tokens,
and such concepts can all exist in a highly multi-dimensional space, since, in effect, we can add vec-
tors together to sum their meanings. Attention layers essentially attempt to assemble these complex
words [303].

In order to assemble these new vectors with embedded contextual meaning, we must work out the
magnitude to which each other element affects the meaning of that element. This score is the “atten-
tion” for which the process is named [302,57,308]. In the example sentence, “The quick brown fox
jumped over the lazy dog,” we can see that almost all of the concepts are somehow interacting with
each other in a significant manner. If we were to extend the string however say to, “The quick brown
fox jumped over the lazy dog. Incy wincy spider climbed up the water spout.”, we can see that tokens
in the second sentence have very little effect on the concepts in the first sentence, so we might expect
the attention scores between tokens in different sentences to be much lower than in the same sentence.
Now in very advanced LLMs, there could be some cross-sentence attention as the model tries to de-
termine why those two sentences in particular are next to each other, a question which could certainly
hold some information, but this would be at a much higher level of abstraction than the simpler cases
we have been discussing.

The query value for each sequence element is matched against the key value of each other element
[302,57,308]; see Figure 6.6. The alignment of the key and query determines a weighting for the value
vector, a distilled representation of the relevant information contained within that element; see Fig-
ure 6.7. The weighted value vectors are then summed to produce the new, contextually embedded,
element. The two most common attention methods are dot-product [57] and additive attention [302],
our models utilise the former and so we restrict our discussion to the work of Luong et al. and exten-
sions. In either case, the function 𝛼 maps a set of query ⃗𝒒, key �⃗�, and value ⃗𝒗 vectors to a weighted
sum of the values. This is given by

𝛼( ⃗𝒒𝒊, 𝑲, 𝑽 ) = ∑
𝑁

𝑗=1
𝑎( ⃗𝒒𝒊, �⃗�𝒋) ⃗𝒗𝒋 6.6

where 𝑎(., .) is called the alignment function and measures the similarity between the queries and
keys. In the case of dot-product attention

𝑎(𝑞, 𝑘) = 𝜎(
⃗𝒒 ⋅ �⃗�

√𝑑𝑘
) 6.7

where 𝜎 is the Softmax function; see Section 3.1.5.4, and 𝑑𝑘 is the number of elements in the key vector,
used to scale the value so that differences remain large when 𝑑𝑘 is large. This scaling was not a part
of the original dot-product attention approach [57] and was added by Vaswani et al. [56], it has since
become a common feature in attention layers.
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Figure 6.6 | Illustration of the operation of how the alignment function utilizes the query and key
vectors to produce alignment scores for each sequence element. In dot-product attention [57], this is
achieved using Equation 6.7. Note that the numbers used here are for illustratory purposes only and
not extracted from a real model.
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Figure 6.7 | Illustration of how the alignment scores are used to scale the respective value vectors for
each sequence element, and are then summed to produce a new vector that contains global information
embedded contextually. Each value vector is multiplied by the respective score, and then these scaled
elements are summed together to produce the new vector.

This calculation is performed on each element of the sequence to produce a new sequence of equal
length, hopefully with some contextual context embedded [56,308]. Generalizing Equation 6.6 for the
entire input matrix, 𝑿, we get

𝛼(𝑸, 𝑲, 𝑽 ) = 𝜎(
𝑸𝑲𝑻

√𝑑model
)𝑽 . 6.8

Where again, 𝜎 is the Softmax function [13]. Combining Equation 6.8 with Equation 6.3, Equation 6.4,
and Equation 6.5 gives a mapping between the attention input matrix, 𝑿, and the attention output
matrix, 𝒀 .

𝒀 = 𝜎(
(𝑿𝑾𝒒)(𝑿𝑾𝒌)𝑻

√𝑑𝑘
)(𝑿𝑾𝒗). 6.9

The convenience that this complex procedure can be performed with a few matrix multiplications is
one of the reasons for its great success. See Figure 6.8 and Figure 6.9 for illustrative diagrams.
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Figure 6.8 | Illustration of the operation of a single attention head. Here a very small three-element
sequence is examined. Each element of the original input sequence is coloured differently, in red, green,
and blue. All vectors and scalars associated with an input element are coloured similarly. The output
sequence vectors are coloured with a mix of the input colours to show their new information content
which consists of distilled global information. More detailed descriptions of the processes shown can
be found in Figure 6.4, Figure 6.6, and Figure 6.7.

Figure 6.9 | Upper: Alternate method of visualizing attention mechanism as a network diagram. Al-
though this is more similar to how networks have been displayed elsewhere in the thesis, it might
obfuscate some aspects of the reasoning behind the attention layer operation. As in the Figure 6.8,
this illustrates the operation of the attention mechanism on a sequence of length three, with each in-
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put vector coloured differently, in red, green, and blue. In this representation, the projection matrices,
𝑾𝒒 , 𝑾𝒌, and 𝑾𝒗, are represented as dense layers, which are applied to each of the column vectors
that comprise the input matrix in turn. It should be noted that although the dense layers are coloured
differently as they are applied to each input element, this is just to show the different data flows, the
weights are maintained by each application of each dense layer. The key, query, and value-dense lay-
ers, however, have different weights, and notably, no activation function, as they are just supplying a
linear mapping rather than any more complex behaviour. Lower: Abstraction of a single attention head
layer, that will be used in future diagrams of models which contain attention layers, in order to limit
diagram complexity.

6.1.4 Multi-Head Attention

Thus far, the process we have described is the operation performed in a single attention head. We have
worked under the assumption that all contextual information can be embedded locally with one pass
from one head. In reality, this is not true, except for trivially simple sequences it would not be possible
to embed all global information in one pass. In a similar manner to convolutional filters, wherein each
filter looks at a particular feature of the input data, an attention layer typically has multiple heads each
of which focuses on a particular information feature. One could look at colour for example, whilst
another focuses on punctuation (if not removed in tokenisation), or sentence structure.

In multi-head attention layers, the number of heads is a user-specified hyperparameter, N, just like the
number of filters in a convolutional layer [56,308]. Each head has independent weights for the query,
𝑾𝒒 , key, 𝑾𝒌, and value, 𝑾𝒗, projection matrices, which are each tuned to find specific features in the
data. After these heads have been applied the output is concatenated along the feature dimension, and
then multiplied by a further weights matrix, used to mix the outputs of different heads and to reshape
the output vector to a desired size, which does not necessarily have to be the same size as the input
vector, though this is a common choice; see Figure 6.10 for a representation of a multi-attention head.

It should be noted that in practice, all of the query, key, and value matrices for each head are calculated
simultaneously with the same large weights matrices comprising the individual weights matrices from
each head combined into large matrices. After multiplication with the input sequence, the large output
matrices are split into separate matrices for each of the individual heads for the alignment scores cal-
culation and vector summation. This is done to reduce the number of matrix multiplications required
for the layer as a whole.
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Figure 6.10 | Upper: Network diagram of multi-attention head. Similar to how multiple convolutional
kernels work in tandem in convolutional layers, multiple attention heads work together in multi-at-
tention heads to focus on different information aspects of the input vector. These are then concatenated
along the feature axis before finally being multiplied by a further weights matrix, here shown as a
dense layer, which serves to mix the output of the different heads and to reshape the output to a desired
size. Lower: Abstraction of a multi-head attention layer, that will be used in future diagrams of models
which contain attention layers.

6.1.5 Attention Blocks

Within transformers and other similar architectures, multi-head attention layers are often paired with
a number of complementary layers within a residual block [56,308,303]. The input and output matri-
ces of this block usually have identical shapes so that the block can be repeated, 𝑁  times without
having any intermediate reshaping layers. Attention blocks typically feature a number of dense layers
with activation functions in order to perform non-linear computation, regularisation methods such
as dropout and batch normalisation, and a residual skip connection wherein the block input is added
to the block output, in order to reduce the vanishing gradient problem that can occur in very deep
networks; see Figure 6.11.

Figure 6.11 | Typical attention block comprising multiple layers. Residual attention blocks vary in de-
sign between architectures but usually maintain the consistent elements shown. The skip connection
is here represented by the encircling arrow, which shows that the input of the block is fed to the output
before it is returned. There are also several regularisation methods present, batch normalisation, and
dropout which help to reduce overfitting and ensure that values within the network remain bounded.
Finally, the addition of dense layers and activation functions ensures that non-linear computation can
be performed. Sometimes, if a reduction in total model parameter count and inference time is required,
convolutional layers can be used in place of dense layers. The question marks indicate user-selectable
hyperparameters.

6.1.6 Transformers

Since their introduction, attention mechanisms have been utilized in a number of different neural
network architectures, including transformers [56,303] and generative diffusion models [304]. Trans-
formers were first proposed by Vaswani et al. [56] to solve natural-language processing tasks, showing
a significant improvement over previous recurrent and convolutional architectures. For these reasons,
we decided to investigate a fully attention-based model, inspired by a Transformer encoder.

The transformer proposed by Vaswani et al. [56] consists of two branches each comprised of stacks
of transformer blocks - the encoder and the decoder. See Figure 6.12. Since the model is designed for
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sentence generation, its architecture is a little different from what we will use in Skywarp. The encoder
model takes the input sequence, your input prompt adds positional encoding, and then runs that se-
quence through six encoder blocks, each consisting of a multi-attention head and two dense layers,
both the multi-attention head and the two dense layers are surrounded by a residual skip connection
and the outputs are normalized. The encoder converts an input sequence into a discrete latent space,
which is then fed to the decoder, which similarly consists of a multi-attention head and two dense
layers. In addition, the decoder has a cross-attention layer that receives the output of the encoder
and converts that output into key-value pairs, matching them against the queries generated by the de-
coder sequence. Cross-attention allows attention maps to be generated between elements in different
sequences, in opposition to self-attention where attention is only calculated within the sequence.

The design of this encoder-decoder serves the next token prediction capabilities of the transformer
[56,303]. The purpose of the encoder is to encode the full training input sequence and provide a com-
parison for the decoder output. The decoder output then, gets a shifted input sequence, on the token
to the right, with an additional start token. During the first attention layer in the encoder, a masking is
added, so that no element can see any elements ahead of it in time. This is because whenever a token
is at the end of a sequence it cannot see any future tokens. The outputs this process generates are then
compared against the encoder output, which can see the whole input sequence, therefore the decoder
learns to guess what the next tokens might be. That is a slight simplification but is an approximate
description of the function of a standard transformer model. See Figure 6.12.
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Figure 6.12 | The transformer model described by Vaswani et al. [56]. This encoder-decoder archi-
tecture can be used to generate predictions of the next token in a sequence. In the case of [56], this
sequence was natural language.

Since we are attempting to perform classification rather than next-element prediction, we will use only
the encoder part of the transformer architecture, and adapt it to use gravitational-wave data.

6.2 Transient Detection beyond CNNs
When expanding our literature search to include models outside of CNNs we encounter a large body
of work that has expanded greatly in recent years, even since this work was carried out [258]. The
volume presented makes it difficult to perform a complete review as it would be beyond the scope of
this document. A review article [258] is suggested for a more extensive overview.

An architecture commonly applied to time series problems is the Recurrent Neural Network [167].
Recurrent neural networks have an internal state determined by previous inferences, and thus, they
can retain some information about previous data. In many ways, RNNs were the predecessor to Trans-
former models, largely because they are able, in some way, to make inferences from global information
rather than being limited by the receptive fields of convolutional filters [247]. There have been many
studies on the application of RNNs to the transient detection problem.
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One of the most widely applied RNN subtypes is the Long Short Term Memory (LSTM) network
[318,319], which utilizes network controllable gates, which, based on learned computation, can control
what data is preserved between inferences. Though this is not a permanent memory solution, as LSTMs
will eventually lose recall ability from temporally distant inferences, it has the potential to store infor-
mation across many thousands of inferences, hence the name Long Short-Term Memory. Bidirectional
LSTMs, which are used almost exclusively throughout the literature, operate on sequences in both
directions, allowing the model to see information both after and before the segment currently being
analyzed.

There have been several attempts to apply LSTMs to CBC detection. Schmitt et al. [320] performed a
comparison of multiple network architectures including bidirectional LSTMs and found that Temporal
Convolutional Networks, which utilize a combination of convolutional and recurrent layers outper-
formed both the CNN employed by George et al. [52] and traditional matched filtering approaches.
Nigam et al. [321] perform a comparison of many different machine learning methods not limited to
artificial neural networks or deep learning; whilst the results presented are limited and difficult to
compare, they found CNNs and RNNs similarly effective. Chatterjee et al. [261] present a model con-
sisting of multiple convolutional and recurrent layers. They also present their model as a method for
denoising signals for further analysis. They lack a robust discussion of False Alarm Rates. Lin et al.
[322] present an interesting method that utilizes Bayesian networks along with LSTMs to incorporate
uncertainty into the network. This allows the model to present its result along with variable confidence,
though it demonstrates comparable predictive power it has a high false alarm rate, and they suggest
that a larger training dataset is required to improve results.

Beveridge et al. [323] present a model that is imagined as a post-processing step that consumes the out-
put of a matched filtering search, perhaps unsurprisingly considering their model input, they achieve
impressive accuracy scores down to very low FARs, although their method loses many of the benefits
typically provided by deep learning searches: computational speed and cost, and is imagined as a way
to improve current matched-filtering detection pipelines rather than replace them.

Utilizing a different RNN architecture, Zhang et al. [324] demonstrated a Bidirectional Gated Recurance
Unit (GRU) model, in comparison to a CNN and a Fourier Convolutional Neural Network (FCNN). They
found the GRU to be the best-performing model and achieved an impressive performance of 89.6%
accuracy at a False Alarm Rate (FAR) of 4.88 × 10−4 Hz on a pool of injections with SNRs between 5
and 20.

RNNs can be computationally expensive to train and run compared to other methods like CNNs [290],
there have been several papers focused on performance improvements [325,326].

There have also been attempts to apply LSTMs to burst detection problems, including a pattern-match-
ing supernovae search [327], and an unmodeled search using anomaly detection autoencoders [259].
The supernovae detection model by Iess et al. [327] demonstrates detection ability across several su-
pernovae template banks but lacks false alarm rate discussion. Moreno et al. [259] use recurrent au-
toencoders for anomaly detection, autoencoders attempt to learn a function to project elements drawn
from an input distribution into a dimensionally reduced latent space and then reconstruct the original
input element from this reduced latent space. Because the encoder and decoder are trained on a specific
distribution, if they are fed an element from outside the distribution, there will be a larger difference
between model input and output, indicating an anomaly. In the case of burst detection, there would be
no burst events in the training distribution, so if a burst event did come through the model, it would
be out of distribution. They found the LSTM performed better than CNN and GRU autoencoders with
accuracies of 30.4% for BBH signals, and 11.4% for BNS signals at a FAR of 0.01Hz.
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As a newer architecture, and one that is slightly less obvious to apply to time series data, since it
is primarily used in NLP [303], there has been less attention on the application of transformers and
attention-based models to transient detection problems. Yan et al. [328] use attention layers in a co-
herence-based detection model. Zhao et al. [329] focus on the problem of space-based detection. Jiang
et al. [262], is the most relevant work, which was published around the time this investigation was
being performed. They used a similar model architecture to that which is proposed by Skywarp, com-
bining convolutional and attention layers and achieving results that are superior to purely convolu-
tional models. During hyperparameter tuning, they found that the best performance was achieved by
applying a single transformer layer after the convolutional head. One weakness of the paper is that
their validation results are calculated using pools of mixed SNR, using the area under the ROC curve
as their primary performance metric, this makes efficiency comparisons difficult.

6.3 Skywarp Method

6.3.1 Skywarp Architectures

We have investigated a number of attention-based models and compared their performance to a CNN.
We have investigated a fully attention-based model utilizing a dense embedding Figure 6.13, as well as
a combined convolutional-attention model utilizing convolutional embedding, Figure 6.14. In response
to Jiang et al. [262] who found the best performance with a single attention block, a final model, with
only one transformer block was created. For the pure CNN model, we adapted the model from Gabbard
et al. [53], with architecture as illustrated in Figure 4.33. We used this model as a reference CNN model
to compare performance, this particular model was chosen as it is used often throughout the literature
as a baseline CNN.

When transformers are utilised for Natural Language Processing (NLP) tasks, the input strings of nat-
ural language are first tokenised into discrete tokens before those tokens are fed into an embedding
layer to convert the discrete tokens into continuous vectors that the network can ingest [314,56]. When
adapting the architecture for use on time series data, there are some design decisions that must be
taken. Tokenization, although still possible, is no longer required as the input data is initially in a con-
tinuous form. However, when deciding how to feed the series into the transformer, there are several
options. Although it is possible to feed an attention block with the length of one vector from the input
time series, it was found that this naive approach eliminated much of the transformer’s potential for
element-wise comparison. To resolve this, the method used by the vision transformer can be used; the
input data can be segmented into 𝑁  segments, and then fed into the network. In addition or in place
of such a segmentation, an embedding layer can also be employed to increase the dimensionality of
the segments.

In the pure attention model, we reshaped the input time series (1.0 s at 8192.0 Hz) into 512 segments
each consisting of 16 samples, these segments were then encoded into larger vectors with 128 elements
by a single convolutional layer with a filter size of 1. This embedding was performed to allow sufficient
size for the positional encoding to be added to each vector. This solution was found after trialling sev-
eral variations. See Figure 6.13, for more detailed information on the network.
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Figure 6.13 | Skywarp pure attention model with dense embedding. This model architecture was used
to test the purest application of attention layers to the detection problem by removing any convolu-
tional layers within the model. The single convolutional layer was employed to increase the input
dimensionality of the sequence elements from 16 to 128; this was necessary in order to add positional
encoding of the appropriate size. Without positional encoding, models were almost impossible to train.
The other hyperparameters were obtained using a rough trial-and-error search of the parameter space.
Using a more sophisticated hyperparameters search, though a desired goal, proved difficult due to the
increased computational requirements of attention-based models over CNNs. (Attention layer’s mem-
ory usage scales approximately quadratically with input dimensionality, 𝑁 : 𝑂(𝑁2) [58] similar to
dense layers, as opposed to CNNs, which scale linearly with input dimensionality, 𝑁 , and the number
of filters, 𝐹 , in the layers: 𝑂(𝑁 × 𝐹) [59], so we encountered so difficulty fitting attention models in
memory compared to CNNs.)

During testing, we found that the pure attention model did not perform as well as the CNN model.
It was found that the transformer model could much more easily overfit the training data, even with
large training datasets. In order to combat this — a combination convolutional-attention model was
introduced. This model, described in Figure 6.14, feeds the output of the convolutional layers from the
CNN described by Figure 4.33 into the attention blocks described in Figure 6.13, in attempts to gain
the benefits of both methods. The single-layer model shares the same architecture as Figure 6.14 but
with only a single attention block.
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Figure 6.14 | Skywarp convolutional attention with convolutional embedding. This model architec-
ture was employed to test if a convolutional embedding scheme, using the proven CNN architecture
of Gabbard et al. [53] embeds the input into feature maps which could then be input into attention
layers. We have the greatest success with this model variety, again hyperparameters were manually
tuned, so it is expected that with a more thorough hyperparameter investigation, a superior model
could be found.

6.3.2 Skywarp Training, Testing, and Validation Data

The training dataset was very similar to the datasets used in previous sections. IMRPhenomD wave-
forms [51] were generated using cuPhenom [48] and injected into real background noise taken from
the LIGO Livingston detector from the 3rd LIGO-Virgo joint observing run using GravyFlow [61].
The waveforms were generated with masses drawn from a uniform distribution between 5.0𝑀⊙ and
95.0𝑀⊙ for both companions and between −0.5 and 0.5 for the dimensionless spin component. A dif-
ference to note is that these waveforms were scaled with optimal SNRs drawn uniformly between 8.0
and 20.0, rather than between 8.0 and 15.0. There is no specific reason for this difference and were
this experiment to be repeated these values would be standardised. Also, note that these experiments
were performed with an earlier version of the GravyFlow data pipeline [61], so there may be some
small inconsistencies, although both cuPhenom and the data acquisition functionality should operate
very similarly to more contemporary versions. Another arbitrary difference is that real noise data was
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collected in batches of length 3600.0 s rather than 2048.0 s, this was changed after this work due to
some stability improvements when working with power-of-two length data.

Hyperparameter Value

Batch Size 32

Learning Rate 10⁻⁴

Optimiser Adam

Scaling Method SNR

Minimum SNR 8.0

Maximum SNR 20.0

SNR Distribution Uniform

Data Acquisition Batch Duration 3600.0 s

Sample Rate 2048.0 Hz

On-source Duration 1.0 s

Off-source Duration 16.0 s

Scale Factor 10²¹

Table 6.1 | The training and dataset hyperparameters used in Skywarp experiments. This is very similar
to the data used for the burst and perceptron experiments seen in Section 4.3. Note that the scale factor
here refers to the factor used during the upscaling of the CBC waveforms and real interferometer noise
from their extremely small natural dimensions to make them artificial neuron-friendly. This is done
both to ensure that the input values work well with the network activation functions and learning
rates, which are tuned around values near one, and to reduce precision errors in areas of the code that
use 32-bit precision, employed to reduce memory overhead, computational cost, and duration. Data
acquisition batch duration is a parameter of the GravyFlow data acquisition module. For speed, the
GravyFlow [61] data acquisition system downloads data in larger segments than is required for each
training batch, then randomly samples examples from this larger segment to assemble each training
batch. The data acquisition batch duration determines how long this larger batch is. Smaller values
will result in a more evenly mixed training data set and a lower overall GPU memory overhead but
will be more time-consuming during the training process.

6.3.3 Training Procedure

The training procedure is also very similar to previous experiments, using a learning rate of 10⁻⁴, a
batch size of 32, and the Adam optimizer as well used industry standards, though it is possible that
some of these hyperparameter decisions could be optimized with tuning. The training was performed
in epochs with 106 rather than 105 examples, though the training validation pool remained at 104.
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6.4 Skywarp Results
To profile the performance of Skywarp we compare it against a Convolutional Neural Network (CNN)
with architecture taken from this early paper by Gabbard et al. [53] at different false alarm rates. As
is the usual procedure, we first calculate the required model score thresholds to achieve various False
Alarm Rates, see Figure 6.15.

Figure 6.15 | Model False Alarm Rate (FAR) vs score threshold required to achieve that false alarm rate
for the three Skywarp models and the recreated CNN model from Gabbard et al. [53] The four models
display notably different FAR curve profiles, though it is important to note that a lower curve on this
plot will not necessarily translate to model performance as it says nothing about the True Positive
Rate, a classifier that labels everything as noise, for example, would be entirely flat on this plot, but
would remain useless. Still, there is a notable difference between the curves, the pure attention model,
consistently requires a much higher score threshold than the other three models, which will be seen
in its poor efficiency performance.

When we examine model efficiency curves in Figure 6.16, with key results extracted into Table 6.2 for
easier reading of the small differences, the most evident takeaway is that the pure attention model
utilizing dense embedding has by far the weakest performance, we can easily discount this method as
ineffectual. It is not clear, however, whether this poor performance is due to the choice of embedding,
or because attention layers alone are not adequate for gravitational-wave classification. We suggest
that it is the former since there have been very successful image [330] and audio attention [331] models
in other domains that do not utilize a convolutional head, and because, in theory, an attention layer
is general enough to mimic any convolution. It is theorized that either the dense layer dimensionality
increase that is performed to upscale the chunks enough to add positional encoding, is not adequate
to convert the segments into a digestible feature space, or that the chunking is ineffectual because it
splits the data without knowledge of the signal offset, creating sequence vectors which do not have
consistent signal elements.

The other three models perform much more consistently. There is no clear advantage at a FAR of 0.1Hz,
or 0.01Hz, although the attention-convolution hybrids consistently score higher, with the larger eight-
layer model’s advantage increasing with lower FARs. In many cases, this advantage is small however
ranging from one to five percent. At 0.001 Hz, the lowest power-of-ten FAR where all models still have
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classification ability, it appears that the combined convolutional attention network has a more notable
advantage over the other two competitive networks. However, this gap remains small enough to be
somewhat unconvincing, and perhaps down to statistical variances in model training, which is not a
perfect method and can fluctuate depending on the dataset order and parameter initialization. What
can be said is that the advantage seen by the single attention layer over the larger eight-layer model
that was suggested by Jiang et al. [262], was presumably down to their use of the area under ROC
curves as performance metrics, since this metric benefits from higher efficiencies at lower FARs. At
the lowest FAR presented 0.0001Hz, both the pure attention network and the single layer attention
model ceased to have any classification ability, since their score thresholds have reached one. At this
FAR the combined convolutional-attention model appears to greatly outperform the CNN. However,
this is operating very close to the 32-bit precision limit, (threshold > 0.999), which would probably
be uncomfortable for use in a transient search, as small statistical variations could have a large effect
on model performance. The efficiencies are also quite low at this threshold, perhaps lower than one
would wish to be to remain competitive with other detection methods.

Model FAR (Hz) Accuracy 6 Accuracy 8 Accuracy 10

Gabbard et al. 10−1 57.4 91.5 99.4

Skywarp Pure Attention 10−1 41.5 72.9 91.2

Skywarp Conv Attention Sin-
gle 10−1 59.2 91.7 99.3

Skywarp Conv Attention 10−1 57.2 91.4 99.4

Gabbard et al. 10−2 29.6 76.6 96.8

Skywarp Pure Attention 10−2 17.3 50.0 80.2

Skywarp Conv Attention Sin-
gle 10−2 32.5 78.6 96.9

Skywarp Conv Attention 10−2 31.9 79.2 97.4

Gabbard et al. 10−3 13.5 57.6 91.2

Skywarp Pure Attention 10−3 4.4 22.0 51.8

Skywarp Conv Attention Sin-
gle 10−3 13.3 56.7 90.2

Skywarp Conv Attention 10−3 16.9 63.3 93.0

Gabbard et al. 10−4 0.4 8.7 46.0

Skywarp Pure Attention 10−4 - - -
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Skywarp Conv Attention Sin-
gle 10−4 - - -

Skywarp Conv Attention 10−4 5.4 38.4 81.2

Table 6.2 | Accuracy results at different optimal SNRs from the four models tested at different FAR
thresholds. Scores in red are the highest results for that SNR threshold at that FAR, in the one case
where there is a tie, both scores are highlighted. With a very marginal lead, the single-layer attention-
convolution hybrid appears the be the best model at a FAR of 10−1 Hz, only losing out to the CNN and
deeper hybrid model by 0.1 percentage points at the highest SNR of 10. This is not a particularly useful
FAR range, however, and as we decrease the FAR, the deeper attention layer seems to be victorious, but
again the lead is quite small. This appears to show that the convolutional-attention model may have
a slight advantage at lower FARs. At the lowest FAR presented, 10−4 Hz, the required score threshold
for both convolutional-attention hybrid with the single attention layer, and the pure attention model,
have reached one, and therefore lack any classification ability. For the remaining models, the required
model score threshold is greater than 0.999, and although at this FAR the deep attention hybrid appears
to be the clear winner, it is unclear whether victory at such a high score threshold is meaningful, or
simply due to statistical variance in model training and the validation dataset. Although it should be
noted that the lead is similar in all SNR bins, which were created independently, so if it is statistical
variance, it is suggested that it probably originates in the training procedure.

It should be reiterated that these are single-detector results, in a real search pipeline. The FAR would
have a significant advantage. Assuming a detection pipeline with no overlap, 1.0 s duration, and two
detectors, the network FAR is given by FAR1 × FAR2 × 𝑡, we assume that FAR1 = FAR2 and our
𝑡 = 1.0𝑠 and since we have two detectors they can overlap in either direction, adding a factor of 2,
therefore our network FAR is given by 2.0 times FAR2 × 1𝑠 which turns the presented FARs from
10−1 Hz, 10−2 Hz, 10−3 Hz, and 10−4 Hz, into 2 × 10−2 Hz, 2 × 10−4 Hz, 2 × 10−6 Hz, and 2 × 10−8 Hz
respectively. The latter two of which begin to approach the regime of other detection pipelines; the
threshold for significant burst detections used by the LVK collaboration is 3.9 × 10−𝑦 Hz (once per
month) for CBCs and 3.2 × 10−8 Hz (once per year) for bursts [332]. However, in practice, it is expected
that some overlap would be employed to reduce the change of a signal falling at a boundary. As well
as efficiency curves, ROCs are also presented for comparison with other results, Figure 6.17. Due to
the nature of the current calculation of the ROC curves, their maximum FAR resolution is consider-
ably lower than what is prested in Figure 6.16, due to lower numbers of validation examples, so these
plots cannot be as effectively used to compare performance at different FARs, but can give a general
impression of model performance at higher FARs.
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Figure 6.16 | Efficiency curves of the Skywarp models and the recreated model from Gabbard et al.
at different False Alarm Rates. For each of the 4 models trained, 61 efficiency tests are performed at
evenly spaced optimal SNR values between 0 and 15. For each test, 16384 examples with signals of the
relevant SNR are examined by the model. The most evident distinction is between the pure attention
model utilizing dense embedding, and the other models, which are either purely convolutional or have
a convolutional head. There is considerably less distinction between the other three models, which
appear statistically indistinguishable at FARs of 10−1 Hz and 10−2 Hz. A slight advantage may arise
between the combined attention-convolution model and the other two competitive models at the 10−3

Hz, which is perhaps the strongest evidence of an advantage, but this small difference is still too small
to draw any definite conclusions of improved efficacy. At 10−4 Hz, the difference is much more appar-
ent, but we are approaching 32-bit precision limits, so it is unclear exactly how seriously we should
view these results. The efficiencies at this low FAR are also considerably reduced, reducing the appeal
of the use of these models at this FAR. First: Efficiency curves at a FAR of 10−1 Hz. Second: Efficiency
curves at a FAR of 10−2 Hz. Third: Efficiency curves at a FAR of 10−3 Hz. Fourth: Efficiency curves at a
FAR of 10−4 Hz.
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Figure 6.17 | Receiver Operator Curves (ROCs) generated for each of the four Skywarp models for a
variety of different SNR pools. The story demonstrated by these plots is very similar to what is shown
by the efficiency curves, Figure 6.16, albeit with less granularity. The pure attention model performs
considerably worse than the other three models, which are nearly indistinguishable. The pure convo-
lution model has a slightly higher area under the ROC curve, primarily boosted by higher efficiencies at
higher false alarm rates and the combined convolutional-attention network achieves higher accuracies
at the lower FAR ranges, with the single-layer convolutional-attention network somewhere between
the two. First: ROC generated with a pool of signals with optimal SNRs drawn uniformly between 8 to
20. Second: ROC generated with a pool of signals with optimal SNRs of 12. Third: ROC generated with
a pool of signals with optimal SNRs of 10. Fourth: ROC generated with a pool of signals with optimal
SNRs of 8. Fifth: ROC generated with a pool of signals optimal SNRs of 6.

6.5 Discussion
The use of attention layers in CBC detection models shows promise. Although these results fail to
prove a decisive advantage, they demonstrate that even with rudimentary parameter optimization, a
model can be generated to beat a CNN from the literature that is often used as a standard. One firm
conclusion that can be drawn is that the use of a pure attention model, with the dense embedding
presented, performs significantly worse than the other methods presented.

Although it does not seem like there is a very significant advantage to using the Skywarp transformer
architecture presented over the more traditional CNN model, it does appear that attention layers are
better adapted for work in low FAR regimes. A more complete hyperparameter optimization procedure,
and a more thorough investigation of signal embedding methods, as well as experiments in multi-de-
tector inputs utilizing inter-detector cross attention, may yield more significant performance benefits.
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7 CrossWave: Cross-detector Attention for the Detection and Pa-
rameterisation of Overlapping Gravitational-Wave Compact Bi-
nary Coalescences
Thus far, we have focused our attention on perhaps one of the simpler problems in gravitational-
wave data analysis, transient detection; the fact remains, that many, more complex, tasks are yet to
be satisfactorily solved. One of the largest and most intriguing of these is Parameter Estimation (PE)
[333]. Whilst detection merely identifies the presence of a signal, and, in a modeled search, tells us the
type of signal we have detected, there is invariably other scientifically valuable information that can
be extracted from a signal. During PE, we attempt to predict, with error margins, several parameters
about a gravitational-wave-producing system. Typically this is a CBC system, although PE could also
be performed on burst events if they were to be detected [334]. Fortunately, CBCs can be described
quite well in as few as 14 parameters that contain information both about the internal state of a CBC
system, known as intrinsic parameters, and its relation to us as observers, known as extrinsic parame-
ters [335]. Care should be taken to distinguish between the parameters being extracted by PE, and the
parameters of a neural network model, as they are unrelated.

Without further analysis, detection alone is useful for little more than rudimentary population analy-
sis; PE, therefore, is a crucial part of gravitation-wave data science [336]. Extrinsic parameters, like the
source distance and sky location, aid in population studies and multimessenger analysis [337], and in-
trinsic parameters such as the companion mass and spin properties can help unveil information about
the underlying physics of sources themselves [25,201,338], as well as their formation channels [226].

This section does not focus on a general PE method for either CBC or burst signals. Those have both
been well investigated and although there is arguably a greater room for improvement and a larger
need for innovation on these fronts than in detection alone it was not within the scope of this work.
In this section, we present an analysis of a much smaller subproblem within PE; the detection and
isolation, of overlapping signals contained within a single stretch of interferometer data. Because of
the somewhat limited nature of the problem, it has not been studied as thoroughly as any of the other
problems we have yet examined, which, in some ways, gives us more space for exploration, and an
increased potential for novel scientific output.

7.1 Frequency of Overlapping Compact Binary Coalescences (CBCs)
Significant improvements to our gravitational wave detection capability are anticipated within the next
few decades, with improvements to existing detectors such as LIGO-Voyager [339], as well as future 3rd

and 4th generation space and ground-based detectors such as the Einstein Telescope (ET) [74], Cosmic
Explorer (CE) [75], and the space-based Laser Interferometer Space Antenna (LISA) [76]. Whilst the
current detection rate (1~2 week−1 [BBHs]) and average detectable duration (~7𝑠 [BBHs]) of Compact
Binary Coalescences (CBCs) is too low for any real concern about the possibility of overlapping detec-
tions [340], estimated detection rates (50~300 week−1 [BBHs]) and durations (40~20000𝑠 [BBHs]) for
future networks will render such events a significant percentage of detections [340]. See Table 7.1 for
a more detailed breakdown of overlapping event estimates. Contemporary detection and PE pipelines
do not currently have any capabilities to deal with overlapping signals — and although, in many cases,
detection would still be achieved [340,63], PE would likely be at least somewhat compromised by the
presence of the overlap, especially if more detailed information about higher modes and spins [340]
are science goals.

Config-
uration

Range
(MPc)

Cut Off
(Hz)

Mean
Visible

P(Overlap)
(year−1)

𝑁events
(year−1)

𝑁overlaps
(year−1)

197



Dura-
tion (s)

aLIGO:
O3 611.0 20 6.735 3.9+1.9

−1.3 ×
10−6 42.0+21.0

−13.0 0.0+0.0
−0.0

aLIGO:
O4 842.5 20 6.735 1.0+0.5

−0.3 ×
10−5 100.0+56.0

−29.0 0.0+0.0
−0.0

aLIGO:
Design 882.9 20 6.735 1.2+0.6

−0.4 ×
10−5 120.0+60.0

−38.0 0.0+0.0
−0.0

LIGO-
Voyager 2684.0 10 43.11 2.3+1.2

−0.8 ×
10−3 2700.0+60.0

−38.0 6.3+7.7
−3.4

Einstein
Tele-
scope

4961.0 1 19830.0 1.0+0.0
−0.0 15000.0+7100.0

−5000.0 15000.0+7100.0
−5000.0

Table 7.1 | Estimated overlap rates of BBH signals in current and future detectors, sourced from Relton
[62] and Relton and Raymond [63]. Presented error values are 90% credible intervals. Note that these
results, including past observing runs are estimates rather than real values, and are meant only as an
illustration of the probable difference in overlap rates between current and future detector configura-
tions. The number of overlapping signals, 𝑁overlap, anticipated within one year is determined by the
number of detections, 𝑁events, and the visible duration of those detections, which are, in turn, affected
by the detection range and lower frequency cut off the detector configuration in question. We can see
that although with the current and previous detector configurations an overlapping event is extremely
unlikely, it will increase with LIGO-Voyager to the point where we would expect 6.3+7.7

−3.4 overlapping
signals per year of observing time, and further increase with the Einstein Telescope to the point where
we would not expect any event to be detected without components of other signals also present in the
detector. Similar overlaps are expected for LISA and Cosmic Explorer.

7.2 Detection and Parameter Estimation (PE) of Overlapping Compact Binary
Coalescences (CBCs)
Two studies examined the rate at which overlaps were likely to occur in different detector configura-
tions along with the effect of overlapping signals on PE. Samajdar et al. [340], determined that during
an observing period of the future Einstein Telescope, the typical BNS signal will have tens of overlap-
ping BBH signals and that there will be tens of thousands of signals per year that have merger times
within a few seconds of each other. They found that for the most part, this had little effect on parameter
recovery except in cases where a short BBH or quiet BNS overlapped with a louder BNS signal. Relton
and Raymond [63] performed a similar study and produced the overlap estimates seen in Table 7.1.
They found that PE bias was minimal for the larger of the two signals when the merger time separation
was greater than 0.1 s and when the SNR of the louder signal was more than three times that of the
quieter signal. This bias was also smaller when the two signals occupied different frequency regions,
and when the louder of the two signals appeared first in the detector stream. Despite this, they found
evidence of PE bias even when the smaller signal was below the detectable SNR threshold. They found
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that overlapping signals can mimic the effects of procession; it will be important to be able to distin-
guish the two when detailed procession analysis becomes possible.

Much of the work in this area focuses on performing PE with overlapping signals, and there has not
been as much attention to simply distinguishing pairs of mergers from single mergers. Relton et al.
[199] measured the detection performance of both a modelled (PyCBC) [50] and unmodeled (coherent
WaveBurst [cWB]) [22] search pipeline when searching for overlapping signals. They determined that
both pipelines were able to recover signals with minimal efficiency losses (< 1%) although they noted
that the clustering algorithm used in both pipelines was inadequate to separate the two events. They
concluded that adjustments to clustering could be made to both pipelines in order to return both events
given a sufficient merger time separation. Using these altered pipelines it would then be possible to
separate the data into two regions, which could be used for independent PE.

Once an overlapping single has been identified, the next step is to deal with PE. Although in many
cases, existing PE techniques may provide results with little bias [340,63], there are some situations in
which this may not be the case. If the PE method can be improved in order to reduce that bias, it is
useful so long as it does not result in a reduction of PE accuracy that is greater than the bias introduced
by the overlapping signal.

There are four types of methods we can apply to alleviate the issues with PE [62].

1. Global-fit methods attempt to fit both signals simultaneously. There have been several studies in-
vestigating this method by Antonelli et al. [341], which attempts to apply it to both Einstein Tele-
scope and LISA data, [342] which compares this method to hierarchical subtraction, and several
studies focusing solely on LISA data [343–345]. This has the advantage of being somewhat a natural
extension of existing methods, with no special implementation other than an increased parameter
count, but that can also be its greatest disadvantage. The total number of parameters can quickly
become large when an overlap is considered, especially if multiple overlaps are present which will
be expected to occur in ET and LISA data.

2. Local-fit methods attempt to fit each signal independently and correct for the differences. The orig-
inal proposal by Antonelli et al. [341] suggests using local fits to supplement a global-fit approach.
This will reduce the number of parameters that you require your method to fit, but its efficacy is
highly dependent on the proficiency of your correction method.

3. Hierarchical Subtraction methods suggest first fitting to the most evident signal, then subtract-
ing the signal inferred from your original fit and repeating this process for all anticipated signals
[346,342]. This method would be effective at subtracting multiple sets of parameters for overlapping
signals, assuming that the overlap does not cause bias in the initial fit, which the previously men-
tioned studies have shown is not always a correct assumption [340,63].

4. Finally, and most relevantly, machine learning methods can be employed as a global fit technique
to try and extract parameters from overlapping signals. They come with all the usual advantages,
(inference speed, flexibility, computational backloading) and disadvantages (lack of interpretability,
unpredictable failure modes). Langendorff et al. [347] attempt to use normalizing flows to output
estimations for parameters.

Most of the aforementioned methods benefit from having prior knowledge about each of the pairs
of signals, especially the merger times of each signal. As well as acting as a method to distinguish
between overlapping and lone signals, CrossWave was envisioned as a method to extract the merger
times of each of the binaries in order to assist further PE techniques. Crosswave was able to achieve
this and also demonstrated some more general, but limited PE abilities.
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7.3 CrossWave Method
We introduce Overlapnet and CrossWave, two neural network models for the identification and PE
of overlapping CBC signals. This section describes two complementary models, Overlapnet for the
separation of the overlapping case from the non-overlapping case and CrossWave as a PE follow-up to
extract the merger times of the overlapping signals in order to allow other PE methods to be performed.
Overlapnet can differentiate between overlapping signals and lone signals with efficiencies matching
that of more conventional matched filtering techniques but with considerably lower inference times
and computational costs. CrossWave can extract the merger times of the two overlapping CBCs with
an average error of less than 0.1 s. We suggest these two models or similar architectures may be used to
augment existing CBC detection and PE infrastructure, either as a complementary confirmation of the
presence of overlap or to extract the merger times of each signal in order to use other PE techniques
on the separated parts of the signals.

Since the CrossWave project was an exploratory investigation rather than an attempt to improve the
results of a preexisting machine learning method, it has a different structure to the Skywarp project.
Initially, we applied architecture from the literature, again taking Gabbard et al. [53], with architecture
illustrated here Figure 4.33. This worked effectively for the differentiation of overlapping and lone
signals. We named this simpler model OverlapNet. However, when attempting to extract the signal
merger times from the data, we found this model to be inadequate, therefore, we utilized the attention
methods described in Section 6, along with insights gained throughout other projects to construct a
more complex deep network for the task, seen in Figure 7.9. We name this network CrossWave, as
it utilises cross attention between a pair of detectors. It is hoped that this architecture can go on to
be used in other problems, as nothing in its architecture, other than its output features, have been
purpose-designed for the overlapping waveform case.

7.3.1 Crosswave Training, Testing, and Validation Data

The dataset utilized in this section differs from previous sections, in that it was not generated using
the GravyFlow data pipeline. Since this was part of a PE investigation, the exact morphology of the
waveforms injected into the signal is crucial to validating performance. The cuPhenom IMRPhenomD
waveform generator that was developed for rapid waveform generation on the GPU has a relatively
high degree of mismatch ( 5%) with IMRPhenomD signals [51] generated with LALSimulation [218] in
some areas of parameter space. This is primarily thought to be caused by cuPhenom’s [48] reduced pre-
cision (32-bit in most areas rather than 64-bit) and the lack of implementation of several post-Fourier
conditioning steps. Whilst this mismatch was deemed to be mostly adequate for detection searches,
especially for comparison of methods, we considered it inadequate for PE tasks. IMRPhenomD is also
an older approximant, which does not take into consideration the latest improvements to waveform
approximation including several physical phenomena, such as higher modes. Whilst there is currently
no one approximant that can generate waveforms that include all physical effects, we opted to use IM-
RPhenomTPHM [217], which is a Time-Domain approximant that includes the physics of precession,
which allows for studies of Higher Modes.

A static dataset was created using BBH waveforms generated using LALSimulation [218] and injected
into Gaussian noise coloured by the LIGO Hanford and LIGO Livingston aLIGO design specifications
[348] using the technique described in Section 4.2.2 but not with the GravyFlow [61] pipeline. No BNS
signals were considered. We used a 16 s on-source duration, to allow more space for different signal
start times and to examine the effects of distant signal overlap on PE. We used a sample rate of 1024Hz,
as this was considered adequate to contain the vast majority of relevant frequency content for the
CBCs examined.

200



Unlike in the detection case, wherein our training distribution consisted of some examples with ob-
fuscated signals and some consisting of pure noise, we assume that a detection has already been made
by a detection pipeline, so our examples always contain signal content of some kind. This assumption
was made to simplify the task to its minimal possible case. Our generated waveform bank consisted of
2 × 105 IMRPhenomTPHM approximants. From that template bank, we constructed 2 × 105 examples
of lone signals injected into obfuscated noise and 2 × 105 examples of pairs of signals injected into
obfuscated noise, totaling 4 × 105 training examples. In the latter case, each waveform was unique
to a single pair, generating 105 pairs, but each pair was injected into two different noise realizations
in order to generate identical numbers of lone and paired templates. The use of the same waveforms
in both the single case and the pairs was a conscious decision that was made in order to attempt to
reduce the chance of the network overfitting to any particular signal morphologies that it learned to
associate specifically with lone signals or pairs of signals.

The waveforms were generated with a wide parameter range drawn uniformly from across parameter
space. The primary component of each waveform was generated with masses between 10.0𝑀⊙ and
70.0𝑀⊙, this is notably inconsistent with our previous studies, but was reduced to reduce task com-
plexity and because this still covers most of the range that is of interest to PE studies. This also ensured
that their visual duration, (starting at 20.0 Hz, which is both the whitening low-pass filter and around
the limit that the detector design curve starts to make detection impossible), remained well contained
within the 16 s on-source duration. Also unlike in our previous detection studies, the mass ratio was
constrained between 0.1 and 1. Since the approximants were generated in an alternate method utilis-
ing luminosity distance as the scaling factor rather than SNR, the SNRs are not uniformly distributed,
however, the Network SNR of any signal is not less than 5 or greater than 100. For each injection,
luminosity distance in MPc was drawn from a power law distribution with base two scaled by 145,
with a minimum distance of 5.0 MPc, this luminosity distance range was generated by a trial and error
approach to achieve the desired SNR distribution. An overview of the parameters used to train both
the CrossWave and Overlapnet models is shown in Table 7.2.

A validation dataset was also generated with independent signals and background noise, with 2 ×
104 singles and 2 × 104 pairs generated similarly to the training data but with different random seeds,
totalling 4 × 104 validation examples.

Hyperparameter Value

Batch Size 32

Learning Rate 10⁻⁴

Optimiser Adam

Scaling Method Luminosity Distance

Min Luminosity Distance 5.0

Max Luminosity Distance N/A

Luminosity Distance Distribution (Power-Law (base 2) × 145) + 5 MPc

Data Acquisition Batch Duration N/A
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Sample Rate 1024.0 Hz

On-source Duration 16.0 s

Off-source Duration N/A

Scale Factor 10²¹

Table 7.2 | The training and dataset hyperparameters used in CrossWavea and Overlapnet experi-
ments.

In the case of the pairs of injections, the two waveforms are injected so that their merger times never
have a separation exceeding 2 s. “Signal A” is defined as the signal whose merger arrives second at the
Earth’s centre, whereas “Signal B” is always defined as the signal whose merger time arrives first. This
allows the model to differentiate between the two signals for the PE tasks. When only one waveform
is present, that waveform is labelled “Signal A”. It is possible, if the merger arrival time separation
between signal A and signal B is low enough, that the order of A and B in the Hanford and Livingston
detectors may be switched, if this is the case it would only happen in very few cases since the vast
majority of training and validation examples with pairs of signals have merger time separations larger
than the light travel time between detectors ( 0.01 s).
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Figure 7.1 | Two illustrative examples of 1the example used to train CrossWave, the upper demon-
strates the single signal case, the lower the multiple signal case. Since the real data used to train
CrossWave was unwhitened, it is not easy to parse by eye. Thus, as an illustrative example, these two
examples are shown in whitened data generated using cuPhenom and GravyFlow. The example dura-
tion has also been cropped from 16 s to 5 s, since the merger times never have a separation greater
than 2 s this is ample as an example. Both examples show time series from both detectors, simulating
LIGO Livingstone and LIGO Hanford. Upper: Single waveform injected into noise drawn from the two
LIGO detectors. Lower: A pair of waveforms injected into noise drawn from the two LIGO detectors.
The waveforms are always injected with merger times less than 2 s distant.

7.3.1.1 A note on Whitening

Interestingly, since the data was generated independently from GravyFlow, it was not whitened prior
to model injection. Since this is not a comparison to other machine learning methods that use whiten-
ing, this is not particularly an issue, but it also can’t tell us about the efficacy we have lost/gained due
to the lack of whitening. Since this investigation does have positive results, this could potentially be
an area for future experimentation, forgoing the whitening step before ingestion by a model would
streamline a lot of the problems faced by low-latency machine learning pipelines. It should be remem-
bered, however, that the training and validation data was generated using the unchanging PSDs of
the aLIGO design specification [348] for each given detector. Attempting to train models with real or
pseudo-real noise which is non-stationary, and in the former case contains non-linear glitches, may
not be as viable.

The use of unwhitened noise, if possible, may have some benefits in the case of overlapping signal
detection and PE. Because this work is only expected to become relevant in the regime of very long-
lived signals, it may be difficult to get clean off-source data at a close enough time separation from the
on-source data which is not also contaminated with other signals.
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7.4 Overlapnet Results

7.4.1 Classification

The first attempt to classify input examples generated with the method described in Section 7.3.1 uti-
lized an architecture from the literature adapted from Gabbard et al. [53], the model architecture of
this model can be seen at Figure 4.33. To distinguish this model from later models, this model was
named Overlapnet. We trained a binary classifier to output a score near or equal to one if there were
two signals present in the input data, and a score near or equal to zero if there was only one signal in
the data.

Since data for this experiment was generated independently, validation was also performed alternately.
Since we are assuming the presence of at least one signal, in either case, the problem is not hugely
asymmetric as it is in the CBC detection case. The penalty for incorrectly classifying a single signal
as a double is much less than for classifying noise as a signal. This is because a detection model must
examine many more noise examples than an overlap detection model would signals since we are as-
suming at least one signal has already been detected by another method. If we assume that misiden-
tifying a single signal as a double is as undesirable as misidentifying a pair of signals as a single, we
can set a classification threshold of 0.5 so that neither class is favoured (unless the model intrinsically
favours one class over another, which is also possible), as an equal ratio between classes is usually
recommended to maximize overall model performance [349]. This means we can focus on optimizing
our model to gain as high accuracy as possible, without needing performance in extremely low FAR
regimes; therefore FAR plots are not particularly useful.

The trained model was run over the validation dataset consisting of 4 × 104 examples generated in-
dependently but with the same method as the training data. The parameters for each waveform were
recorded and compared with the classification results.

This initial attempt at applying a preexisting model from the literature to the problem proved sufficient
even in unwhitened noise. The model was able to correctly classify most pair examples where both of
the optimal network SNRs are above 10, and correctly identify almost all single signals. See Figure 7.2.

For the single signal validation examples, the model can correctly identify almost all cases, (assuming a
detection score threshold of 0.5). We note that although the classification error very rarely exceeds 0.5,
there is still some notable error. It is thought that this may be because of deficiencies in the construc-
tion of the dataset. Since there is very little to differentiate between pairs of signals where one signal is
rendered almost indetecable due to a small SNR, and single signals; and between pairs of signals where
both detectors have a low SNR and a single signal with a low SNR, this adds significant confusion to
the training process, which encourages the model to show less confidence when classifying signals
as singles. This could be ameliorated by increasing the minimum SNR threshold of the signals to the
point where no (or fewer) training examples have one undetectable signal, although this change may
come to the detriment of other classification abilities.

In the pair validation examples, the model has a much wider range of detection ability determined by
the optimal network SNR of each of the examples’ two signals. The model shows good performance
when both signals have an optimal network SNR of at least ten, with a rapid decline below these values,
which is roughly consistent with the efficiency curves we see in detection cases. This is anticipated.
When one of the signals has a low SNR, the example becomes very similar to a single signal; when
both of the signals have a low SNR, the example becomes indistinguishable from a single signal with
a low SNR. In both of these cases, the model prefers to classify examples as single signals rather than
double. This makes sense, the model will try to minimize the difference between its output and the
ground truth values, half the examples in the training dataset are single signals, whereas considerably
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less than half the signals are pairs of signals with one low SNR — if the model has to guess between
the two, it is more likely that the example will be in the former category than the latter. This is also
probably true for real signals, so this is possibly not a bad feature of the classifier. For the case when
both signals in a pair have low SNR, it also makes sense that the classifier would want to classify these
as single signals, as there are many more examples of a single signal with a low SNR in the training
dataset than there are of a pair of signals both with a low SNR.

It is also speculated that the model may have learned to associate low overall excess power with single
signals. Since the two classes were not normalized to contain roughly equal excess power, the average
excess power found in pair examples will be double that of the average excess power found in single
examples. This is certainly a feature that the classifier could have learned to recognize. This could be
alleviated by normalizing the excess power between the classes, which would force the detector to rely
on the signal morphologies alone rather than the excess power contained within the example. It is not
clear whether this would be a useful feature or not. Certainly, in nature, overlapping signals would, in
general, mean greater excess power, but this may have detrimental effects in model training.

Figure 7.2 | Classification error of Overlapnet output when fed validation examples, plotted with sig-
nal A optimal network SNR and signal B optimal network SNR. A total of 4 × 104 validation examples
were used to produce this plot. All examples consist of two-channel synthetic detector noise generated
by colouring Gaussian white noise with the LIGO Hanford and LIGO Livingston aLIGO design spec-
ifications. Half the validation examples were injected with one each of 2 × 104 IMRPhenomTPHM
waveforms with no repetitions, these are the single injection examples, which only contain Signal A.
In these cases the SNR of signal B is always zero, these signals are seen arranged along the bottom of
the plot. The other half of the examples consist of two each of the same 2 × 104 IMRPhenomTPHM
waveforms with two repeats of the same pairs of signals injected into different noise realizations. A
model score near one indicates the model has determined that the example has two hidden signals
and a score near zero indicates that the model thinks the example has only one hidden signal. The
classification score error shows the difference between the ground truth value and the predicted model
output. Therefore an error nearer zero indicates good model performance, and an error nearer one in-
dicates poor model performance. Assuming a classification threshold of 0.5 we can see that the model
can successfully classify almost all single examples, and can successfully classify most pairs of signals
when the Network SNR of both signals is above an optimal SNR of ten. We note that although classi-
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fication is achieved in most cases, there is still substantial error in many cases, though mostly below
the threshold required for an inaccurate classification, 0.5. It is theorised that this is because the model
is trained with many examples of pairs of detectors with one low SNR that are hard to distinguish
from single detectors with one signal. This confusion could add considerable uncertainty to the model
predictions, and it is recommended that if this project were to be repeated the minimum SNR threshold
for both of the signals should be increased. When either of the optimal network SNRs of one of the
signals falls below 10, the rate of classification error increases in a curve that is consistently shaped
with the detection efficiency curves discussed in previous sections. This is anticipated — in the case
that one of the SNRs becomes low, the signal will appear to look like a single signal as the other signal
becomes hard to distinguish. In the case where both signals have a low SNR, both signals are hard to
distinguish and it becomes difficult to differentiate between a single hard to identify signal and multi-
ple hard to identify signals. In this latter case, where both signals have a low SNR, the model appears to
favour classification as a single signal rather than double. It is hypothesized that this may be because
the pairs and single examples were not normalized to have consistent excess power, meaning that the
total excess power contained in the set of all two signal examples will be double that of the total excess
power in all single signal examples. This might bias the network to associate low excess power with
single signal examples. Left: Full validation results. Right: Zoomed result for increased detail below
optimal network SNRs of 50.

We also plot several pseudo-efficiency curves for easier comparison to other results in Figure 7.3. Since
there are now two network SNR values for each pair example and one network SNR value for each
single example, we present the result in five distinct efficiency curves, four curves for the pair exam-
ples, and one curve for the single example. The four curves for the pair examples are generated by
sorting the dataset by the maximum network SNR of the pairs, minimum network SNR of the pairs,
and the SNR of signals A and B, then by generating a rolling average of the model scores. The single
signal SNR is generated by sorting by the lone SNR value and calculating a rolling average. Note that
unlike previous efficiency curves, which displayed the percentage of results that were above a certain
FAR-calibrated model threshold, these curves just plot the rolling average model predictions, which
are correct at a score of one for the four pair curves, and correct at zero for the one single signal curve.

The minimum SNR signal curve reaches an average model score near one at a minimum network SNR
of around 37, which is quite high. However, it still achieves relatively good scores above an optimal
SNR of 16. The reason this curve appears with this different shape to the detection efficiency curves
is presumably because there are factors other than the measured SNR that are relevant to the model
performance. In all the pair examples, the other non-ranking SNR value will have a large effect on the
model’s ability to distinguish between the two cases, along with the merger time separation, and the
parameter space difference between the two injections. Since the minimum network SNR is the only
curve that reaches scores near one of the four curves for pair examples, we can infer that this is the
bottleneck for detection ability. The other curves never reach one no matter how high the network
SNR suggesting that a percentage of the other SNRs in the pairs are low and decrease detection ability.

The maximum SNR line, as expected shows, considerably lower performance at lower SNRs. In each
of the examples on this line, the lower SNR signal, which we know is the limiting factor, is equal to
or lower than the SNR metric. This also explains why the line starts at a higher SNR — because the
line is a rolling average of the examples sorted by SNR metric, the first average SNR value for the
maximum signals will naturally be higher than the first average of the minimum signals. Interestingly,
the maximum SNR curve reaches approximate parity with the lines plotting effficiencies when sorted
by the SNR of signals A and B. This is presumably because there is a large range of SNRs less than the
maximum, so the lower SNR is likely to still be detectable, with the difference between this maximum
efficiency and one due to the undetectable percentage of SNRs under this maximum value.
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Curves were also plotted by sorting the pair validation results when sorted by signal A SNR and signal
B SNR. These were plotted to see if the model had any bias between the signals. Signal B is defined
as the signal that arrives first in the detection, so it might in theory be possible for the classifier to
develop bias toward one signal or another. However, the results show very little difference between
the two curves, suggesting that the model does not have a preference between which signal has the
higher SNR. Again the model does not reach an average model score of one, but this is because the
other SNR in the pair is unconstrained, so a certain percentage of examples at each average calculation
will have a pairing with an SNR that is undetectable.

Finally, an efficiency curve was plotted for the single signal examples. Only one curve was plotted for
this example, as a single network SNR value can capture the entire SNR information content of the
example. Note that in this case, a model prediction of zero rather than one is correct, so lower scores
indicate a more accurate prediction. We see that the model performs best at SNR values less than 20,
before plateauing and slowly increasing beyond that. This shape is created because the training data
contained many pair examples with one low SNR value which would look very similar to single signal
examples, creating confusion in the training process and leading the model to predict single signals
with some uncertainty. The higher performance at low SNRs is presumably due to the excess power
bias because there are considerably more single signal examples on the lower excess power end, the
model can more confidently predict a single signal if the total excess power is low. For the same reason,
model performance degrades at higher single signal SNRs as it is more likely there is higher excess
power in double signal examples, although in double signal examples with high excess power the dou-
ble morphologies are more likely to be visible, so this bias is considerably less than the low power bias
demonstrated.

Figure 7.3 | Overlapnet pair efficiency plots created from the combined overlapnet validation data
pool using rolling averages with a window of 1000 and plotting every 100th average value. This plot
gives an approximate comparison to the efficiency plots generated in the detection cases; although
generation was done with a rolling average over a pool of logarithmically distributed SNRs rather than
with pools of discrete SNRs at specific test SNR values that have been used previously in the detec-
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tion cases. Also note that this plots the model output score, rather than the percentage of cases which
fall above a calibrated SNR threshold. These efficiency plots show the relationship between the SNR
values of one of the signals and the model prediction. One of the five lines gives the rolling average
model score when the validation results pool is sorted by minimum SNR value. This is perhaps the
most useful of the four lines as it is the bottleneck in classification ability. It reaches a classification
score of 1.0 at a minimum optimal network SNR of around 37. It remains above 0.9 for SNRs above
19 and increases slowly until 37. This separates it from the detection case and is presumably because
there are extra factors not accounted for on this plot, primarily the SNR of the second signal, but also
things like the parameter space difference of the two waveforms and the merger time separation of
the two waveforms, which could both add increased difficulty without being visible on the efficiency
plot. Two of the lines plot the rolling average model score when plotted with the SNR of one of the two
signals, signal A and signal B. Signal B always arrives before signal A. The similarity between these
lines shows that it is unlikely there is any bias between whether signal A has the lower SNR or signal B.
The maximum scores achieved by these lines are less than the minimum, as there are always low SNR
signals in the average used to calculate this. The last of the four pair example lines shows the moving
average when the validation pool is sorted by the maximum SNR of the two injected signals. This is the
lowest still, as it is more likely that the uncounted-for signals have low SNR. Lastly, we show the single
signal SNR scores. Unlike the other signals, a lower score is better in this case, as a model prediction of
zero indicates the lack of a second signal. We see that at low SNRs this score is lowest; this is expected
as there are considerably more low SNR single signals in the dataset than pairs of signals, and this
supports our hypothesis that the network is using excess power as a differentiation method. Above an
optimal network SNR of 18 the classification score plateaus at an average of 0.2, as stated previously
it is believed this is induced through confusing examples in the training dataset where it is almost
impossible for the network to determine between a pair of signals where one signal has a low SNR
and a single signal, teaching the network to guess with some uncertainty in all apparent single signal
cases. We also see a slight decrease in prediction accuracy as SNR increases, again this probably results
from the excess power bias. From this plot we can conclude that as expected the lowest SNR signal in
the pair is the largest factor in model efficiency, but that other factors are probably also relevant.

We create additional plots to explore how classification performance varies with other areas of para-
meter space. First, we examine how the time difference between the merger arrival of signal B and
signal A at the earth center (assumed to be very close to the arrival at any of the detectors. Only in a
very small number of cases will the order of arrival at the Earth’s center be different from the arrival
time at any detector when using this range of time separations), which affects the classification per-
formance. Figure 7.4 shows that there is little correlation between model performance and the arrival
time difference, except when the time separation is very small. There appears to be some degradation
of perfomance below 0.8 s, but this only becomes very significant below 0.2 s. Since the average model
performance values are calculated using a rolling average, when we examine the distribution of indi-
vidual example performance by eye this first bin also seems to be heavily weighted by examples whose
separation is very close to zero. As the time separation moves toward zero, the model has less oppor-
tunity to use distinct merger peaks to aid in its classification and must begin to rely on morphology
alone. Since the model maintains performance, though at a reduced efficiency, at separations down to
zero seconds, we can determine that the model can use morphologies as well as distinct peaks, in order
to distinguish between the two cases. Further analysis of a validation set consisting only of zero sepa-
rated signals would be useful to examine this further. However, since signals arriving with such small
separations are very unlikely even when detection rates are massively increased, this is not considered
a priority.
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Figure 7.4 | Overlapnet classification results plotted against the time elapsed in seconds between the
arrival of the merger of signal B and signal A. The coloured circles represent individual validation clas-
sification results colour-coded for visual clarity. The red line is the moving average model prediction
error at the stated time separation with a window of 500 validation examples. Only pairs are plotted, as
single examples have no time separation. We see that for time differences above 0.8 s the separation has
little effect on the average prediction error. Between 0.2 s and 0.8 s there is a slight but notable increase
in error, and below a merger time difference of 0.2 s there is a more notable uptick in error. It appears
that this uptick at lower time separations is mostly caused by signals that have very low separation
(< 0.1 s) — this seems to be the only significant predictor of model performance, other than this, and
the small decrease in performance below 0.8 s the classifier seems to work with equal efficiency across
time separations. This is perhaps less of a correlation than might be expected, but it demonstrates that
only very close signals are problematic if at detectable SNRs. This is a good sign for the chances of
developing a useful classifier.

For our final analysis of the classification results, we explore the parameter space of the waveform by
examining model performance at different values of chirp mass and mass ratio; see Figure 7.5. These
plots are less illuminatory, the only visible correlation exists between a lower chirp mass in one or both
signals and poor performance. This is likely caused because sources will have a lower ℎrss and therefore
SNR (assuming identical detector noise conditions, sky localization, and polarization) if they are at the
same luminosity distance as another signal with a higher chirp mass. This is also corroborated by the
decrease in single signal classification performance at higher chirp masses, which is seen with higher
SNRs. However, if luminosity distance is variable, which it is in the dataset, chirp mass alone does not
correspond directly to SNR. Thus we don’t see as strong of a correlation as we see in Figure 7.2.
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Since there is no visible correlation along the line where the two parameters are equal to each other,
we can conclude that both waveforms having similar mass parameters have relatively little effect on
the ability of the model to correctly classify the signal. This is slightly surprising, as we would expect
signals with similar frequency contents to be more difficult for the model to separate. However, in
most cases within the validation dataset, the arrival time separation was large enough that the model
could use the distinct merger peaks as evidence for mergers rather than relying on the morphologies
alone. Which may explain this seeming lack of dependence on waveform parameters.

Figure 7.5 | Overlapnet classification results compared with the mass parameters of the constituent
waveforms. Left: Overlapnet classification scores plotted with source chirp masses for signal A and sig-
nal B. There appears to be some correlation between lower chirp masses and poor model performance,
however, because there are highly performing examples even in cases where both chirp masses are low
we can conclude that this does not explain the entire picture. It is hypothesized, that this correlation is
primarily caused by the fact that lower chirp masses are more likely to produce a low SNR signal. If two
sources were at the same luminosity distance but one had a higher chirp mass, the higher chirp mass
would have a louder SNR (assuming identical detector noise conditions, sky localization, and signal
polarisation). This hypothesis is supported by the lower model performance of single signals at higher
chirp masses, as we have seen that single signal classification is slightly worse at higher SNRs. Right:
Overlapnet classification scores plotted with source mass ratio for signal A and signal B. This plot
shows that there is very little, if any correlation between the mass ratio of the two signals, and model
performance. This continues to show that signal morphology does not make a decisive difference in
classification ability, which is primarily determined by the minimum SNR of a signal in the pairs, and
secondarily weakened if the signals have a very small time separation.

We conclude that Overlapnet is capable enough to differentiate between single and overlapping signals
in the majority of cases, and with some adjustment to the training dataset, performance could probably
be improved by removing the ambiguity generated by impossible-to-distinguish examples.

7.4.2 Regression

Following the relative success of Overlapnet in differentiating between examples with one CBC signal
present and two overlapping CBC signals present, we attempted to use the same model, with an ad-
justed activation function on the last layer, (linear rather than softmax), to attempt a regression prob-
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lem on pairs of overlapping signals, in an attempt to extract useful information that could be used in a
parameter estimation pipeline. The most useful parameters that can be extracted from an overlapping
signal, are the merger times of the two signals A and B. Using the same training dataset and procedure,
we changed only the activation function applied to the model output to allow for regression rather
than classification, the model loss function used, again to allow for regression, and the labels that the
model was trained to output. Rather than output a score between zero and one, we trained the model
to output a merger time for signal A, and a merger time for signal B.

Due to an error in the data labelling procedure, which was not spotted until later experiments. Regres-
sion test results were extremely poor. Initially, it was thought that this was down to using an insuffi-
cient model for the task, therefore a much more complex and experimental network was constructed,
utilizing much of the insight gained from previous experiments, as well as denoising autoencoder
heads, and cross-attention layers between detectors. These concepts are explained in Section 7.5. We
name this more complex network structure CrossWave. It should be noted that it is not proven that
such a complex network is necessary for successfully overlapping parameter estimation of overlapping
CBC signal with machine learning.

7.5 Aditional Structural Elements

7.5.1 Cross-Attention

The multi-head attention layers we have explored thus far in Section 6 have all consisted of self-at-
tention heads, which is the most natural application of attention [56,308]. However, attention layers
can also be used to compare two different sequences; this is a principle component of the archetypical
transformer design [56,303], wherein cross-attention layers compare the model-predicted vectors to
the ground truth vectors of the training data. See Section 6.1.6. Since we were not concerned with next-
token prediction in Section 6 we opted not to use cross-attention layers and instead focus entirely on
self-attention.

However, there is a scenario in gravitational-wave data science for which a natural application of cross
attention can be applied — between the detector outputs of the multiple interferometers of a gravita-
tional-wave detection network. There are two ways in which we could deal with this scenario, we could
apply the appropriate temporal encoding and add an encoding element informing the model which
detector each sequence element originated from, or we could simply use cross attention between the
multiple detectors. See Figure 7.6> for an illustration of the cross-attention mechanism.

In cross-attention, query, key, and value vectors are still generated, but for two sequences instead of
one [56,303]. The query vectors from one sequence are then compared with the key vectors of the other
sequence, and the value vectors of that sequence are summed together similarly as in self-attention.
What this does is it allows the attention layer to accumulate information from the other sequence
that is relevant to vectors in the first sequence. Because the choice of which sequence will provide the
query and which the key and value, matters, cross-attention is not commutative. After calculating the
cross-attention between detectors, you can then add this result to the self-attention result, allowing
you to accumulate relevant information both from other temporal locations in one detector and from
information provided by other detectors.

Overlapnet used both LIGO detectors as input since there was no need to try and optimise for low FAR.
When attempting to improve on this network operation with attention layers, it is a natural choice to
apply cross-attention.
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Figure 7.6 | Illustration of the action of a single cross-attention head. In contrast to a self-attention
head, a cross-attention head takes two sequences as input: a querier sequence, and a queried sequence.
The queryier sequence is converted into query vectors with a learned weights matrix, and the queried
sequence is converted into key and value vectors. The rest of the attention mechanism functions iden-
tically to self-attention but uses query, key, and value vectors that originate from different sources. For
more details on the self-attention mechanism see the description in Section 6.1.3.

7.5.2 Autoencoders and Denoising

Autoencoders are a family of artificial neural network architectures [248]. They can utilise many dif-
ferent layer types including pure dense layers, convolutional layers, and attention-layers, but they are
defined fundamentally by their inputs and outputs and the shape of the data as it moves through the
network. The vanilla autoencoder can be described as a form of unsupervised learning since the model
input is the same as the model output, and therefore, although it has in some sense a model label — its
input, the data does not need to be labeled, as it is its own label.

A vanilla autoencoder attempts to compress the information content of its input into a latent vector
that is typically significantly smaller than the input vector, then regenerate the original input vector
from that reduced latent vector with as little loss as possible [248]. This has useful applications as a
compression algorithm, but also sometimes in encryption and many other applications. Having access
to a lower dimensional latent space that can represent elements of a unique distribution has many
uses in generative models and classifiers. Many different subtypes of autoencoder try to regularise the
latent space into a more useful format, the most common of which is the Variational AutoEncoder
(VAE) [350].

Autoencoders can also be used for anomaly rejection [248] which has application in gravitational-
wave analysis in both glitch [351] and burst detection [259]. Because an autoendoer is trained to re-
construct data from a given distribution, if it is fed a result that lies outside that distribution this will
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likely result in a high reconstruction loss. The value of this loss then can be used to determine if the
autoencoder has encountered something from outside its training distribution. In the case of gravita-
tional-wave glitches, we can train a model on known glitch types or a single known glitch type. We can
then reject glitches that the autoencoder can successfully reconstruct as specimens of known detector
glitches. For anomaly detection, we can instead train the model to reconstruct a standard interferom-
eter background, if the autoencoder fails to reconstruct a section of the background well, it could be
an indication of the presence of an anomaly, which in some cases could be a gravitational wave burst.
When detected in conjunction with coherent anomalies from multiple detectors, this could lead to a
confirmed burst detection once glitches have been ruled out.

An autoencoder has three parts, an encoder, a decoder, and a latent vector [248]. See Figure 7.7. The
encoder attempts to reduce the input vector into a smaller latent space vector. Performing a kind of
dimensional reduction which hopefully preserves most of the information content of the input vector
by representing it in a more efficient data format. In most distributions that are interesting, there is a
significant structure that can be learned and used to compress the data. Similar to compression algo-
rithms, if the input data is random and has no structure, there will not be a way to represent that data
in a much more efficient way. The encoder commonly has an identical structure to the convolutional
layers in a CNN. A function to compress the input data down into smaller feature maps is identical
to what we require from our encoder. Encoders can also be built with dense or attention layers, and
share most of the benefits and drawbacks of these previously discussed. The decoder is similar but
acts in reverse to reconstruct the original input data from the reduced representation generated by the
encoder. Often the decoder is a mirror image of the enoder and uses inverted layers such as transpose
convolutional layers.

As well as acting as unsupervised models, it is possible to use pseudo-autoencoders which have the
same structure as autoencoders but are not autoencoders in the truest definition, to produce an out-
put that is not the same as its input, but instead an altered version of the input. This can be used to
transform the input in some way, for example adding a filter to an image or audio input, or it can
be used to try and remove noise from the original image. This latter type is known as a denoising
autoencoder [352], and it is what we will be using as part of our expanded CrossWave architecture.
Denoising autoencoders are no longer considered unsupervised models, as the labels must be denoised
versions of the input vectors. During training, the denoising autoencoder learns to extract important
features from the input image but ignores the noise, as it is not present in the output label and would
be unnecessary information to propagate through the model. There have been some attempts to apply
denoising autoencoders to gravitational-wave data in order to remove interferometer noise and reveal
hidden gravitational-wave signals.
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Figure 7.7 | Illustration of two trivial autoencoder architectures, one using only dense layers, the other
using convolutional layers. Both networks have very few neurons and would likely not see use in any
real practical application but are presented for illustration only. Autoencoders consist of an encoder
that performs dimensional reduction on an input vector to reduce its dimensionality to a smaller latent
space and produce a latent vector, this latent vector is then processed by the decoder which attempts to
perform the inverse operation and reconstruct the original input image, or a slightly altered version of
the input, for example a denoised version of the original input. Often the decoder is simply an inversed
version of the encoder, which introduces the concept of transposed convolutional layers which per-
form the inverted operation of convolutional layers. Upper: Illustrative dense layer autoencoder with
a two-layer encoder and a two-layer decoder. The latent space of this autoencoder has two dimensions
meaning the dimensionality of the input vector has been reduced from five down to two Lower: Illus-
trative convolutional autoencoder with a two-layer encoder consisting of convolutional layers and a
two-layer decoder consisting of transposed convolutional layers. The latent vector of this autoencoder
has four elements, which means there has only been a reduction of one element between the input
vector and the latent space.

7.6 CrossWave Architecture
The CrossWave architecture is the most ambitious model architecture presented in this thesis. It at-
tempts to combine many intuitions gained throughout the research, with contemporary network fea-
tures that are known to work well in similar domains. We utilize several new conceptual elements:
denoising autoencoder heads, and cross-attention layers, which are described in more detail in Sec-
tion 7.5.

The Crosswave architecture has a dual branch structure, which, rather than immediately combining
both detectors into one multi-dimensional input stream, deals with input streams from both detectors
in separate network branches in the first stage of the model. Each detector input is first fed into inde-
pendent denoising autoencoder heads, with the idea that each autoencoder can learn to deal with the
specificities of that particular detector noise, extract only the important signal features, and filter out
detector glitches. These could first be trained independently to denoise signals before being used in the
larger regression model, which was the original intention, however, due to time constraints, these were
trained in unison with the greater model. The architecture of the autoencoder encoder is based on the
model described in Gabbard et al. [53], with the decoder consisting of the inverse of that architecture,
using transpose convolutions in place of convolutions, and upscaling in place of pooling layers. This
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model was chosen as it is known to be able to effectively extract the features of a gravitational-wave
signal.

In order to facilitate an effective comparison between the two detectors inside the cross-attention lay-
ers, it is desirable to have the features from both models mapped inside a shared latent space. For this
reason, after the denoising heads, each branch was fed through an identical set of feature-extracting
convolutional layers with shared weights. It is hoped that these shared weights will force the denoising
heads to output vectors of the same form, which can then be processed by the shared feature extractor
into the same latent space to allow for easier comparison by the cross-attention layers. In this manner,
it is hoped that the independent denoising heads can deal with and remove differences in detector
noise and configuration, whilst the shared feature-extracting layers can learn to recognize the features
that are shared across detectors due to the detector-agnostic intrinsic properties of the waveforms
proper. The feature-extracting layers are identical to the encoding layers inside the denoising heads,
taken from Gabbard et al. [53].

Two models were trialed, which are illustrated in Figure 7.8, and Figure 7.9. The small model only uti-
lizes a single cross-attention layer, which combines the output of multiple self-attention blocks applied
independently to each detector output. The larger model computes both self-attention and cross-at-
tention inside each attention block, summing the results of both layers in order to combine both global
contexts from other parts of the input vector, and the other detector into a single sequence for each
detector. These results are finally concatenated after repetition and a final classification is performed
with two dense layers. The larger model was found to have increased performance over the smaller
one, and so was used for further experimentation.
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Figure 7.8 | Diagram of the network structure of the smaller of the two trialled CrossWave models. Both the CrossWave models have a novel structure with
denoising heads, and feature extraction layers adapted from Gabbard et al. [53], as well as utilization of cross-attention layers. The denoising heads are com-
posed of an autoencoder structure, with one for each input detector. In this case, we have used simulated inputs from the LIGO Hanford and LIGO Livingston
detectors so there are two autoencoding heads. Each autoencoder has independently trained weights. It is envisioned that during network training these will
adapt individually to the peculiarities of the noise in its given detector, and, due to the shared weights utilized by the feature extractor, learn to output a
standardized denoised version of the input from each detector, although it is expected this will not be a perfect correlated to a denoised detector stream since
the autoencoders were not independently pre-trained before training of the larger model. After the autoencoding heads, several feature-extracting layers also
adapted from Gabbard et al. [53] are used to embed the autoencoder outputs into two sequences that can be ingested by the attention layers. It is imagined,
that because these feature-extracting layers share weights between detectors, they will map the output of the denoising layers into a shared latent space that
can be interpreted similarly by the attention layers, and is therefore useful for cross-attention between detectors.

The core of the small CrossWave model utilizes a repeating block of self-attention layers applied repeatedly to each detector data stream, much like in the
Skywarp transformer. These blocks are repeated three times. This repeating self-attention layer should help the model understand the global context of the
data within each detector. After completion, these data streams are combined in a cross-attention block, and then processed by two dense layers to give the
final regression output scores. This model was trialled and was somewhat performant, but the application of the cross-attention in this method was causing
a lot of information to be lost, so the model was abandoned in favour of the larger variant shown in Figure 7.9.
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Figure 7.9 | Diagram of the network structure of the larger of the two trialled Crosswave models. Both the CrossWave models have a novel structure with
denoising heads, and feature extraction layers adapted from Gabbard et al. [53], as well as utilization of cross-attention layers. The denoising heads are com-
posed of an autoencoder structure, with one for each input detector. In this case, we have used simulated inputs from the LIGO Hanford and LIGO Livingston
detectors so there are two autoencoding heads. Each autoencoder has independently trained weights. It is envisioned that during network training these will
adapt individually to the peculiarities of the noise in its given detector, and, due to the shared weights utilized by the feature extractor, learn to output a
standardized denoised version of the input from each detector, although it is expected this will not be a perfect correlated to a denoised detector stream since
the autoencoders were not independently pre-trained before training of the larger model. After the autoencoding heads, several feature-extracting layers also
adapted from Gabbard et al. [53] are used to embed the autoencoder outputs into two sequences that can be ingested by the attention layers. It is imagined,
that because these feature-extracting layers share weights between detectors, they will map the output of the denoising layers into a shared latent space that
can be interpreted similarly by the attention layers, and is therefore useful for cross-attention between detectors.

The core of the larger CrossWave block contains both self-attention blocks and cross-attention blocks in each iteration, this means that the model can compare
data streams from both detectors multiple times, each time adding extra relevant information from the other detector into that detector’s branch. Also, since
the cross-attention is being performed in both directions, no information is lost as it was in the small model. Again, these blocks are repeated three times.
After the repeating blocks, rather than using a cross-attention block to combine the branches, the outputs from each branch were concatenated before being
fed into the dense tail, which then produced the final regression outputs.
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7.7 CrossWave Dataset
We used the same independently produced dataset to provide the regression labels for the CrossWave
regression models, described in Section 7.6. Fortunately, the dataset was produced with comprehensive
labels of relevant parameters, including luminosity distance, signal arrival time, companion masses,
and spin parameters for each of the two waveforms in the pairs.

As opposed to binary classification, there is slightly more to consider when designing the form of the
output labels. Initially, we must consider if we want to perform a classification at the same time as
the regression of parameters. When training a model, the model can learn information from the input
vector, but also from the labels. At the onset of experimentation with CrossWave it was thought that
perhaps allowing the dataset more information about the data, in the form of more detailed labels of
parameters, might aid in the classification process. This has several issues, primarily, if we wish to
perform classification at the same time as a regression, we must include both pairs and singles in the
training dataset. Therefore we must decide what to do with the parameter regression labels for signal B,
in the case where there is no signal B. The natural decision might be to set these labels to zero, however,
this might cause significant problems in the network. Whenever a training example without signal B
is presented, the gradient descent algorithm will attempt to move the network toward producing zero
for all of signal B’s parameters, but zero is not an accurate representation of an undetectable signal
for many of the parameters. For example, it might be more natural to put the luminosity distance very
high for an invisible signal, but for other labels, it is not quite as easy to select a null value that won’t
disrupt the parameter estimation in some way. Joint classification regression trials proved ineffective
across several different selections of null parameters for signal B, causing parameter estimation and
classification confusion in the network. A method to gate outputs by multiplication with the classifi-
cation output was also trialled, but this too proved ineffective.

Due to the failure of early experiments to perform parameter estimation with datasets comprised of
both pairs of signals and single singles, the decision was made to focus on the more specific task of
extracting parameters from pairs of signals, without the capability to perform parameter estimation
on single signals, or classify between the two cases. Therefore all single signals were removed from
the validation and training datasets, shrinking the training dataset size to 2 × 105 examples, and the
validation dataset to 2 × 104 examples.

The second consideration is which parameters to attempt to extract. The inclusion of additional para-
meters did not appear to reduce the ability of the model to correctly extract other parameters, even
if those additional parameters were difficult or impossible to extract. Neither did the opposite appear
to be the case; the inclusion of additional labels did not appear to improve the ability of the model
to classify other parameters. The following 24 parameters were selected for extraction by the mod-
els: [“Signal A Geocentric Arrival Time (s)”, “Signal B Geocentric Arrival Time (s)”, “Signal
A H1 Arrival Time (s)”, “Signal B H1 Arrival Time (s)”, “Signal A L1 Arrival Time (s)”, “Sig-
nal B L1 Arrival Time (s)”, “Signal A Companion Mass 1 (𝑀⊙)”, “Signal B Companion Mass
1 (𝑀⊙)”, “Signal A Companion Mass 2 (𝑀⊙)”, “Signal B Companion Mass 2 (𝑀⊙)”, “Signal A
Luminosity Distance (MPc)”, “Signal B Luminosity Distance (MPc)”, “Signal A Dimensionless
Spin Component Xß Companion 1”, “Signal B Dimensionless Spin Component X Compan-
ion 1”, “Signal A Dimensionless Spin Component Y Companion 1”, “Signal B Dimensionless
Spin Component Y Companion 1”, “Signal A Dimensionless Spin Component Z Companion
1”, “Signal B Dimensionless Spin Component Z Companion 1”, “Signal A Dimensionless Spin
Component X Companion 2”, “Signal B Dimensionless Spin Component X Companion 2”,
“Signal A Dimensionless Spin Component Y Companion 2”, “Signal B Dimensionless Spin
Component Y Companion 2”, “Signal A Dimensionless Spin Component Z Companion 2”,
“Signal B Dimensionless Spin Component Z Companion 2s”].
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Finally, we can consider if and how we want to normalize the values of the labels. Out of the selected
parameters, many are in a different range, with the Spin Components between −1 and 1, the masses
between 10 and 70, and the luminosity distance between 500 and 700. This is not necessarily a prob-
lem, and the model would still be able to produce these outputs assuming we use the right activation
functions. However, this could cause the model to take a longer time to converge on correct solutions,
as it would consider some parameters, with larger values, to be much more important the others. Ide-
ally, we want the gradient descent mechanism to treat all parameters approximately equally. For that
reason, all label values were normalized between 0 and 1. The only exception to this was the merger
times for signal B, as these were incorrectly normalized leading to some ground truth values of less
than one, which the model was unable to predict due to ReLU activation functions used on the output
layer, which limit neuron outputs to values of zero or greater.

7.8 CrossWave Results

7.8.1 Merger Time Parameter Estimation Results

Although a single model to predict all aforementioned parameters was produced, we shall focus on
examining the merger time predictions before we look at the other results. These are the more impor-
tant outputs of the model, as they fulfil the initial goal of providing more information for use in more
established parameter estimation methods. The model was trained to output merger arrival time pre-
dictions for the LIGO Hanford Detector, the LIGO Livingston Detector, and the Earth’s centre. Results
are consistent between detectors, so for the first set of comparisons we compare only the predictions
for the LIGO Hanford arrival time to the ground truth LIGO Hanford arrival time.

First, can examine the arrival time predictions compared to the individual signal SNRs — unlike in the
classification case where only a single result is output, (albeit from two output neurons normalized
by a SoftMax layer), the model is now tasked to output two regression values (along with the other
parameters): a merger time for signal A and a merger time for signal B. Therefore, we have generated
two plots, one for each signal; see Figure 7.10.

Examining the results, we observe that there are a few outliers with high errors above 0.25 s, but the
majority of merger times were predicted with errors under this margin. On average, errors were no-
tably worse for signal B than for signal A, but their magnitudes do not seem to be correlated to the
signals’ network SNR so it is unclear whether this increased error in signal B lies in the method or is
a result of systematic training degradation introduced by the normalisation error. Another possibility
is that this increased error arises from the asymmetry caused because signal B always arrives in the
detector before signal A (except in very rare edge cases previously discussed); because of this, the
entirety of signal B is always contaminated with the inspiral of signal A, whereas signal often has at
least some clear signal after signal B has merged and the ringdown has petered out. Some errors could
originate from the misidentification of signals A and B. However, if this were to be the case, we would
expect to see this error correlated with SNR, but we do not, at least on first inspection.
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Figure 7.10 | CrossWave merger time prediction error of Signal A, upper left, and Signal B, upper right.
Compared to the classification results, the merger time errors look more consistent. This is primarily
because the model output is not restricted between one and zero like it is in classification, so a few
outliers with very high errors saturate the colour map. Given this, we have also plotted the same results
with all examples that have errors greater than 0.25 s removed, for a more granular view of the bulk
of the regression prediction errors. These are the lower two plots. In these focused plots, we can see
that a significant number of results have a regression error of less than 0.1 s, which could be helpful to
aid a secondary parameter estimation method. On these lower plots, there is also a notable difference
between the average error on signal A merger time predictions, and the average error on signal B
merger time predictions, with a higher average error on signal B. It is unclear exactly why this is the
case, but we speculate that this is because signal B arrives first in the detector, meaning that the inspi-
ral of signal A can interfere significantly with signal B, whereas the opposite is only the case when
the merger separation is very small. It is also possible that sometimes, signal A can be misclassified
as signal B. We would expect this latter confusion to have some correlation to SNR, but this does not
seem to be the case. It could also be due to the aforementioned normalisation error reducing model

222



training efficacy for signal B merger time predictions. Interestingly, the relationship between signal
SNR and regression error appears low. This suggests that the substantive cause of regression error lies
elsewhere, we plot additional comparisons to further investigate.

Next, we can plot the rolling average prediction error as it changes with SNR; see Figure 7.11. The pic-
ture is mostly as anticipated, with the determining factor for high merger time error at low SNRs (<
20) being the SNR of the signal whose merger time is being predicted. This suggests that the expected
SNR relationship is present in Figure 7.10, but is hidden under variance created by other factors. At
optimal Network SNRs between 20 and 60, the results are roughly consistent between signal A pre-
diction error and signal B prediction error. With a high SNR in the opposing signal leading to higher
error. Above an optimal network SNR of 60, the pictures change, with the signal A prediction error
average roughly equal whether ranked by signal A SNR, signal B SNR, or maximum SNR. This suggests
estimation of signal A merger time is independent of signal B. For signal B however, high signal A SNR
increases error on signal B, suggesting that as theorized, the inspiral of signal A can interfere with the
parameter estimation of signal B.
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Figure 7.11 | CrossWave rolling average merger time prediction error plotted when ranked by differ-
ent SNR combinations. Since the model now has two outputs, one for each merger time in the input
example, a plot was generated for each merger time prediction. A plot showing signal A merger time
prediction on the left, and a plot showing signal B merger time prediction on the right. At low SNR,
the error is dominated by the SNR in the given signal, which is anticipated — a low SNR in a given
signal would, evidently, make it difficult for the model to detect, and hence, estimate the merger time,
of that signal. We can also see the notable difference in average prediction error between the upper
signal A plot and the lower signal B plot. Interestingly, we see that the error on the signal B merger
time increases when the SNR of signal A is higher. This seems to be the case regardless of the SNR
of signal B. Since signal B always arrives first in the detector, this could be because a loud signal A
inspiral obfuscates the presence of signal B, rendering the signal B merger time hard to identify.

As was the case with classification, we might expect the difference in merger times to affect merger
time estimation ability. Thus we have created similar plots to determine the effect of the difference in
merger arrival time between the two signals on model prediction ability; see Figure 7.12. In both cases,
there is a sharp peak in the magnitude of the prediction error when the merger time separation nears
zero. As would be expected, if it gets difficult to determine if there are one or two signals at a particular
spot, with perhaps another smaller SNR signal hiding elsewhere, the model becomes confused when
trying to predict the merger time. In the case of signal A, defined as the second signal to arrive in the
detector, when incorrect, the model tends to predict the signal will arrive later than it does, and vice
versa in the case of signal B. We also note that in both cases, though more distinctly in the signal B
case, a cluster of errors falls along the line where error equals the merger time separation, we can label
these events as misidentifications, where signal A has been misidentified as signal B or vice versa. In
both cases, there seems to be a very slight uptick in error at high separations, this could be due to
a smaller number of examples present in these areas of parameter space, leading the model to think
these are unlikely parameters.

Figure 7.12 | CrossWave merger arrival time prediction errors compared with the time separation
between signal A and signal B merger arrival times in the LIGO Hanford detector. Left: Error on signal
A merger time prediction compared with the time separation between the two mergers. Right: Error
on signal B merger time prediction compared with the time separation between the two mergers. The
colour of the plotted examples depicts the absolute error between the model prediction and the ground
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truth value, and the red line shows the rolling average absolute prediction error. For both merger times,
we can see a spike in erroneous merger time predictions when the time separation is near zero. This
is similar behaviour to what is seen in the classification examples. It is also expected here, since if the
mergers are hard to distinguish from each other it will be difficult to determine the specific merger
times. An asymmetry arises in which way the model will incorrectly predict the merger, in signal A,
defined as the second to arrive in the detector, the model often predicts the signal will arrive later than
it does, and for signal B, the model often thinks it will arrive earlier than it does. Since B always arrives
first, these are logical assumptions for the model to make in both cases. In both cases, we also see lines
of erroneous predictions where the model error equals the time separation. These are believed to be
cases where the model believes signal A to be signal B and vice versa. This line is more pronounced for
signal B errors, suggesting that signal B’s are more commonly mistaken for signal A’s than the other
way around.

We have decided not to plot the merger times against the mass parameters as we did in the classifica-
tion case, as these did not seem to have much of an effect on classification ability.

Finally, we finish with a direct comparison of the model prediction to the ground truth value; see
Figure 7.13. This is plotted to align with the further presentation of parameter estimation results in
Section 7.8.2. We have plotted the predicted merger time in the LIGO Hanford detector compared to
the ground truth, as well as the predicted merger time in the LIGO Livingston detector compared
to the ground truth. The results for Earth centre merger arrival times are omitted, as these were not
considered particularly relevant to this analysis. A full table of parameter estimation results is given
by Table 7.3.
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Figure 7.13 | CrossWave signal merger time parameter estimation results. Each pair of plots shows
the merger time estimate of signal A (left) and signal B (right). For each validation example, the ground
truth value is represented on the x-axis, and the model prediction is on the y-axis. Each represents
the signal merger time in seconds. The colour of each circle depicts the absolute difference between
the ground truth value and the model prediction, which will be zero if the point falls on the line of
𝑥 = 𝑦, which is also shown on the plot as a dashed grey line. Due to an error in label normalisation,
some ground truth values for signal B were less than zero. Unfortunately, due to the choice of loss
function used for the regression (ReLU), the model could not output predictions below zero, this meant
that it was unable to predict these values correctly. This error may have interfered slightly with the
rest of the training process, however other than its inability to classify these examples, there does
not seem to be a significant reduction in the performance of classification of signal B merger times.
Validation examples with round truth values below zero, and their associated predictions have been
omitted from signal B plots for visual clarity. If training were to be repeated this error could be easily
rectified, either by correcting the normalization or by altering the choice of activation function. Up-
per Left: Predicted against actual signal A merger time in the simulated LIGO Hanford output. Upper
Right: Predicted against actual signal B merger time in the simulated LIGO Hanford output. Lower Left:
Predicted against actual signal A merger time in the simulated LIGO Livingston output. Lower Right:
Predicted against actual signal B merger time in the simulated LIGO Livingston output.

7.8.2 Other Parameter Estimation Results

As well as attempting to predict the merger arrival times for both signal A and signal B, the model
was also tasked to output several other parameters. This was initially done to attempt to increase the
model’s knowledge about the task at hand but was found to have no significant positive or negative
effect on the estimation of the merger time parameters. Thus, it was kept as a feature of the final model
as a potential feature of interest for future development into a more advanced fully machine learning-
based parameter estimation model for overlapping signals.

A full table of the results of the CrossWave parameter estimation model when run on the 2 × 105

pair validation examples and compared to the ground truth labels can be seen in Table 7.3. For each
parameter, an 𝑅2 score is plotted as well as a Mean Absolute Error (MAE). The 𝑅2 score or the “co-
efficient of determination” is a measure of the goodness of fit of a model. It provides an indication
of how well the independent variables in a regression model explain the variability of the dependent
variable. An 𝑅2 score of one indicates a perfect predictor, whereas a 𝑅2 score of zero indicates the
model is doing no better than outputting the mean value, and a negative value indicates that the model
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is performing worse than outputting the mean and so possibly indicates an error in training. The MAE
simply indicates the average magnitude of the difference between the model prediction and the ground
truth value.

Parameter 𝑅2 score A
Mean Absolute

Error A 𝑅2 score B
Mean Absolute

Error B

H1 Time 0.968 0.100 s 0.963 0.0967 s

L1 Time 0.963 0.0915 s 0.963 0.0965 s

Geocent Time 0.963 0.0923 s 0.963 0.0974 s

Luminosity Dis-
tance −0.834 23.2 MPc −0.791 22.7 MPc

Mass 1 0.613 7.95𝑀⊙ 0.623 7.79𝑀⊙

Mass 2 0.718 5.59𝑀⊙ 0.715 5.47𝑀⊙

Spin 1x −0.00897 0.162 −0.0119 0.165

Spin 1y −0.0780 0.174 −0.0749 0.178

Spin 1z 0.268 0.273 0.234 0.280

Spin 2x −0.0117 0.161 −0.0114 0.163

Spin 2y −0.0709 0.179 −0.0705 0.179

Spin 2z 0.0699 0.311 0.0620 0.316

Table 7.3 | Results of the CrossWave parameter estimation model. For each of the model’s outputted
parameters, a Mean Absolute Error (MAE) along with an 𝑅2 score is presented. The MAE indicates
the average magnitude of the errors between the model’s predictions on the validation dataset and the
corresponding ground truth values. It is a measure of average prediction accuracy, though it doesn’t
distinguish between overestimation and underestimation. The 𝑅2 score quantifies how well the mod-
el’s predictions explain the variance of the ground truth values in the validation dataset. An 𝑅2 score
of one signifies perfect prediction accuracy in the validation examples used. In contrast, a score of
zero suggests the model’s predictive capability is no better than simply using the mean value of the
validation examples. Negative 𝑅2 values indicate that the model performs worse than a model that
would always predict the mean, possibly signalling errors in the training process or model selection.

Out of the parameters that the model was trained to predict, the most accurate are the merger times,
with 𝑅2 scores between 0.96 and 0.97, and MAEs between 0.1 s and 0.09 s. As we have seen from
previous analyses of these results, this average is driven up by outliers. There does not seem to be a
particular detector that performs worse than any other, however, the Hanford signal A MAE is notably
higher than the other predictions, whether this is driven up by statistical variance or some other factor
is unknown. These results are discussed in more detail previously in Section 7.8.1.
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The parameters that the model was next most proficient at extracting, were the mass parameters of
each of the two component masses in each of the two binaries, generating four mass values in total:
signal A mass 1, signal B mass 1, signal a mass 2, and signal B mass 2. The 𝑅2 scores are lower and
the MAE values are higher for mass 1 than for mass 2. This is probably because during parameter
generation mass 1 is always forced, by convention, to be the higher mass, meaning that, in general,
mass 1 has a larger range of possible values than mass 2. Because the model can use its prediction of
mass 1 to constrain mass 2, it can reduce its error. This constraint also allows for a better guess at the
average mass for mass 2, since its values have a smaller distribution than mass 2 values. These results
can be seen in Figure 7.14. The error margins may be low enough for these results to have some limited
usefulness, however, since they lack any form of uncertainty it is unclear exactly what that would be.
Perhaps they could be used to inform the priors of another parameter estimation search.

Figure 7.14 | CrossWave companion mass parameter estimation results. Each pair of plots shows the
companion mass estimates of signal A (left) and signal B (right). For each validation example, the
ground truth value is represented on the x-axis, and the model prediction is on the y-axis. Each rep-
resents the companion mass in solar masses. The colour of each circle depicts the difference between
the ground truth value and the model prediction, which will be zero if the point falls on the line of
𝑥 = 𝑦, which is also shown on the plot as a dashed grey line. After the merger time predictions, the
mass plots show the greatest promise, able to predict component masses with a moderate degree of
accuracy. Without a comparison to another parameter estimation method, it is unclear exactly how
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much use these results can be. Upper Left: Predicted against actual signal A companion 1 mass. Upper
Right: Predicted against actual signal B companion 1 mass. Lower Left: Predicted against actual signal
A companion 2 mass. Lower Right: Predicted against actual signal B companion 2 mass.

Beyond the companion mass parameter estimation results, CrossWave’s parameter estimation ability
is very limited and is explored here as a demonstration of its lack of proficiency, rather than as a sug-
gestion of usefulness. Of the attempted extraction of the companion spins, only the Z components
show any signs of successful estimation. In particular, the Z component of the larger companion shows
partial predictive power, although the usefulness of this extraction is questionable. These results are
shown in Figure 7.15.
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Figure 7.15 | CrossWave regression results for the dimensionless spin components of the two com-
panions in each binary merger, A and B. The left plots show the parameter extracted from merger A,
whereas the right results show the same parameter extracted by CrossWave from merger B. The plots
show the ground truth value of the dimensionless spin component plotted against the predicted value
of the dimensionless spin component. The colour of each validation example indicates the difference
between the ground truth and the predicted value, in this case, equivalent to the distance the point is
from the line of 𝑥 = 𝑦. The results are in the following order from upper to lower:

1. Mass 1 Spin Component X [Left: Signal A, Right: Signal B]
2. Mass 1 Spin Component Y [Left: Signal A, Right: Signal B]
3. Mass 1 Spin Component Z [Left: Signal A, Right: Signal B]
4. Mass 2 Spin Component X [Left: Signal A, Right: Signal B]
5. Mass 2 Spin Component Y [Left: Signal A, Right: Signal B]
6. Mass 2 Spin Component Z [Left: Signal A, Right: Signal B]

There appears to be little difference in classification ability between signal A and signal B. The X and Y
components show no classification ability, with the model finding an approximate output value to omit
for all validation examples. It was known that extracting the spin parameters from the injected signals
would be a challenging task, so this is anticipated. The model appears to show limited classification
ability for the Z components, with the Z component for the more massive companion extracted with
a stronger correlation than the lower mass companion, for which CrossWave shows only very slight
predictive ability.

Finally, CrossWave attempted to extract the luminosity distance of the source. This extraction has
failed in an unusual manner. Not only did the model fail to correctly predict the luminosity distance
to any degree, but also the results produced a 𝑅2 score, which indicates the model did not even find
a good mean value. Why this is the case is unknown. The luminosity distance could be difficult to
extract due to its degeneracy with the source inclination angle, a parameter for which prediction was
not attempted. The negative 𝑅2 score could be due to another normalisation error which further in-
vestigation may reveal. These results can be seen in Figure 7.16.
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Figure 7.16 | CrossWave model predicted luminosity distance vs ground truth luminosity distance
of simulated BBH waveforms. Left: Predicted signal A luminosity distance. Right: Predicted signal B
luminosity distance. The colour of each example point indicates the difference between the predicted
and the ground truth value for that example. These plots indicate that there is almost no correlation
between the predicted luminosity distance and the ground truth value. The model outputs a very sim-
ilar value independent of luminosity distance, it is unclear whether this inability arises from a problem
with model training and/or data processing, or whether luminosity distance is too difficult for the
model to determine because of degeneracy with other parameters such as inclination.

7.9 Discussion and Limitations
Overlapnet shows us that a machine learning model can be trained to distinguish between a single
signal and a pair of signals separated by time separations of less than 2.0 s and greater than 0.1 s if the
minimum SNR of the signal was sufficient for differentiation. With greater hyperparameter tuning and
adjustments to the training dataset, substantive improvements in differentiation ability could be made.
This suggests that a machine learning method such as Overlapnet may be a good addition to a future
CBC pipeline which has to contend with the possibility of overlapping signals. It could act alone or as
one of a suite of methods to switch between alternate parameter estimation methods designed to deal
specifically with overlapping signals.

CrossWave has shown that machine learning methods can be used to extract the merger times of two
overlapping signals with moderate success. Again, CrossWave or an improved model could be used
as part of a larger parameter estimation pipeline, to provide priors to a more established parameter
estimation method, once a pair of overlapping signals has been identified in the data.

CrossWave has also demonstrated limited parameter estimation ability of its own, across a few other
parameters. It most successfully extracted predictions for the masses of the companions of signals
A and B with some accuracy. It also showed limited potential to extract predictions of the Z dimen-
sionless spin component. This method of directly extracting parameters using CrossWave has limited
application, as it cannot deal with uncertainty or multi-modal probability spaces, which are needed for
a robust and modern parameter search. It is possible that a machine learning method could be created
with these features, through the use of Bayesian Neural Networks (notably distinct from Bayesian
networks), or a multimodal latent space perhaps within an autoencoder framework, similar to the
function of the VITAMIN parameter estimation method [103].
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The large model developed for CrossWave has performed well, and warrants further investigation, and
comparison against other detection methods in the single signal detection problem are recommended
and were desired but abandoned due to time constraints.
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8 Conclusion
Gravitational wave science will soon graduate from its infancy and into the routine. One could be
forgiven for thinking that the most exciting days are behind us and that all that remains is an exercise
in stamp collecting — perhaps it will be a useful project to map the features of the universe, but not one
that will reveal any deep fundamental truths. I think such a statement would be premature. Given the
sensitivity that may be within our grasp with next-generation detectors as well as promising upgrade
paths for current-generation interferometers, I think there will be ample opportunity for us to stumble
upon something unexpected, or to find something we always anticipated would be there if we just
looked hard enough. That being said, if we wish to one day make these discoveries, we need to con-
tinually improve the toolset with which we look, both in hardware and software. We must improve all
aspects of our search pipelines with a focus on efficiency, in order that we do not lose momentum and
with it public and government support. I believe that the use of machine learning will be crucial to this
end, due to its flexibility and its power to be employed in domains wherein exact specifications of the
problem are difficult. That being said, caution is advised when applying machine learning techniques
to problems. More effort should be employed to review the possibilities within traditional data analysis
techniques before jumping into machine learning solutions.

In recent years, there has been a scramble to utilise artificial neural networks for gravitational-wave
data analysis [53,52,259–262] and many papers have applied many different techniques and utilised
many different, sometimes flawed, validation schemes which are oftentimes divorced from the reality
of detection and parameter estimation problems within a real live detection environment. This vast
multitude of techniques presented by the literature ensures that it is difficult to build a picture of
which specific techniques are effective, and which are not. The field suffers from a lack of standardised
pipelines and comparative metrics with which to compare methods. This PhD had been an attempt
to slightly ameliorate this problem, primarily by developing the GravyFlow library, and using it to at-
tempt a more robust hyperparameter optimisation framework, as well as investigate the application of
the attention mechanism for two problems in gravitational wave data analysis, binary merger detec-
tion and overlapping waveform detection and parameter estimation. This chapter serves as a summary
of the main results of each chapter of this thesis, and concludes with suggested future work that could
further advance the ideas presented here.

8.1 Chapter Summaries
In this subsection, we will go over the main results of each chapter and explain the scope of the work
performed. Section 1, Section 2, and Section 3 are omitted as these are introductory chapters and do not
contain any results. They present a general introduction to the thesis, an introduction to gravitational
wave science, and an introduction to machine learning techniques respectively.

8.1.1 Application Summary

Section 4 does not present novel work. Rather, it attempts an explanation of the methodology used
throughout the thesis, a review of existing techniques, and a recreation of some of those existing tech-
niques to act as a baseline for comparison of other architectures. In this chapter, we show that dense-
layer neural networks are not sufficient to solve the detection problem within the criteria outlined for
live detection pipelines by the LIGO-VIRGO-Kagra collaboration. We introduce Convolutional Neural
Networks (CNNs) and review the literature that has previously applied this architecture to the binary
merger detection problem. We then recreate some standout results from the literature and show that
these models come much closer to approaching that of matched filtering, the current standard detec-
tion method. We comment that the need for a low false alarm rate remains the most significant barrier
to the conversion of such methods into a working pipeline.
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8.1.2 Dragonn Summary

Section 5 presents original work. In this chapter, we utilise genetic algorithms in order to optimise
the hyperparameters of CNNs used for the CBC detection problem. Due to time constraints, we are
not able to run the optimiser for as many generations as was hoped, and thus we do not achieve sig-
nificant results other than a demonstration of the application of the optimisation method. Despite the
disappointing performance, the optimisation does offer an interesting insight into the shape of hyper-
parameter space. We hypothesize that by adding white noise bursts to the noise-only examples, we
can “innoculate” the model against a large proportion of possible false alarms, by ensuring that the
model cannot rely on excess power for its determination of the presence of a true signal. This forces
the model to search for waveform-specific features. Though this is a promising avenue of investigation
more work is needed to confirm this hypothesis.

8.1.3 Skywarp Summary

Section 6 presents original work, in which we assess the performance increase gained by utilising
attention-layers within classification networks. Attention layers are slightly more contemporary in
design than convolutional layers. Rather than searching for specific learned features with multiple
kernels that are tiled across the input data, attention layers compare a sequence of elements against
each other and attempt to embed contextual global information locally within each element. They are
a fundamental feature of the transformer architecture, the powerhouse behind the recent revolution
in capabilities of natural language processing. In order to apply attention layers to data that takes the
form of a single vector rather than a sequence of vectors like in vectorised text tokens, we must first
convert the single vector into a sequence. We suggest multiple ways to achieve this, and trial two dif-
ferent methods. A limited embedding strategy wherein we attempt mininise the use of elements other
than attention layers in our network proves ineffective, however, the use of a convolutional head to
first extract features from the input data, then splitting the generated feature maps into feature vec-
tors showed a very moderate increase in performance over convolutional designs from the literature.
With greater work to optimise the embedding method and the hyperparameters of our convolutional-
attention model, it is possible that the performance gap would increase.

8.1.4 CrossWave Summary

Lastly, in Section 7, also original work, we examine a more specific problem — the detection and pa-
rameterisation of overlapping gravitational wave signals. Though it is unlikely that there will ever
be any overlapping events with the current interferometer network sensitivity, they may become a
common occurrence when next-generation detectors, with orders of magnitudes greater sensitivity,
come online. We apply two networks, one convolutional network adapted from the literature, which
we use to determine the presence of overlapping signals vs a single signal, and a second more intricate
cross-attention network is applied in an attempt to extract the parameters from each system in a pair
of two overlapping binary merger signals.

The attempt to classify overlapping signals was relatively successful with results on par with that
have been demonstrated using matched filtering, the standard detection method used by LIGO binary
merger detection pipelines. Artificial neural networks may in fact be more suited to this problem than
to the detection problem since the penalty for a false alarm is much lower when distinguishing between
these two cases. Such a model will also be run far less often, only when a candidate of interest has
been flagged by another detection pipeline. The model retains all the usual latency and computational
efficiency advantages typical with artificial neural networks.

The attempt to perform parameter estimation was partially successful. The larger model was able to
extract the merger times of each of the waveforms with an average error rate that could be useful.
The merger time estimates could be used as part of a larger parameter estimation pipeline in order

235



to separate the two signals and perform parameter estimation on each independently. Attempts to
extract other parameters using this model were less successful. There has been some suggestion that
these results could act as priors for further Bayesian parameter estimation methods, but alone, their
inaccuracies are too high to be of use.

8.2 Future Work
There are a variety of projects with which one could continue from the work presented in this thesis,
and many loose ends and unfinished projects which did not make it into the thesis. This subsection
will go over the next steps envisioned for the existing projects, some extension possibilities, and finally
other incompleted projects.

Dragonn was perhaps the most ambitious and incomplete chapter in the thesis, the original aim was
to create an automatic method by which as free parameters as possible could be optimised without the
need for extensive human trial-and-error and investigation. This goal was only partially achieved, the
ability of the optimisation method was demonstrated, and most of the software infrastructure was put
in place for the simultaneous optimisation of dataset, training, and model hyperparameters, however,
due to time constraints, only the model parameters were optimised, and a small number of generations
was optimised across. This led to fairly unsatisfactory results, as such future work could be undertaken
to complete the optimisation run across all available hyperparameters and for a much larger number of
generations. We could also repeat the results for burst detection, and attempt to find superior models
than the ones currently employed by the burst detection pipeline. To extend this project, we could
attempt to include many of the features present in the literature in our optimization, to perform a true
search for the optimum model. We could include some or all of the many different feature engineering
approaches that have been suggested, as as including more advanced layer types such as attention, and
recurrant layers. Performing a parameter search over such a wide number of hyperparameters would
be computationally and time expensive, so improvements to the efficiency of the optimisation method
would probably be necessary.

Skywarp achieved its initial goals by proving that attention layers could be used to improve the per-
formance of binary merger classifiers. The next steps in this project would be to further optimise the
network hyperparameters, performing a more thorough search, perhaps using Dragonn, to ascertain
the performance limit of attention-based classifiers. A more rigorous study on the effects of different
embedding types is also recommended, since this seems to have a considerable effect on model perfor-
mance, and there is not a natural choice for how to split the input data into multiple vectors as there is
in natural language processing. The longer-term objective would be to apply attention-based models
to burst detection, wherein the ideal detection method is much more unclear, and where there is more
room for improvement with improved techniques.

Finally, the CrossWave project was explored with a large degree of success, though again there is much
room to improve the rigour of the results and to expand on the scope of the project. The first thing to do
would be to reconcile the two errors that were made during this project, the arrival time normalisation
error, which caused a small proportion of the merger times to lie below zero and thus out of reach of
the ReLU activation layer, and the data mislabeling that was present on the initial trial of the smaller
network for the parameter estimation task, which led to the belief that a larger model was needed for
this purpose. Further refinements to the large parameter estimation model could lead to improvements
in parameter estimation performance, but a dramatic improvement would be needed to push the other
parameters into useful accuracies.
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