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A B S T R A C T

This paper explores the effects of integrating Generative Artificial Intelligence (GAI) into decision-making pro-
cesses within organizations, employing a quasi-experimental pretest-posttest design. The study examines the
synergistic interaction between Human Intelligence (HI) and GAI across four group decision-making scenarios
within three global organizations renowned for their cutting-edge operational techniques. The research pro-
gresses through several phases: identifying research problems, collecting baseline data on decision-making,
implementing AI interventions, and evaluating the outcomes post-intervention to identify shifts in perfor-
mance. The results demonstrate that GAI effectively reduces human cognitive burdens and mitigates heuristic
biases by offering data-driven support and predictive analytics, grounded in System 2 reasoning. This is
particularly valuable in complex situations characterized by unfamiliarity and information overload, where
intuitive, System 1 thinking is less effective. However, the study also uncovers challenges related to GAI inte-
gration, such as potential over-reliance on technology, intrinsic biases particularly ‘out-of-the-box’ thinking
without contextual creativity. To address these issues, this paper proposes an innovative strategic framework for
HI-GAI collaboration that emphasizes transparency, accountability, and inclusiveness.

1. Introduction

The release of ChatGPT on November 30, 2022 [1], coincided with
the aftermath of a global pandemic, was within a period characterized
by significant societal and technological transformations. Before the
introduction of Generative AI (GAI), ‘traditional AI’, which requires
structured data for model construction and information processing,
including neural networks, evolutionary algorithms, decision trees,
random forests, support vector machines, and k-means clustering were
already widespread [2]. Traditional AI was integrated into applications
that influenced pricing, inventory management, logistic optimization,
content recommendation etc., but were somewhat restricted in their
functionality and had difficulties in directly interacting with users [3].
In contrast, GAI technologies such as ChatGPT introduced a user inter-
face that made AI both accessible and a regular part of daily technology
use [4]. This made a significant shift towards direct human-AI collabo-
ration [5]. This ease of use and direct interaction has ushered in a new
era of machine-driven intelligence, where technological advances have
outpaced organizational understanding of their effective management
and exploitation.

In the traditional paradigms of organizational decision-making,
human intelligence (HI) whether individual or collective, is distin-
guished by a blend of intuitive perception, emotional sensitivity, and
cultural cognizance, that resonates across scenarios, from executing
immediate, task-specific objectives [6] to strategizing for comprehen-
sive, long-term aspirations [7]. These intrinsic human cognitive abilities
inject creative and deep-seated insights into the strategic framework,
thus equipping the organization with the fitness to adeptly steer through
market fluctuations, competitive pressures, and technological ad-
vancements [8]. Where teamsmust interact dynamically with constantly
changing external variables, the comprehensive range of human cogni-
tive skills is essential for plotting pathways through ambiguous situa-
tions and capitalizing on the opportunities that such adaptability affords
[9]. However, cognitive, and heuristic biases, essentially ‘rule of thumb’
or ‘mental shortcuts’ evolved for information-processing efficiency [10],
can sometimes be advantageous but often constrict perception and
engender systematic errors in judgment, frequently leading to distorted
reasoning and suboptimal decision-making outcomes [11]. High reli-
ance on familiar biases can overshadow data-driven analysis. The latest
iteration, GPT-4o (“o” for “omni”), expands on GPT-4 with 1.76 trillion
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parameters, trained on a diverse corpus of internet-sourced texts. It
enables more natural human-computer interaction by processing
multimodal inputs (text, audio, image, video) and responding, including
to audio inputs, within an average of 320 ms—comparable to human
response times in conversation. Leveraging its extensive pre-training
across vast textual datasets, it augments human decision-making by
serving as a cognitive extension. This provides a chain-of-thought
through a real-time interactive chatbot interface [12]. The adeptness
of the model to interactively produce recommendations at a marginal
incremental cost, coupled with its ability to process a wide array of data
inputs, be it visual, textual, or numerical, makes it particularly advan-
tageous for organizations limited by budgetary and technical infra-
structure constraints. Serving as a ‘neutral enabler’, the model
encourages a broader investigation of innovative options that challenge
the conventional individual and group decision-making rules and
shortcuts that are commonplace in organizational decision making [13].

In many respects, the strengths of AI are the weaknesses of HI.
Automation technologies, including machine learning (ML) and ro-
botics, are increasingly integral to daily life and have substantial impacts
on the workplace. Initially limited to repetitive manufacturing tasks,
automation now extends to more complex roles: robots operate along-
side physicians in surgeries and analyze medical images [14], while
analytics drive route optimization [15,16], autonomous vehicles [17,
18] and enhance resilience [19,20]. Machines excel in both routine and
complex tasks due to their precision, strength, and indefatigability [21].
Despite their precision and efficiency, machines rely heavily on the
quality of the data they trained and are bound by mathematical prin-
ciples. This limitation is significant when it comes to creative or ‘out--
of-the-box’ thinking, areas where human intuition and flexibility still
hold the upper hand [15]. Moravec’s Paradox underscores this phe-
nomenon, suggesting that AI finds it easier to manage high-level
cognitive tasks, like chess-playing, than it does with tasks requiring
context understanding, such as interpreting human emotions [22]. It is
critical to distinguish these attributes driven by GAI from true ‘intelli-
gence’. Current systems lack a semantic understanding of their outputs,
indicating a significant gap in the development of truly intelligent ma-
chines [23]. Additionally, the capacity for reasoning, especially
common-sense reasoning, remains uniquely human and elusive for GAI.
This leads to the two main research questions: “How does GAI affect the
dynamics of collaborative decision-making between HI and AI?” and “What
are the potential challenges and opportunities that arise from this
interaction?”

As the adoption and innovation of GAI accelerate, we are in a crucial
phase known as the ‘Inter-AI period’ [24]. This is a critical window
where humans have the opportunity to establish the norms and values
that will guide AI development, shaping its use and integration into
society [25,26]. During this fleeting period, as GAI evolves, the ability to
influence its direction diminishes, with established norms and values
becoming increasingly embedded within the technology [27]. It is
essential, both for technological advancement and also for ensuring that
the combined decision-making capabilities of HI and GAI are optimized,
positively impacting societal structures and interactions in the long term
[28]. A third supplementary research question arises: “How can we
develop an ethical framework that supports effective and responsible
decision-making in environments where HI and GAI collaborate?”

Despite the widespread implementation of GAI in various contexts,
empirical research on its specific impact on human decision-making
dynamics, particularly in minimizing biases and improving HI and
GAI collaboration decision quality remains limited. This pioneering
study employs a quasi-experimental pretest-posttest design to assess
how GAI can recalibrate human decision-making, targeting the mini-
mization of biases that impede objective human cognition. By method-
ically evaluating the opportunities and challenges concerning how GAI
reshapes HI and AI collaborative decision-making, the research is poised
to offer transformative insights for refining organizational strategy and
decision-making structures. Such findings promise to advance the

decision-making body of knowledge and offer actionable strategies
within an ethical framework for integrating GAI into organizational
practices.

The remainder of this paper is organized as follows: Section 2 pre-
sents the theoretical underpinnings of HI and AI decision-making, with
the integration of instinctive thinking and systematic analytical thinking
through HI and AI collaboration. Section 3 details the quasi-
experimental methodology employed. This is followed by Section 4,
which discusses the execution of a four-group decision-making quasi-
experiment. Section 5 offers a synthesis of the data through both qual-
itative cognitive mapping and quantitative statistical examination.
Section 6 provides a comprehensive recapitulation of the research
findings, extracts implications, acknowledges the limitations, and pro-
poses research avenues for the future.

2. Literature review

2.1. Cognitive heuristics and bias in human intelligence decision-making

In the transformative period of the late 1960s and early 1970s, the
seminal work of Amos Tversky and Daniel Kahneman introduced a
paradigm shift in the understanding of human judgment and cognitive
decision-making. They pioneered the ‘cognitive heuristics and biases’
framework posited when faced with uncertainty [29], where individuals
often rely on a collection of heuristics techniques rather than engage in
comprehensive algorithmic processing [30]. The concept rapidly
changed the boundaries of academic psychology and the study of busi-
ness operational decision-making [31–33].

Heuristics bias is characterized by the reliance of an individual on
initial information to make subsequent judgments, implying that once
an anchor is set, there is a tendency for estimates or decisions to incline
toward it [34]. When extending the analysis to group decision-making,
the anchoring bias can have compound effects. A dominant initial
opinion in a group can disproportionately influence the consensus,
swaying collective judgment regardless of its initial validity [35]. In
operational decisions, for instance, this type of anchoring can lead to the
‘bullwhip effect’, where small variations in demand can be amplified
across supply chain tiers. As group dynamics often amplify biases
through social mechanisms such as groupthink, where the desire for
overoptimism and ingroup favoritism results in an irrational
decision-making outcome [36]. However, the adoption of structured
group strategies that combine debiasing techniques and collaborative
deliberation has been found to reduce the potential for groupthink,
where the role of ‘devil’s advocates’ [37]; ‘Delphi and focus group’ [38];
and ‘nominal group technique’ [39] in such settings is pivotal; by
consistently questioning established assumptions, they encourage a
thorough examination of information, thus preparing an environment of
critical reflection and productive debate.

Group decision-making harnesses the collective cognitive capabil-
ities of individuals, which can be instrumental in identifying and
improving individual biases—a phenomenon referred to as ‘collabora-
tive cognition’ [40,41]. When groups cultivate a culture of critical
evaluation and encourage open discussion, they are more likely to
engage in reflective thinking, thereby reducing their dependence on
heuristic shortcuts [42]. Typically, the adage ‘two heads are better than
one’ holds true, indicating that groups outperform individuals in intel-
lectual tasks, thereby significantly reducing anchoring bias [35]. How-
ever, the absence of definitive answers in group settings often leads to
decisions influenced by anchoring bias, where collective judgments
skew towards higher anchors due to a unified preference. This leads to
the insufficiency of collaboration alone in guarding against such
cognitive distortions [43]. To bridge this gap, the inclusion of AI as an
‘neutral adjudicator’ within group decision-making frameworks serves
as an element of unbiased evaluation, akin to the role of an independent
arbitrator, thereby offering a methodological countermeasure to the
natural inclination of groups towards convergent biases [44,45].
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2.2. Cognitive bias reduction and algorithmic bias introduction in AI
decision-making

Cognitive heuristics, which serve as mental shortcuts, frequently
leads to systematic deviations in judgment and decision-making [46]. To
combat such biases, AI algorithms leverage a diverse array of techniques
derived from ML, deep learning, and data science, underpinned by sta-
tistical theory, and designed for computational effectiveness. With, for
instance, classification algorithms, including Support Vector Machines
(SVM) and Random Forests (RF), recognize categorical outcomes from
input data [47,48]. Regression techniques, like linear regression and its
extensions for handling non-linear relationships facilitate predictive
forecast analytics that foster multi-criteria data-driven decision-making
[49,50]. Clustering algorithms, including K-Means and Hierarchical
Clustering, identify inherent groupings with data [51,52]. Supervised
and unsupervised learning techniques are both critical in detecting
patterns and anomalies within large datasets [53]. Building upon the
foundational capabilities of supervised and unsupervised learning, GAI
functions on the paradigm of ML known as transformer models [3]. GAI
enhances decision support by instantaneously delivering information
and emulating interactive human discussion. This process involves
extracting information from vast datasets, which may reduce cognitive
biases engendered by information saturation and selective retrieval,
consequently orienting decision-makers toward a more equitable and
exhaustive viewpoint [54,55].

However, the effectiveness of GAI in reducing heuristics biases and
achieving a better result is dependent on the quality and diversity of the
data input fed into the system where biases in training data can lead to
skewed AI decisions, a phenomenon known as algorithmic bias [56,57].
This is particularly pervasive in GAI, where the quality of the generated
outputs is tightly linked to the data on which the model is trained [58].
Consequently, if biases trace the underlying datasets, the GAI is liable to
sustain these in its interactions. The susceptibility of AI to ‘prompt en-
gineering’ and the deliberate manipulation of input prompts further
aggravate this problem [59]. The phenomenon of prompt engineering
within GAI may start a feedback loop wherein prejudiced prompts
obtain correspondingly biased responses, thereby undermining the ca-
pacity to effectively reduce heuristic biases [60]. Concurrently, to
ensure that algorithm-driven decisions are equitable, AI systems are
increasingly secured with protocols designed for bias detection and
mitigation, including fairness-aware and accountability ethical frame-
works that proactively recalibrate algorithmic computations to recog-
nize and rectify potential biases [61] and the Explainable AI (XAI)
strives to make reasoning transparent and trustworthy [62]. The concept
of Human-in-the-Loop (HITL) within the domain of XAI represents an
intersection where human intuition and expertise complement the
computational efficiency of AI, particularly in decision-making pro-
cesses. This underscores a symbiotic relationship that leverages the
strengths of both HI and AI to improve outcomes and mitigate biases
[63,64].

2.3. Balancing system 1 intuition and system 2 analysis with
conversational AI-HI collaboration

Fast-and-slow dual-process decision-making proposes two distinct
but interconnected reasoning systems, referred to as ‘System 1’- auto-
matic, quick, and often subconscious thinking and ‘System 2’-deliberate,
slow, and conscious reasoning [65]. System 1 processing operates in an
intuitive and efficient manner, rapidly generates responses based on
pattern-recognition, is enriched with emotional context, and utilizes
stereotypes and heuristics [66]. Contrastingly, System 2 is characterized
by its abstract and deliberate nature, inherently slower, and requires
significant cognitive effort, fortified by computationally demanding,
driving its methodical and reasoned decision-making [67]. The effec-
tiveness of System 1 lies in its ability to swiftly produce decisions in
urgent scenarios or when rapid assessments are needed. However, this

quickness often results in sacrifices to the precision and thoroughness
typically provided by more analytical and time-consuming processes of
System 2. Therefore, there is a call for effective decision-making, which
requires a balanced interplay between System 1 and System 2 [68,69].
The integration of human cognitive abilities with advanced AI, specif-
ically GAI, offers a tactical approach to neutralize natural human biases
inner System 1 by reinforcing the analytical capabilities of System 2
[70]. The identification of heuristic bias including anchoring [71], and
the integration of AI feedback mechanisms [72], represents an
advancement in the mitigation of cognitive bias driven by System 1 by
encouraging the engagement of System 2 analytical thinking in
decision-making processes.

GAI, by harnessing extensive open-access databases, improves
human cognitive operations, particularly fortifying the deliberative and
analytical capabilities central to System 2 thinking [73]. Providing im-
mediate access to a wide array of information and insights derived from
data, counters the natural biases and heuristic shortcuts frequently
associated with System 1 [74]. The HITL paradigm in GAI serves as an
interactive cognitive assistant, prompting individuals to engage in
deeper inquiry and reflection, thereby mitigating the tendency toward
rapid, potentially biased conclusions [75]. In collaborative contexts, the
integration of diverse human perspectives with the computational
power of GAI facilitates the navigation of collective biases, enabling the
formulation of balanced and ‘external’ viewpoints for consideration. The
iterative nature of the HITL feedback loop assures that the contributions
of AI to decision-making are consistently honed and realigned with
dynamic human values and insights [76]. Moreover, the dialogic capa-
bilities of GAI foster an environment of iterative questioning and
refinement of thought processes, representative of System 2’s intro-
spective nature [77]. Hence, GAI emerges as a dynamic force, guiding
decision-makers towards a path of deliberate and considered reasoning,
substantially reducing the tendency for biases and snap judgments [78].
This collaborative model empowers both individuals and groups to
exploit the proficiency of GAI in processing extensive open-source data
while preserving the essential human faculties for ethical and
value-based judgments, and problem-solving in decision-making pro-
cesses [79]. A weak human plus machine plus better process has proven
to be more effective than either a strong machine alone or a strong
human plus machine plus inferior process [80].

3. Methodology

Experimental methods are becoming more central in AI and HI in-
teractions, as the rising popularity of large language models strengthen
experimental techniques and deepens understanding of the interactions
[81–83]. Quasi-experimental pretest-posttest design is widely adapted
in decision-making research to infer causal relationships by controlling
variables and observing outcomes [84,85]. Although pretest-posttest
design does not establish causality as definitively as randomized
controlled trials, it offers a methodologically sound alternative for
examining the interplay between various decision-making agents when
randomization is not feasible [86]. This approach facilitates the obser-
vation of how specific interventions (GAI in the context of this research),
impact decision-making outcomes, providing substantial evidence to
either support or dispute theoretical models [87,88]. Through the stra-
tegic manipulation of variables in a controlled environment, the ex-
periments are designed to reduce the impact of external variables, thus
strengthening the validity of the findings, and greatly enriching the
comprehension of cognitive processes within decision-making [89].

The experiment process develops methodologically (as shown in
Fig. 1) [90,91], commencing with ‘Experiment Preparation’, where
research problems are defined and objectives are set, leading to the se-
lection of cases and contexts. The ‘Pretest Phase’ then measures group
decision-making baseline data without GAI interventions. With the
‘Intervention Phase’, specific GAI is introduced, and subsequent out-
comes are then measured in the ‘Posttest Phase’ to detect any changes
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attributable to the intervention. The ‘Inter-Findings Analysis’ examines
the cognitive interplay between HI and GAI, and the ‘Findings Com-
parison and Synthesis’ phase compares data pre- and post-interventions,
analyzing homogeneity and heterogeneity to forge a comprehensive
understanding of the interactions between HI and GAI in
decision-making processes.

3.1. Group decision-making scenario selection

The selection process began with compiling an extensive list of global
organizations recognized for their advanced operational decision-
making practices, sourced from the authors’ extensive LinkedIn
network. These organizations were approached with a detailed
description of the scope of the study, information about the research
team, and a summary of the intended experiment process to confirm
their interest and ability to contribute meaningfully from the outset.
Upon receiving a response, the authors restated the research objectives
and asked the highest level about their readiness to collaborate. We also
committed to assuring the confidentiality of the data throughout and
sharing the complete report of the study with the participants. The study
encompassed three cases and four scenarios and involved interviews
with 14 experts in the sectors of Food Delivery Services, Transportation
Investment, and Public and Media Relations (Table 1).

When setting sample controls and defining the research boundaries,
this research focused on several critical factors, including the geographic
spread of the participating organizations, the sectors in which they
operate, and their history of adopting AI in decision-making processes to
protect the validity and reliability of the research findings. In the data
provided, cases A and B showed a traditional approach to decision-
making, primarily relying on human insight and expertise, where the
decision-making process typically involved employee research, ideation
sessions, and executive-level decision-making. On the other hand, case C
from the dataset had incorporated AI into their data analysis methods,
which marked a departure from solely human-based decision-making
approaches. This experience with AI, although not extending to GAI, was
particularly relevant to our study. By integrating cases heavily depen-
dent on HI with those that already significantly benefit from AI, the
study aims to bridge the gap between traditional and emergent decision-
making mechanisms, offering a forward-looking perspective on the
evolution of HI and GAI organizational decision-making.

3.2. Experiment design procedures

The experiment phase for this study spanned from September 2023
to January 2024. This period was chosen to accommodate the avail-
ability of participants and to ensure a sufficiently long interval for

Fig. 1. Experimental procedures.

Table 1
Overview of the participants.

Cases Industry Scenario Code Nature of work Year of experience

A-Canada-2014 Food Delivery Services Decision-Driven Market Launch and Growth A1 Business Growth Specialist 4
A2 5
A3 3
A4 6

B-China-2019 Transportation Investment Logistics Optimization Decision B1 Logistics Optimization Specialist 10
B2 10
B3 2
B4 7

Targeted Market Penetration Decision B5 General Manager 20
B6 Operations Specialist 10
B7 10
B8 8

C-China-1996 Public and Media Relations Strategic Digital Marketing Decision C1 Digital Marketing Specialist 3
C2 3

X. Hao et al.



Technology in Society 78 (2024) 102662

5

observing varied decision-making scenarios and their outcomes. The
experiment was designed to examine the assistance of GAI in group
decision-making, particularly focusing on cognitive processes to
diminish human biases and improve collaboration to mitigate the
combined biases of AI and GHI in group decision-making tasks, thereby
contributing to short-term operational and long-term strategic decision-
making.

3.2.1. Pretest first-roundtable discussion: human intuition-based decision-
making

Initially, participants were gathered for a 30-min discussion session
where they focused solely on their collective knowledge and instinct to
tackle a set of four fundamental ‘what’ and ‘how’ questions. The purpose
here was to capture a clear picture of how the nature of group decision-
making unfolds and to note the typical patterns and potential biases that
arise when humans work together to solve problems without any
algorithm-based guidance. This establishes a foundational understand-
ing of group decision-making that would later serve as a reference point
for comparing the impact of GAI integration.

3.2.2. GAI intervention introduced decision-making
In the subsequent stage of our procedure, which spanned an identical

time frame of 30 min, the dynamics of the experiment shifted to incor-
porate the capabilities of ChatGPT 4.0 into the decision-making process.
In this phase, human participants were presented with the same set of
scenarios as before. However, unlike the initial round, they now had the
advantage of ChatGPT’s computational insights. As the questions
unfolded, ChatGPT’s initial responses were prompted by a directive to
answer based on the provided background data, with a predefined
directive ‘given the background information, answer Qs’. Once the initial
answers were given, the participants could invoke a deeper level of
analysis by signaling ChatGPT to ‘continue, show more insights’.

3.2.3. Posttest second-roundtable discussion: HI and GAI collaborative
decision-making

The posttest second-round 30 min roundtable discussion was dedi-
cated to a systematic analysis of the collaborative HI and GAI decision-
making cognitive processes. This was supported by a structured 1–5
scale Likert evaluation scale; metrics are shown in Table 2. For instance,
Intuitive Judgment reflects the innate human capability to make de-
cisions based on instinct and heuristics, a quality yet to be replicated
authentically by GAI. Cognitive Overload and Heuristics Bias emphasize
the limitations and potential pitfalls in human decision-making, high-
lighting areas where GAI can offer significant support. Experience-based

decision-making underscores the value of leveraging past knowledge, a
trait that GAI is beginning to emulate through learning algorithms. GAI,
on the other hand, introduced dimensions such as Consistency and
Transparency, crucial for establishing GAI as a reliable and under-
standable decision-support tool. Adaptability pointed to the ability of
GAI to modify its decision-making protocols dynamically, a complement
to human flexibility. However, the dimension of Algorithmic Bias served
as a cautionary note, signifying the need for vigilance and continuous
refinement of GAI systems. The collaborative dimensions, Complemen-
tarity, Conflict Resolution, Synergy, and Efficiency provided a holistic
view of the potential combination of GAI and HI. Complementarity and
Synergy specifically addressed how GAI could augment human capa-
bilities, creating a symbiotic relationship that enhances decision-making
prowess. Conflict Resolution and Efficiency captured the goal of
collaborative decision-making: to harmonize diverse viewpoints and
optimize resource utilization, ultimately aiming for decisions that are
both effective and sustainable.

3.3. Data analysis

The analysis was carried out in two steps: analysis of intra-case
scenarios and searching for inter-case patterns.

During the pretest-posttest experiment intra-case scenarios, cogni-
tive mapping was utilized as a critical analytical instrument, providing
enhanced clarity to the multifaceted nature of HI and GAI decision-
making processes. This clarity was achieved through the methodical
interpretation of consistent responses derived from group discussions
alongside the data generated from training GAI systems. The utilization
of cognitive mapping was important in deconstructing the complex
cognitive processes that underpin the creation of scenarios. Since its
incorporation into the Strategic Options Development and Analysis
framework and its association with soft systems methodology in 1995
[115], cognitive mapping has stood as a tool for deciphering the com-
plexities inherent in strategic and operational management challenges,
particularly those that are poorly structured and require holistic analysis
[116,117]. A cognitive map is constructed with nodes, which are con-
nected by directional arrows [118]. These nodes, sometimes referred to
as vertices or points, symbolize the concepts or ideas perceived to be
relevant to the problem or scenario under investigation. The arrows, or
edges, delineate the perceived relationships or linkages between these
concepts, suggesting a sense of directionality or cause-and-effect.

Upon finalizing the collaborative cognitive maps, research transi-
tioned to quantitatively assessing intra and inter-case scenarios using a
1–5 scale in alignment with the predefined metrics in Table 2. This

Table 2
Dimensions of HI and GAI collaborative decision-making evaluation.

Dimensions Definition References

HI Intuitive Judgment Decision-making is based on gut feelings, heuristics, and immediate perception without the explicit use of
rational processes or analytical reasoning.

[92–94]

Cognitive Overload A state where an individual is overwhelmed by the amount of information processing required, exceeding their
cognitive capacity.

[95,96]

Heuristics Bias The cognitive shortcuts that simplify decision-making lead to systematic errors or biases in judgment. [42,97]
Experience-Based
Decision-Making

Using knowledge from prior experiences to inform current decision-making. [98]

GAI Consistency The measure of stability and predictability in the outputs of AI, particularly after it has been subjected to the
training rounds.

[99,100]

Transparency The clarity with which the decision-making process of an AI system is conveyed and made understandable to
human users.

[101,102]

Adaptability The capacity to change decision-making strategies in response to new information or changing directives. [103,104]
Algorithmic Bias The degree to which AI consistently leans towards a certain outcome or deviates from the true value during

decision-making.
[105,106]

HI and GAI
collaboration

Complementarity The degree to which the integration of AI augments the capabilities of human decision-making processes,
resulting in a collective output that surpasses what either could accomplish in isolation.

[107,108]

Conflict Resolution The process of resolving disagreements to reach a satisfactory decision for all parties involved. [109,110]
Synergy The level of cooperative interaction between artificial intelligence systems and group decision-making

processes, particularly through the iterative cycles of data training and application.
[111,112]

Efficiency Making decisions in a way that maximizes outcomes while minimizing the use of time and resources. [113,114]
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quantitative assessment permitted an evaluation of HI and GAI indi-
vidually, as well as an appraisal of their collaborative efficacy in
response to the posed experimental inquiries. The use of statistical
averaging in both horizontal and vertical analyses was important in
distilling individual responses into a cohesive understanding of the
collective performance of HI and AI interfaces. Horizontally, it helped
average out the individual responses across the different metrics for each
case, ensuring that the evaluation within each scenario was balanced
and bias minimized. Vertically, it aggregated the scores across all cases,
providing an overarching measure of effectiveness and allowing for a
comparison between the distinct scenarios. The merging of these two
approaches provided a multi-dimensional perspective on the data. This
improved the reliability of the findings by counterbalancing individual
variance in hypothesis verification.

The final analytical scope was then increased through frame analysis,
a prevalent technique within the domain of managerial cognition. This
approach divides cognitive frames into two distinct categories: diag-
nostic frames, which explain the existing status quo, and prognostic
frames, which forecast prospective developments [119]. Adopting this
dualistic categorization, the study analyzed the current symbiosis of HI
and GAI and projected its forward-moving trajectory within real-world
decision-making.

4. Results

During this detailed phase of the analysis (Fig. 2), the experts
engaged in three stages of cognitive mapping construction. In the pretest
first-roundtable discussion and intervention stage, human intelligence
cognitive (HIC) and GAI cognitive (GAIC) were constructed respectively.
The collaboration HIC and GAIC cognitive map was created in the
posttest second-roundtable discussion. To generalize the result, a rating
scale was provided to participants (Table 2), which assessed both the
decision-making capabilities of HI and GAI independent and their
collaborative effectiveness in decision-making.

4.1. Scenario 1- decision-driven market launch and growth

Launched in 2014 in Vancouver, Company A has distinguished itself
in the technology sector with its innovative delivery network model,
facilitating everyday services from food delivery to various convenience
offers. Its expansion has been notable in key urban areas in North
America, Australia, and the United Kingdom. Now eyeing the European
landscape, the company aims to transplant its successful service model
to invigorate community engagement, with a strategic focus on Ireland.
In preparation for the planned expansion into the food delivery market
of Ireland, the forthcoming discussion by a panel of four experts will
focus on four critical questions: Q1: To establish a successful operation
in Ireland, what specific tangible assets and intangible resources must
Company A procure and prepare? Q2: Considering the objective of
diversifying and growing Company A’s service offerings, what potential
Ireland-based partners or enterprises could align with the strategic ob-
jectives for expansion? Q3: In what ways can Company A utilize Ire-
land’s social media trends and influencer circles to cultivate a strong
market presence and drive demand for the food delivery service? Q4:
Within the framework of Ireland’s urban landscape, what distinct
operational challenges might arise?

4.1.1. Pretest first-roundtable discussion
HI focuses initially on securing essential operational assets like pre-

mium office locations and custom vehicle fleets (Fig. 3). This focus shifts
towards integrating these assets more strategically by appointing local
representatives for cultural integration, highlighting a move from basic
operational setups to deeper strategic integration within the community.
HI’s approach to partnerships starts with basic alliances with local food
establishments and educational institutions and evolves to include tech
firms and government agencies, widening the scope of strategic part-
nerships. In operations, HI addresses specific challenges like architec-
tural idiosyncrasies and population density, gradually incorporating
solutions for weather adaptability and cultural diversity in workforce
planning, thus shifting from immediate logistical solutions to long-term
operational strategies.

Fig. 2. Analysis procedure.

X. Hao et al.
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4.1.2. GAI intervention introduced
GAI starts by examining distribution centers and logistics technolo-

gies to optimize the basic infrastructure of operations (Fig. 4). This
analysis soon progresses to incorporate advanced network technologies.
In terms of partnerships, GAI begins by identifying diverse potential
partners across various sectors, later expanding this to include connec-
tions with organic stores and city council initiatives. This growth in
partnerships illustrates GAI’s ability to broaden its focus from individual
sectors to a more comprehensive community and governmental
engagement. In marketing, GAI transitions from focusing on influencer
networks and localized content to adopting data-driven campaigns and
diverse content strategies, showing a shift towards more inclusive and
effective marketing methods.

4.1.3. Posttest second-roundtable discussion
The collaboration between HI and GAI leverages the strengths of

both approaches to form a more comprehensive operational strategy
(Fig. 5). Initially focusing on combining asset security with advanced
technological integration, this partnership soon develops a unified
approach that seamlessly integrates cultural insights with sophisticated

logistics solutions (See Appendix 1 for the collaboration thinking shift).
For example, the collaboration starts with a focus on educational and
local business partnerships, which evolves into a holistic strategy
encompassing a wide range of educational, business, and technological
partnerships. This integration enhances the overall growth and adapt-
ability of operations. In marketing, the collaboration merges traditional
human touchpoints with AI-driven techniques, creating more dynamic
and impactful engagement strategies.

According to Table 3, the pretest scores across the four questions (Q1
to Q4) reflected these limitations, with average scores of 4 for intuitive
judgment, 3.75 for experience-based decision-making, 3.06 for cogni-
tive overload and 2.44 for heuristics bias. After the first round of GAI
training, the average scores were 3.5 for consistency, 3.38 for trans-
parency, 3.63 for adaptability, and 3.19 for algorithmic bias. These
scores indicate a moderate level of predictability and clarity in the GAI
outputs, as well as some initial responsiveness to new information.
Following the second round of training, there were notable improve-
ments in most areas: consistency increased slightly to 3.63, transparency
rose significantly to 4.13, and adaptability improved markedly to 4.38.
However, algorithmic bias increased to 3.69, indicating that while the AI

Fig. 3. Scenario 1-HI cognitive map.

Fig. 4. Scenario 1-GAI cognitive map.
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system became more transparent and adaptable, it also showed a higher
tendency towards biased decision-making. The posttest second-
roundtable discussion scores revealed enhancements in key di-
mensions such as complementarity, conflict resolution, synergy, and
efficiency. Specifically, complementarity, which measures how well GAI
improves human decision-making, scored 3.75. Conflict resolution, the
ability to resolve disagreements effectively, scored 3.69. Synergy,
reflecting the cooperative interaction between GAI systems and human
decision-making, scored 3.5. Finally, efficiency, which measures
decision-making that maximizes outcomes while minimizing time and
resources, scored 3.63.

4.2. Scenario 2- logistics optimization decision

Mining operations in Location F face logistical challenges due to the
lack of direct rail transport, which requires the consideration of multi-
modal transportation methods to move sand and aggregate to Location
Q, a significant demand center. A panel of four experts convened to
deliberate on the following issues:Q1: Given the hazards associated with
direct highway transportation and the advantages of integrated highway
and railway systems, what alternative pathways could be employed to
reduce delays and refine cost efficiency? Q2: How could transportation
methods be coordinated to facilitate the efficient transfer of materials
while also adhering to the sustainable development objective of mini-
mizing the environmental impact? Q3: What strategic partnerships
could be formed with local authorities and organizations to facilitate
real-time updates on road conditions, thus ensuring efficient commu-
nication and the maintenance of smooth transportation pathways? Q4:
In the face of ongoing road maintenance or unforeseen closures, what
contingency plans can be developed that minimize environmental
impact and guarantee uninterrupted traffic flow?

4.2.1. Pretest first-roundtable discussion
HI initially advocates for a “hub-and-spoke” system to manage

congestion and boost cost efficiency effectively (Fig. 6). As the strategy
develops, it includes using GPS and real-time data analytics to optimize
routing, moving from basic traffic management to advanced, data-
driven routing solutions. For transportation, starting with the use of
electric or hybrid trucks for shorter hauls, HI evolves into creating a
centralized logistics platform that facilitates smooth transitions between
different transport modes, reflecting a shift from improving individual
elements to integrating entire logistics operations.

4.2.2. GAI intervention introduced
GAI starts by suggesting a variety of transportation methods,

including short-sea shipping and intermodal transportation, to tackle
logistical challenges (Fig. 7). The approach soon expands to include even
more sophisticated solutions like pipeline conveyance and adopting
hub-and-spoke models, showing a progression towards creating a com-
plete multimodal transportation system. In logistics management, GAI
first recommends optimization software and regular scheduling for rail
transport, and then advances to support collaborative logistics frame-
works that ensure synchronized scheduling across different modes. This
shows how GAI transitions from promoting initial technology use to
enhancing entire systems, improving the efficiency of logistics opera-
tions substantially.

4.2.3. Posttest second-roundtable discussion
Shown in Fig. 8, starting with a focus on congestion management and

cost efficiency improvements, the partnership of HI and GAI quickly
integrates advanced data analytics and comprehensive transport stra-
tegies (See Appendix 2 for the collaboration thinking shift). For
example, HI concentrates on practical, on-the-ground improvements
such as electric mobility and transport synchronization, while GAI in-
troduces systemic enhancements. Together, they create a cohesive
strategy across various transport modes. This collaboration effectively
addresses immediate operational improvements and develops strategies
for long-term resilience and environmental sustainability, showing a
proactive and strategic approach to complex logistical challenges.

As shown in Table 4, in the first roundtable discussion, the average
scores for HI namely, intuitive judgment, cognitive overload, heuristics
bias, and experience-based decision-making were 2.63, 1.88, 2.94, and
2.5, respectively. After GAI intervention, the initial consistency and
transparency scores were 2.81 and 2.38, respectively, while adaptability
and algorithmic bias were rated at 2.56 and 2.25. In the second round of
intervention, transparency slightly improved to 2.81. Consistency,
adaptability, and algorithmic bias significantly increased to 3.23, 3.13
and 3.06, respectively. The results show consistently high average scores
across metrics in HI and GAI collaboration, with complementarity at 3.5,
conflict resolution at 3.69, synergy at 3.56, and efficiency also at 3.56
(see Table 5).

4.3. Scenario 3- targeted market penetration decision

Transportation Investment Enterprise B is considering an expansion
into the fine-washed sand market, targeting the launch of a product line
characterized by high standards of quality, eco-friendliness, and inno-
vative features appropriate for the local construction sector. Addressing
environmental issues and the potential for climate-induced disruptions
in production is critical to balance the opportunities with the inherent

Fig. 5. Scenario 1-HI and GAI cognitive map.
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risks of this venture. The success will depend on its ability to navigate
operational complexities, capitalize on strategic opportunities, and
integrate the new product with its long-term vision. In preparation for
market entry, a panel of four experts has been convened to address four
key questions. Q1: What strategies could be adopted to reduce costs
while enhancing profitability in this new market? Q2: What potential
partnerships or collaborative relationships might be advantageous in
our entry into the market? Q3: What measures will be taken to ensure a
resilient and reliable supply chain to meet market demand?Q4: How can
the brand be positioned to gain a strong foothold in the fine-washed sand
market?

4.3.1. Pretest first-roundtable discussion
HI strategies initially focus on leveraging economies of scale and

adopting energy-efficient technologies to reduce costs (Fig. 9). The
approach soon evolves into a dynamic pricing strategy that responds to
changing market demands, showing a progression from cost-focused
strategies to more flexible, market-driven approaches. In terms of
partnerships, starting with local builders and eco-certification bodies, HI
broadens its scope to include joint ventures with regional transport
firms, enhancing the entire logistics chain. This growth from niche
partnerships to comprehensive logistical collaborations underscores an
expanding understanding of market integration and operational
effectiveness.

4.3.2. GAI intervention introduced
GAI strategies start by using predictive analytics to enhance opera-

tional efficiency, such as securing long-term supplier contracts to reduce
costs and improve workflow (Fig. 10). As these strategies develop, GAI
focuses more on optimizing the entire value chain and introduces dy-
namic pricing to better respond to market changes. This marks a tran-
sition from focusing merely on operational efficiency to adopting more
complex, integrated approaches that use data for comprehensive man-
agement of the value chain. In logistics, GAI employs technologies like
GPS and blockchain to improve efficiency and ensure transparency.
These tools also help support wider objectives such as fostering a cir-
cular economy, demonstrating how AI can move from enhancing
logistical operations to advancing broader environmental and sustain-
ability initiatives.

4.3.3. Posttest second-roundtable discussion
The collaboration between HI and GAI strategies leverages both

human insight and AI analytics to craft sophisticated and resilient
operational frameworks (Fig. 11). Initially, this partnership focuses on
integrating cost-effective production methods with market adaptability
strategies (See Appendix 3 for the collaboration thinking shift). As the
collaboration deepens, it incorporates advanced analytics and real-time
data into decision-making processes, merging cost-efficiency with agile
responses to market conditions. For example, in supply chain manage-
ment, the combination of HI’s diversified strategies and GAI’s techno-
logical applications develops into robust systems that are not only
resilient but also future direction. This collaborative approach enhances
immediate operational efficiency and also prepares the organization to
face future challenges dynamically and effectively.

In the pretest first-roundtable discussion, the average scores for HI’s
intuitive judgment, cognitive overload, heuristics bias, and experience-
based decision-making were 2.75, 2.56, 3.31, and 2.69, respectively.
These results suggest that participants moderately relied on intuition
and prior experiences while making decisions. They experienced a
moderate level of cognitive overload, indicating some difficulty in
processing information. The high score in heuristics bias implies that
participants frequently used cognitive shortcuts, which may have led to
systematic errors in their judgment. Following the GAI intervention,
initial scores for consistency, transparency, adaptability, and algo-
rithmic bias were 2.88, 2.81, 2.75, and 2.69, respectively. In the second
evaluation, these scores improved to 3.31, 3.56, 3.56, and 3.13. ThisTa
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indicates that the intervention led to better consistency, and adaptability
in AI decision-making, though it also showed a slight increase in bias. In
the posttest second-roundtable discussion, the average scores for
complementarity, conflict resolution, synergy, and efficiency were 4.13,
3.81, 3.81, and 3.81, respectively. These high scores indicate that the
integration of GAI significantly enhanced the group’s decision-making
capabilities, showing strong synergy and efficient collaboration. Con-
flict resolution was also effective, contributing to satisfactory outcomes
for all parties involved. The overall results reflect a successful
augmentation of human decision-making processes through GAI, lead-
ing to better collective outputs and efficient use of resources.

4.4. Scenario 4- strategic digital marketing decision

One of the renowned social media and e-commerce platforms of
China, Media X is gearing up for the Singles’ Day (Double 11) event,
which is a highly popular online shopping festival. This year, the focus of
D is to leverage the advantages of its platform to boost sales in the
cosmetics industry.Q1: What specific data should be collected before the

Double 11 event to ensure readiness for data-driven initiatives, thus
providing insights for the cosmetics industry and strengthening mar-
keting strategies? Q2: How to optimize targeted content publication and
promotion during Double 11 to maximize engagement and conversion
rates in the cosmetics industry? Q3: What approaches should be taken to
effectively manage user interactions, and adjust content and promo-
tional strategies at various stages before, during, and after the event to
maximize the impact of the Double 11 event? Q4: How to construct
performance metrics to evaluate and improve the outcomes of the
Double 11 event, promoting strategic optimization for future events in
the cosmetics industry?

4.4.1. Pretest first-roundtable discussion
HI begins with straightforward data collection on consumer behav-

iors, such as identifying peak browsing times and product preferences
(Fig. 12). This knowledge is then used to develop more agile supply
chain processes that respond swiftly to consumer feedback, reflecting a
dynamic approach to managing operations and customer interactions.
For example, by starting with a simple content calendar based on

Fig. 6. Scenario 2-HI cognitive map.

Fig. 7. Scenario 2-GAI cognitive map.

X. Hao et al.



Technology in Society 78 (2024) 102662

11

audience preferences, HI practitioners later integrate more interactive
elements like live streams and flash sales, aiming to maintain customer
engagement through ongoing, real-time activities. This evolution shows
a shift from static planning to a more fluid, responsive strategy that
continuously adapts to consumer feedback and enhances overall
engagement.

4.4.2. GAI intervention introduced
GAI focuses on deeply analyzing consumer behavior and inventory

dynamics to optimize marketing tactics (Fig. 13). Starting with data on
how consumers interact with products and services, GAI uses real-time
analytics to adjust marketing strategies promptly. For example, by
analyzing feedback from audience participation, GAI moves towards
utilizing sophisticated tools that predict trends and consumer prefer-
ences, enhancing the strategic foresight in marketing. This process
adapts to current consumer behavior and proactively shapes future
marketing strategies by anticipating changes in the market and con-
sumer demands, using predictive modeling to plan for expansion and
increased market engagement.

4.4.3. Posttest second-roundtable discussion
When HI and GAI work collaboratively, the approach to market

strategies becomes highly integrated and dynamic (Fig. 14). Initially,
this collaboration combines human-driven insights with AI’s data pro-
cessing capabilities to create a comprehensive view of market conditions
(See Appendix 4 for the collaboration thinking shift). For instance,
combining HI’s understanding of content strategy with GAI’s analytical
insights leads to the development of marketing campaigns that are both
creative and data driven. This integrated approach allows for real-time
adjustments based on a deep understanding of market dynamics and
consumer behaviors. The collaboration extends to performance metrics
as well, where traditional sales-focused indicators are enhanced with
AI’s ability to incorporate broader consumer insights, turning basic data
collection into a sophisticated, insight-driven strategy that optimizes
both market presence and consumer engagement.

In scenario 4-dimension evaluation (Table 6), the average scores of
HI were: intuitive judgment (2.5), cognitive overload (1.5), heuristics
bias (2.13), and experience-based decision-making (4). These results
indicate that participants relied heavily on experience-based decision-
making, faced low cognitive overload, also prone to less heuristics bias.
Their intuitive judgment was moderate, suggesting a balanced approach
between gut feelings and rational analysis. The GAI intervention results
showed stable scores for consistency (2.75) across both rounds, with
improvements in transparency (from 3 to 3.13) and adaptability (from

2.88 to 3.38). However, algorithmic bias increased from 3.38 to 3.63,
indicating that while the GAI becamemore transparent and adaptable, it
also exhibited a higher degree of bias in its decision-making processes
post-intervention. Considering HI and GAI collaboration, the scores for
complementarity (4.25), conflict Resolution (3.63), synergy (4.38), and
efficiency (3.88) indicate strong overall performance. The high scores in
complementarity and synergy reflect effective collaboration and mutual
enhancement among participants, while the good score in efficiency
shows productive use of resources and time. Conflict Resolution,
although lower than the other metrics, still demonstrates considerable
ability to manage and resolve disagreements.

5. Discussion

In familiar scenarios 1 and 4, participants could rely heavily on past
experiences. However, in unfamiliar scenarios 2 and 3, their decision-
making processes shifted significantly. Specifically, the lack of rele-
vant experience meant that participants could not rely as much on
experience-based decision-making, leading to a greater reliance on
intuitive judgment and potentially increasing the risk of cognitive biases
such as heuristics [120]. The moderate to low scores in cognitive
overload suggest that while participants were not overwhelmed by the
volume of information, their decision-making process might still be
influenced by their instincts or first impressions in the absence of
reasoning [93]. This shift highlights a critical challenge in human
decision-making: when familiar patterns are absent, there is an
increased likelihood of defaulting to intuition rather than methodical
reasoning. This can be problematic in new scenarios where gut feelings
may not be the best guide, but that is where GAI helps.

As GAI evolved, the interventions across two training rounds reveal
significant enhancements in consistency, adaptability, and trans-
parency. Consistency in ML systems refers to the ability of the algorithm
to produce consistent results even when exposed to varying data inputs,
a principle anchored in robust optimization [121]. This concept ensures
that the model remains effective and accurate under a range of different
scenarios and perturbations, critical for applications requiring high
reliability across diverse environments. Adaptability, on the other hand,
highlights the GAI’s increased flexibility in integrating and responding
to new information. This feature is grounded in transfer learning and
adaptive learning, which allow a model to apply knowledge learned
from one domain to problems in new domains effectively [122]. Such a
capability is vital for dynamic systems that operate in real-time envi-
ronments where the input data can change unpredictably. Lastly, the
enhancement in transparency involves making the GAI’s

Fig. 8. Scenario 2-HI and GAI cognitive map.
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decision-making processes more understandable. XAI aims to make the
operations of AI systems more transparent and the results easier to
interpret, thereby increasing the trustworthiness and facilitating easier
debugging and improvement of AI systems [123,124]. As shown in
Table 7, businesses can effectively leverage the enhanced features of
GAI, consistency, adaptability, and transparency, to foster innovation,
optimize operations, and enhance customer engagement.

Specifically, the outcomes produced by ChatGPT, when mixed with
expert analyses, revealed distinct variations indicative of the inherent
differences in cognitive processing between GAI and human expertise.
ChatGPT employs reverse inference, a hallmark of System 2 reasoning,
characterized by a methodical dissection and subsequent reconstruction
of present conditions to unearth foundational elements [125]. This
process is inherently slower and more deliberate, requiring compre-
hensive examination by GAI to synthesize a holistic view. Experts have
acknowledged the innovative and forward-thinking suggestions made
by ChatGPT in scenarios. In digital marketing, A2 highlighted “AI’s
suggestions for digital marketing strategies in Ireland are exceptional,
showing good points that we had not considered before.” This

demonstrates ChatGPT’s ability to offer fresh and valuable insights. In
logistics, B3 appreciated the GAI’s alignment with contemporary prac-
tices: “The GAI’s proposal for a hub and spoke system is in line with the
latest logistics practices … using real-time data is revolutionary for our
operations.” Similarly, for supply chain resilience, B7 noted, “I’m
particularly impressed with ChatGPT’s recommendations … Integrating
technology like blockchain for transparency is a forward-thinking
approach.” “The GAI’s detailed analysis and utilization of user
behavior analytics to enhance our Singles’ Day event, alongside its ap-
proaches to managing customer interactions, are both targeted and
innovative”. “ChatGPT’s recommendations for data-driven strategies to
engage customers during Singles’ Day are particularly noteworthy for
their ingenuity.” (C1, C2)

Despite these appreciates, criticisms highlight ChatGPT’s limitations.
Expert A1 expressed concerns about overlooked crucial cultural aspects:
“The AI’s suggestions seem to overlook the importance of face-to-face
interactions in Ireland’s business culture.” This comment underscores
a significant gap in ChatGPT’s comprehension of local business dy-
namics. Additionally, some experts pointed out the impracticality of

Fig. 9. Scenario 3-HI cognitive map.

Fig. 10. Scenario 3-GAI cognitive map.
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certain suggestions. Expert B4 remarked on the logistical recommen-
dations: “Yes, the pipeline transport and short-sea shipping are good
options, but they may be very difficult to achieve due to real-world
constraints.” Experts B1 and B2 critiqued the practicality of AI-
generated strategies, stating, “The GAI’s suggestions tend toward the
idealistic, particularly with the proposed integration of public-private
partnerships, which could fundamentally alter the nature of the proj-
ect.” Expert B8 commented onmarket strategies: “While the AI’s method
in market segmentation is systematic, it overlooks the emotional and
psychological drivers of consumer behavior. For our brand strategies to
be effective, a deeper understanding of human touch and the importance
of interpersonal relationships in B2B interactions is essential.” Further
emphasizing the limitations of GAI in qualitative assessment, experts C1
and C2 observed, “The reliance of GAI on performance metrics pre-
dominantly overlooks qualitative elements such as customer experience
and brand loyalty, which are indispensable for sustained success in our
industry. Both negative and positive qualitative feedback are crucial.”
A1, A2, C1, and C2 noted that the utilization of consumer data, while
based on a beneficial concept, failed to consider necessary data pro-
tection regulations, which may result in practices that fall short of
ethical standards. Despite undergoing a two-round training process,
experts (B4, B8) have indicated that the outcomes of the second-round
training substantially surpass contextual expectations. These

statements reflect a consensus among experts that while GAI can provide
extensive data-driven analysis, it may not fully grasp the contextual,
human-centric elements that are vital in certain business sectors [24],
particularly those involving human relationships and perceptual
branding.

As evidence, across all scenarios, an increase in algorithmic bias was
noted despite improvements in other areas. For example, in Scenario 1,
algorithmic bias increased from 2.69 to 3.13 post-intervention, and in
Scenario 4, it rose from 3.38 to 3.63. In each scenario, as the GAI system
became more transparent and adaptable, it also started to exhibit more
pronounced biases. This could be a result of the GAI system overfitting to
specific patterns in the training data or prioritizing efficiency over
fairness [126]. Algorithmic bias occurs when an AI system produces
results that are systematically prejudiced due to erroneous assumptions
in the ML process [127]. These biases can arise from various sources,
including biased training data, flawed algorithms, or unintended con-
sequences of the system’s design and deployment. In the context of
decision-making, algorithmic bias can lead to unfair or suboptimal
outcomes, affecting the credibility and trustworthiness of GAI systems
[128]. This could be due to the GAI system learning and reinforcing
existing biases present in the data it was trained on or due to the sys-
tem’s algorithms prioritizing certain types of information over others.
Such biases can be particularly problematic in scenarios requiring

Fig. 11. Scenario 3-HI and GAI cognitive map.

Fig. 12. Scenario 4-HI cognitive map.
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contextual understanding, where a one-size-fits-all approach is inade-
quate. Therefore, this increase in bias underscores the need for contin-
uous monitoring and adjustment of GAI systems to ensure they remain
fair and unbiased. To facilitate the effective application of GAI in busi-
ness environments, this research proposes the following five protocols
for managing GAI bias (Table 8).

The collaboration between GAI and HI highlights a strong comple-
mentarity, as evidenced by high scores. This indicates that GAI’s capa-
bilities are well-suited to address human weaknesses, and vice versa.
Synergy, another highly rated dimension, reflects the seamless integra-
tion of human and GAI contributions, suggesting that these entities do
not merely coexist but actively collaborate to produce outcomes greater
than the sum of their parts. This cooperation likely involves GAI offering
real-time data processing and predictive analytics, while human coun-
terparts provide contextual understanding and ethical judgments, thus
optimizing decision processes. Efficiency scores highlight that this
collaboration significantly reduces the time and resources typically
required for complex decision-making. This efficiency is crucial in

environments where rapid and accurate decisions are essential, sug-
gesting that GAI not only matches but potentially accelerates human
cognitive speed without sacrificing accuracy. However, the slightly
lower scores in conflict resolution (Scenario 3 and 4), while still sub-
stantial, indicating the need for improved mechanisms to handle dis-
agreements or interpretive discrepancies between human and machine
insights [129].

The human capacity for forward inference utilizes accumulated ex-
periences and knowledge to forecast future events, synonymous with
System 1 intuition. This type of cognitive processing is swift, instinctive,
and often operates below the conscious level [130]. Experts applied
their market awareness across scenarios such as launch strategies, lo-
gistics, market entry, and digital marketing initiatives. There were
discernible overlaps in the outcomes of expert reasoning and those
derived from generative models with System 2 reasoning [131]. For
instance, infrastructure, educational partnerships, and regulatory
frameworks in the first scenario; the hub-and-spoke logistics model,
electrification of transport mediums, and technological collaborations in

Fig. 13. Scenario 4-GAI cognitive map.

Fig. 14. Scenario 4-HI and GAI cognitive map.
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the second; dynamic pricing models and partnerships with local entities
in the third; and strategies for sales growth and supply chain enhance-
ments in the fourth.

It should be noted that, ChatGPT’s limitations are notable in the
realm of creative or “out-of-the-box” thinking, where human intuition
and flexibility have a distinct advantage. Creativity often demands a
sophisticated understanding of context and culture, elements that are
inherently difficult for GAI to fully comprehend. Human experts excel at
interpreting and responding to subtle cues, making innovative connec-
tions, and utilizing tacit knowledge gained through experience. These
abilities are essential for crafting strategies that deeply resonate with
consumers and stakeholders on a personal level. Moreover, creative
thinking often involves the ability to perceive relationships between
seemingly unrelated ideas and to generate novel solutions. This process
involves systematic exploration and the ability to engage in “trans-
formational creativity,” where fundamental assumptions are redefined
[132]. Human experts are skillful at this form of creativity, as they can
draw from a broad spectrum of experiences and contextual knowledge,
making intuitive leaps that are difficult for GAI to emulate. In practice,
this means that while GAI can provide valuable data-driven foundations,
human input is essential for refining these insights into strategies that
are culturally, contextually and ethically appropriate [133]. The
collaboration between GAI’s analytical capabilities and human crea-
tivity can lead to more robust and innovative outcomes [134]. There-
fore, businesses should leverage GAI for its strengths in data processing
and pattern recognition, while relying on human experts for strategic
and creative decision-making [135]. This synergy can ensure that
GAI-enhanced decisions are efficient, informed, and more importantly,
adaptable to complex real-world scenarios, with detailed strategies
shown in Table 9.

6. Conclusions

In an era marked by rapid technological advancement, the collabo-
rative dynamics between HI and GAI are reshaping decision-making
processes. Through a quasi-experimental pretest-posttest design, this
research compares the performance and cognitive strategies of partici-
pants before and after the introduction of GAI interventions by seeking
to isolate and analyze the specific impacts of GAI on decision-making
processes.

Research results highlight the synergistic potential of combining
human with machine precision, System 1 with System 2 thinking to
achieve superior outcomes in efficiency, creativity, and strategic
execution. Particularly in scenarios of human unfamiliarity and infor-
mation overload, GAI’s contributions in providing data-driven support
and predictive analytics are shown to significantly alleviate cognitive
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Table 7
Guidance of utilizing and improving the feature of GAI.

Consistency
Utilizing Consistency By incorporating GAI systems with improved stability,

businesses can ensure that their core operations are
consistently efficient, leading to smoother and more
predictable outcomes.

Adaptability
Exploiting
Adaptability

The adaptability of GAI allows companies to stay responsive
to emerging trends and changes in the market landscape.
This feature enables businesses to quickly integrate new
information and adjust their strategies, maintaining
competitiveness and responsiveness without the need for
extensive manual intervention.

Transparency
Emphasizing
Transparency

Implementing transparent GAI processes helps in making
the decision-making framework of AI systems clear to all
stakeholders. This transparency is crucial for aligning with
ethical standards and fostering an environment of trust,
especially in interactions with customers who seek clarity on
how their data is being used and processed.
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load and heuristic biases that typically challenge human decision-
makers. Moreover, GAI, characterized by significant improvements in
stability, adaptability, and transparency, underscores its growing capa-
bility to handle diverse and unpredictable data environments effec-
tively. These enhancements ensure consistent performance under
varying conditions and enable flexible responses to new information,
essential in dynamic decision contexts. The integration of XAI principles
further strengthens this dynamic, fostering a deeper trust and

understanding of GAI processes among human users.
However, this collaboration reveals critical issues such as potential

dependency on GAI which could lead to the waste of human decision-
making skills and the continuation of biases inherent in the algorithms
and data used by GAI systems. Such challenges require monitoring and
frequent refinement of GAI systems to ensure decisions are fair and
unbiased. Furthermore, the interface between human intuitive and GAI
data-driven decision-making can sometimes result in conflicts or
misalignments.

Addressing the above-mentioned challenges require a robust ethical
framework that prioritizes transparency, accountability, and inclusivity
(Table 7). These principles ensure that GAI systems operate robustly and
efficiently and remain agile enough to adapt to new challenges and
evolving market dynamics. To ensure these standards, it is important to
implement comprehensive audits and develop responsive feedback
mechanisms. Such measures facilitate the continuous monitoring and
refinement of AI outputs, thereby preventing biases and ensuring that
operations remain transparent to all stakeholders (Table 8). To
conclude, the collaboration between HI and GAI must be strategically
managed to combine their respective strengths. Strategic task allocation
is essential, allowing GAI to handle data-driven processes while humans
oversee tasks that require contextual judgment and interpersonal skills.
Enhanced by interactive feedback systems and cross-functional teams,
this approach can promote a productive dialogue between HI and GAI.
Such collaboration strategies, as outlined in Table 9, can optimize
decision-making outcomes, and ensure that the integration of HI and

Table 8
Guidance of GAI bias.

Monitor and evaluate outputs
Regular Audits Businesses should establish a systematic process for regularly

reviewing the outputs generated by ChatGPT. This involves
setting up periodic audits where the GAI’s responses are
analyzed for any signs of bias. These audits can be conducted
weekly or monthly, depending on the volume and criticality of
the GAI’s usage. Bymaintaining ongoing oversight, businesses
can promptly identify and address biased outputs before they
impact decision-making processes.

Feedback mechanisms
User Feedback Creating robust feedback mechanisms is essential for

capturing user experiences and identifying biased outputs.
Businesses should provide users with easy-to-use channels to
report any instances of bias or inappropriate responses from
GAI. This feedback should be systematically reviewed and
acted upon to refine the GAI’s performance. Encouraging
users to provide detailed feedback helps in understanding the
context of biases, enabling more effective remediation.

Iterative
Improvement

Feedback from users should be used to drive iterative
improvements in the GAI system. By analyzing the reported
issues, businesses can identify patterns of bias and implement
changes to address them. This continuous improvement loop
ensures that the GAI system evolves to become fairer and
more accurate over time.

Transparent usage policies
Documentation Maintaining clear and comprehensive documentation on how

GAI is used within the business is vital. This documentation
should include guidelines on identifying and addressing
biased outputs, the process for reporting issues, and the steps
taken to mitigate bias. Transparency in usage policies helps
build trust among users and stakeholders, ensuring that the
GAI system is used responsibly.

Employee Training Training employees on the responsible use of GAI is critical for
minimizing bias. Businesses should conduct regular training
sessions to educate employees about the potential biases in
GAI outputs and how to report and address these issues. By
fostering a culture of awareness and responsibility, businesses
can ensure that all users are equipped to handle GAI outputs
ethically.

Contextual awareness
Input Sensitivity Being mindful of the context and phrasing of inputs provided

to GAI can significantly reduce the risk of biased outputs.
Businesses should train users to craft inputs carefully,
avoiding language that could elicit biased responses from the
GAI. By ensuring that inputs are contextually appropriate,
businesses can mitigate unintended bias.

Context Review It is important to review GAI responses within the context
they are used to ensure they are appropriate and unbiased.
Businesses should establish protocols for context review,
where outputs are assessed for their relevance and fairness in
the given scenario. This helps prevent misinterpretations and
ensures that the GAI system’s responses align with business
values.

Ethical usage practices
Ethical Guidelines Following ethical guidelines for GAI usage is fundamental to

reducing algorithmic bias. Businesses should establish and
adhere to a set of ethical principles that emphasize fairness,
accountability, and transparency in GAI deployment. These
guidelines should be integrated into the company’s overall
governance framework.

Ethics Committee Businesses should establish an internal ethics committee to
oversee the ethical use of GAI. This committee should include
diverse stakeholders who can provide different perspectives
on ethical issues. The committee’s role is to ensure that all
GAI-related practices align with the company’s values and
ethical standards, addressing any biases that may arise.

Table 9
Guidance of the HI and GAI collaboration.

Complementarity
Task Allocation Assign tasks optimally by utilizing GAI for generating

content, ideas, or solutions that are data-driven, like
drafting reports or generating code, while humans
handle tasks requiring nuanced understanding,
decision-making, and interpersonal interactions.

Tool Integration Seamlessly integrate GAI tools into human workflows
with interfaces that are intuitive and facilitate easy
interaction, thus enabling effective collaboration
without extensive technical training.

Conflict Resolution
Define Roles Clearly Clearly define the roles and responsibilities for both GAI

systems and human workers to prevent overlap and
reduce potential conflict. This clarity will aid in setting
precise expectations and streamline the collaboration
process.

Synergy
Interactive Feedback
Systems

Implement systems where GAI and humans can provide
continuous feedback to each other. For example, GAI
can suggest content strategies based on data trends,
while humans can refine these suggestions with
contextual knowledge or creative input to enhance
relevance and engagement.

Cross-Functional Teams Promote the development of teams that integrate both
GAI tools and human experts. This fosters a
collaborative environment where the strengths of each
are utilized effectively, driving toward shared business
goals.

Efficiency
Streamlined Workflows Leverage GAI to automate and accelerate the generation

of digital content, analytical reports, or preliminary
research, freeing up human collaborators to focus on
strategy, creative processes, and complex problem-
solving.

Continuous Training and
Upskilling

Regularly train human staff to maximize their
proficiency with GAI tools, understanding how to best
utilize these systems within their roles. Update GAI
systems continuously with new data and human
feedback to maintain their relevance and effectiveness.

Performance Monitoring Establish metrics to monitor the effectiveness of GAI in
collaboration with human input, assessing
improvements in productivity and quality of outcomes.
Adjust strategies based on these insights to continuously
enhance the collaborative process.
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GAI remains both innovative and responsible. This leads to a productive
environment where both human and machine intelligence can collabo-
rate productively and ethically.

For further research opportunities, this research proposes conducting
real-life experiments that integrate cognitive neuroscience with GAI
technology. These studies should focus on how GAI systems, enhanced
with cognitive and neuroscience insights, can improve decision-making
processes in various organizational settings. Future research could also
focus on collecting input from a wider array of stakeholders, including
those impacted by decisions implemented via GAI, to uncover supple-
mentary dimensions of understanding. By examining the interactions
between human cognitive functions and GAI capabilities, we can
develop more intuitive and effective GAI tools that augment HI.
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Appendix 1

Scenario 1- Decision-driven market launch and growth

Cognitive Entity Question Initial Thoughts Developed Thoughts Generalized Insights

Human Intelligence
Cognitive (HIC)

Q1 Focus on securing a premium office
location and custom vehicle fleet.

Appointment of a local representative for
cultural integration.

Transition from securing basic operational
assets to enhancing strategic integration.

Q2 Basic alliances with local food
establishments and educational
institutions.

Expanded alliances to include tech firms
and government agencies.

Broadened scope from specific to diverse
strategic partnerships.

Q3 Use of social media trends and influencer
networks.

Immersive community participation and
localized content strategies.

Enhanced focus from influencer engagement to
comprehensive community engagement.

Q4 Addressing architectural idiosyncrasies
and population density.

Included weather adaptability and cultural
diversity in workforce planning.

From logistical challenges to long-term
adaptive strategies in operations.

GAI Cognitive (GAI) Q1 Analysis of distribution centers and
logistics technologies.

Incorporation of advanced network
technology in operations.

From basic infrastructure setup to integration
of advanced technology solutions.

Q2 Identification of diverse potential
partners from various sectors.

Expansion to include organic stores and
city council initiatives.

Widening of partnership scope to include
broader community and governmental bodies.

Q3 Initial focus on influencer networks and
localized content.

Adoption of data-driven campaigns and
diverse content strategies.

Shift from localized engagement to broad-
based, data-driven marketing strategies.

Q4 Recognizing urban layout complexity
and regulatory constraints.

Acknowledgment of transport patterns and
cultural diversity.

Deepened understanding of urban and
regulatory complexities in operations.

Collaborative Cognitive
(HIC þ GAI)

Q1 Combination of asset securing and tech
integration discussions.

Unified approach to cultural integration
and advanced logistics.

Comprehensive operational strategy
combining cultural and technological insights.

Q2 Early focus on educational and local
business partnerships.

Holistic strategy involving diverse and
dynamic alliances.

Integration of educational, business, and
technological partnerships for growth.

Q3 Joint use of traditional and digital
marketing methods.

Integrated community and digital
engagement strategies.

Merging of human touch with AI-driven
techniques in marketing for greater impact.

Q4 Addressed immediate operational and
architectural challenges.

Strategic planning for long-term
adaptability and diversity.

Unified approach to tackling both immediate
and strategic operational challenges.

Appendix 2

Scenario 2- Logistics optimization decision

Cognitive Entity Question Initial Thoughts Developed Thoughts Generalized Insights

Human Intelligence
Cognitive (HIC)

Q1 Advocated for a “hub-and-spoke” system to
reduce congestion and improve cost efficiency.

Emphasized GPS and real-time data
analytics for optimal routing.

From basic congestion management to
sophisticated data-driven routing solutions.

Q2 Initial use of electric or hybrid trucks for short
hauls to rail hubs.

Centralized logistics platform for
synchronized transport transitions.

Shifted from single-mode improvements to
integrated multimodal logistics solutions.

Q3 Form strategic partnerships for real-time
traffic updates.

Past successful partnerships highlighted
for ongoing traffic management.

Focused on leveraging technology for
efficient and continuous information flow.

(continued on next page)
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(continued )

Cognitive Entity Question Initial Thoughts Developed Thoughts Generalized Insights

Q4 Utilization of alternative transport methods
like barges and short-sea shipping.

Experience-based contingency planning
for unexpected road closures.

Enhanced adaptability through diversified
and reliable transport alternatives.

GAI Cognitive (GAI) Q1 Proposed a multifaceted approach including
short-sea shipping and intermodal
transportation.

Extended to pipeline conveyance and
hub-and-spoke models.

Broadened from specific solutions to a
comprehensive multimodal system.

Q2 Recommendations for optimization software
and scheduled rail transport.

Advanced to collaborative logistics
frameworks and synchronized
scheduling.

Developed from basic technology adoption
to systemic enhancements in logistics.

Q3 Collaboration with local government and
technology companies.

Second phase included integration with
smart city initiatives.

Expanded from basic partnerships to
integrating with broad-based smart
infrastructure.

Q4 Development of alternate route planning and
flexible transportation contracts.

Investment in redundant infrastructure
and disaster recovery plans.

Moved from immediate contingency
strategies to long-term resilience planning.

Collaborative
Cognitive (HIC þ
GAI)

Q1 Combined focus on congestion management
and cost efficiency.

Integrated advanced data analytics and
broader transport strategies.

Comprehensive approach merging human
experience with AI-driven logistical
optimization.

Q2 Early emphasis on electric mobility and
transport synchronization.

Evolved to systemic logistical
enhancements across multiple transport
modes.

Transition from operational improvements
to strategic multimodal logistics integration.

Q3 Joint use of partnerships for traffic
management.

Expanded to include smart city
integrations and community
involvement.

Leveraging both human and AI capabilities
for a proactive and dynamic partnership
strategy.

Q4 Addressing immediate operational disruptions
with alternate routes.

Strategic development of infrastructure
for resilience and environmental
sustainability.

Unified focus on long-term operational
stability and environmental responsibility.

Appendix 3

Scenario 3- Targeted market penetration decision

Cognitive Entity Question Initial Thoughts Developed Thoughts Generalized Insights

Human Intelligence
Cognitive (HIC)

Q1 Emphasize economies of scale and
invest in energy-efficient technologies.

Dynamic pricing strategy responsive to
market demands.

Shift from cost reduction tactics to dynamic
market-driven profitability strategies.

Q2 Partner with eco-certification bodies
and local builders.

Form joint ventures with regional transport
firms to streamline logistics.

Expanded from niche partnerships to broader
logistics collaborations.

Q3 Diversify supplier base to enhance
supply chain resilience.

Integrate real-time monitoring systems to
manage supply chain risks.

From basic risk management to advanced real-
time supply chain oversight.

Q4 Create a brand narrative focused on
quality and sustainability.

Develop a marketing strategy that
emphasizes environmental responsibility.

Broadened from product-focused branding to
comprehensive sustainability leadership.

GAI Cognitive (GAI) Q1 Implement predictive analytics and
secure long-term supplier contracts.

Explore value chain optimization and
dynamic pricing.

From operational efficiencies to sophisticated
value chain and pricing strategies.

Q2 Suggest partnerships with research
institutions and government projects.

Broaden to include technology and logistics
companies.

Shift from basic research collaborations to
integrative technology partnerships.

Q3 Use GPS in logistics and blockchain for
transparency.

Advocate for circular economy and
transparent supply networks.

Evolve from enhancing logistics to creating
sustainable and transparent networks.

Q4 Focus on digital storytelling and
defining unique market position.

Introduce market segmentation and
thought leadership strategies.

Expand from initial digital presence to
comprehensive market and data-driven
strategies.

Collaborative Cognitive
(HIC þ GAI)

Q1 Combined focus on cost-effective
production and market adaptability.

Integrated advanced analytics with real-
time market strategies.

Unified approach merging cost-efficiency with
adaptive market strategies.

Q2 Early emphasis on sustainable practices
and local collaborations.

Evolved to include global logistics and
technology partnerships.

Transition from local community focus to
global, strategic logistical integrations.

Q3 Address basic supply chain disruptions
with diversified strategies.

Develop robust, future-proof supply chains
with cutting-edge technologies.

Advanced from immediate solutions to long-
term, resilient supply chain systems.

Q4 Begin with a strong narrative on
sustainability.

Enhance brand positioning with
comprehensive digital and thought
leadership.

Shifted from brand narrative creation to
dynamic and interactive market engagement.

Appendix 4

Scenario 4- Strategic digital marketing decision

Cognitive Entity Question Initial Thoughts Developed Thoughts Generalized Insights

Human Intelligence
Cognitive (HIC)

Q1 Collect data on consumer behavior
patterns, like peak browsing times and
most viewed products.

Focus on integrating supply chain agility to
adapt to real-time sales feedback.

From basic data collection to dynamic
supply chain responsiveness.

(continued on next page)
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(continued )

Cognitive Entity Question Initial Thoughts Developed Thoughts Generalized Insights

Q2 Create content calendar tailored to
audience preferences.

Incorporate live streams, flash sales, and
exclusive previews to maximize engagement.

Shifted from planned content publication
to real-time, high-impact engagement
activities.

Q3 Engage community with anticipatory
content before the event.

Continue engagement with live interactions
and agile customer service during and after the
event.

Evolved from initial engagement to
maintaining momentum through
continuous interaction.

Q4 Establish sales-focused performance
metrics like sales growth and customer
acquisition rates.

Include qualitative indicators like brand
sentiment and product quality feedback.

Broadened from quantitative sales metrics
to comprehensive performance evaluation.

GAI Cognitive (GAI) Q1 Analyze consumer behavior and inventory
dynamics.

Use real-time analytics to refine marketing
tactics.

From analyzing behavior to applying
insights for strategic marketing
adjustments.

Q2 Initial focus on analyzing audience
participation and feedback mechanisms.

Explore sophisticated analytical tools and
trend prediction for marketing refinement.

Moved from feedback analysis to
deploying advanced tools for strategic
marketing foresight.

Q3 Use feedback mechanisms to adapt
marketing strategies.

Tailor recommendations and strategies
through predictive modeling and user
experience analysis.

Shifted from adaptive strategies to
predictive, proactive market engagement.

Q4 Project market trajectories and anticipate
consumer demands.

Develop AI’s adeptness in predictive modeling
and market expansion strategies.

Advanced from anticipating market trends
to actively shaping market strategies.

Collaborative
Cognitive (HIC þ
GAI)

Q1 Combine data-driven insights from human
and AI analyses.

Integrate dynamic market adjustments based
on comprehensive data analysis.

Unified approach in utilizing real-time
data for agile market responsiveness.

Q2 Merge human content strategies with AI-
driven analytical insights.

Develop high-impact marketing campaigns
using real-time engagement data.

Integration of strategic content creation
with AI-enhanced engagement analytics.

Q3 Begin with community engagement
strategies.

Expand to continuous interaction supported by
AI-driven customer service enhancements.

Transition from engagement initiation to
sustained interaction and support.

Q4 Start with basic performance metrics. Enhance with AI capabilities to incorporate
comprehensive market and consumer insights.

From basic metric tracking to deep,
insight-driven strategy optimization.
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