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A B S T R A C T

Abnormal electrophysiological (EEG) activity has been largely reported in schizophrenia (SCZ). In the last
decade, research has focused to the automatic diagnosis of SCZ via the investigation of an EEG aberrant activity
and connectivity linked to this mental disorder. These studies followed various preprocessing steps of EEG ac-
tivity focusing on frequency-dependent functional connectivity brain network (FCBN) construction disregarding
the topological dependency among edges. FCBN belongs to a family of symmetric positive definite (SPD) matrices
forming the Riemannian manifold. Due to its unique geometric properties, the whole analysis of FCBN can be
performed on the Riemannian geometry of the SPD space. The advantage of the analysis of FCBN on the SPD
space is that it takes into account all the pairwise interdependencies as a whole. However, only a few studies have
adopted a FCBN analysis on the SPD manifold, while no study exists on the analysis of dynamic FCBN (dFCBN)
tailored to SCZ. In the present study, I analyzed two open EEG-SCZ datasets under a Riemannian geometry of SPD
matrices for the dFCBN analysis proposing also a multiplexity index that quantifies the associations of multi-
frequency brainwave patterns. I adopted a machine learning procedure employing a leave-one-subject-out
cross-validation (LOSO-CV) using snapshots of dFCBN from (N-1) subjects to train a battery of classifiers.
Each classifier operated in the inter-subject dFCBN distances of sample covariance matrices (SCMs) following a
rhythm-dependent decision and a multiplex-dependent one. The proposed ℛSCZ decoder supported both the
Riemannian geometry of SPD and the multiplexity index DC reaching an absolute accuracy (100 %) in both
datasets in the virtual default mode network (DMN) source space.

1. Introduction

Schizophrenia (SCZ) is a chronic and debilitating psychiatric illness
that is accompanied by positive and negative symptoms. As positive
symptoms are categorized the psychotic symptoms, such as delusions of
persecution and auditory hallucinations [1]. Negative symptoms include
low motivation, diminished verbal and/or non-verbal expression, and
cognitive dysfunction that may precede the emergence of positive
symptoms [2]. In SCZ, the distinction between positive, and negative
symptoms corresponds to clinical observations, originated in the field of
neurology, and allows the clinicians to describe the disorder in terms of
symptoms. Positive symptoms of SCZ reflect an excess of normal func-
tion (eg, delusions, hallucinations, disorganized behavior), while nega-
tive symptoms refer to absence of normal behaviors related to

motivation and interest (eg, avolition, anhedonia, asociality) or
expression (eg, blunted affect, alogia). Negative symptoms are a core
component of SCZ and they account for a large part of the long-term
morbidity and poor functional outcome in patients with the disorder
[3–5]. They are associated with deficiencies in motivation, communi-
cation, and social functioning, encapsulating a multifaceted concept
with dimensions that impact the functional outcome [6].

Positive symptoms are effectively managed with available antipsy-
chotic medications. However, limited treatment options are available
for negative symptoms and despite advances in understanding the
epidemiology, etiology, biology, and psychopharmacology of SCZ, they
remain an unmet medical need [7,8].

SCZ patients show abnormalities in personality [9], cognition [10],
visual perception [11], and immunology [12]. SCZ has a high disability,
incidence, and recurrence rate among young adults [13]. Disability is
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any lack of ability to perform an activity within the range that is
considered normal for a human being [14]. Positive-negative symptoms
and cognitive deficits are some of the core aspects determining func-
tional and vocational outcomes in SCZ. Cognitive impairment is one of
the core aspects of SCZ which is the key determinant of functional and
vocational outcomes [15]. Disability in SCZ can affect functioning in
important daily activities such as occupational performance, interaction
with family members, self-care, and socialization [16]. Worldwide, it is
one of the leading causes of years lost due to disability in males and
females [17]. SCZ affects approximately 1 % of the world’s population
(~20–24 million people) which causes a global public health burden
[18,19].

Detecting SCZ using machine learning (ML), and deep learning (DL)
techniques incorporating proper advanced signal processing methods is
a significant research area which can make a great impact on improving
early diagnosis of SCZ and adaptive intervention tailored to SCZ symp-
toms. ML/DL techniques can analyze in general various sources of data,
including biomedical signals like recordings from electroencephalog-
raphy (EEG), to identify patterns and important markers associated to
SCZ [20]. The neuroscience community should urgently design a reli-
able method to detect the subjects with SCZ, an important step towards
an early diagnosis of this mental disorder. The potential methodological
framework could improve the lives of the patients by designing and
applying interventions tailored to SCZ while reducing the public health
burden of society [21].

Our understanding of how brain functions or dysfunctions has
developed considerably since the born of cognitive neuroscience and
functional neuroimaging. Apparently, there are two central principles
that govern functional brain architectures: functional specialization and
functional integration. The former posits that brain systems are
specialized for various perceptual and cognitive functions, while the
latter underlines the interactions among these specialized systems [22].
This integration is mediated by the functional connectivity (defined as
the functional coupling of the activity or dynamics of one neuronal
system with the activity or dynamics of the other). The notion of func-
tional connectivity released the disconnection hypothesis, which was an
attempt to understand SCZ via mechanistic terms. The idea that
dysfunctional integration underlies SCZ is as old as its name, first rep-
resented by Bleuler [23] as a way to define the disintegration of psychic
processes. The disconnection hypothesis states that SCZ can be under-
stood in both cognitive and pathophysiological terms, as a failure of
functional integration within the brain. Functional integration refers to
the interactions of functionally specialized systems like cortical areas
and sub-areas, that are required for adaptive sensorimotor integration,
perceptual synthesis and cognition as a demanding daily request to
various stimuli. Functional integration is mediated by the functional
coupling strength between the dynamics or activity between neuronal

systems and therefore rests on the connections among them.
Functional dysconnectivity in the brain in general and specifically in

SCZ can be seen in two ways: as impaired functional specialization or as
a dysfunctional integration. This practically means that there is an
important distinction between the pathological interaction of two
cortical brain areas and the alternative normal interaction of two
pathological brain areas. In other words, the symptoms and signs of SCZ
do not generally represent a single deficit, but can be seen as resulting
from the abnormal integration of two or more processes. Similarly, the
disconnection hypothesis suggests that the neuronal dynamics under-
lying these symptoms are not due to a single regionally specific patho-
physiology, but are expressed when two or more regions interact [24].

The key assumption here is that the pathophysiology of SCZ is
expressed in terms of abnormal connections. To understand functional
disconnection, in its broadest sense, one has to appreciate the diversity
of mechanisms that are responsible for establishing connections in the
normal brain. In summary, there are two basic determinants of con-
nectivity in the brain: a) structural plasticity, which refers to neuro-
developmental interactions between gene expressions, neurogenesis,
cell migration, b) synaptic plasticity, i.e., activity-dependent modelling
of the pattern and strength of synaptic connections which is changed
across the life due to learning and memory processing [25].

Psychosis can be induced by changes on the neuromodulatory status
of synaptic integration suggesting that aberrant anatomical, functional
and neurodevelopmental characteristics of SCZ are the consequences
and not the causes of the pathophysiology [26]. The dysconnection
hypothesis attempts to establish a link between the symptoms and signs
of SCZ with the underlying molecular and neuronal pathophysiology. It
supports that psychosis is best understood – at a systems level – in terms
of aberrant neuromodulation of synaptic efficacy that mediates the
context-sensitive influence of intrinsic and extrinsic long-range func-
tional connectivity [24]. This disconnection hypothesis proposes that
the key pathophysiology lies in the interactions between NMDA recep-
tor1 function and modulatory neurotransmitter systems [27].

Motivated by the aforementioned hypothesis, and relevant support-
ing findings, many research studies focused on the investigation of how
structural (anatomical), and functional/effective connectivity is altered
in SCZ group compared to age-matched healthy controls [28–30].
Structural and functional neuroimaging investigations in SCZ have
produced a large body of evidences for both structural and functional
abnormalities associated with the SCZ. It is clear from the literature
review that there is a high variability on the findings linked to white
matter tracts [31], on various metrics estimated from EEG signals [20],

Abbreviations

SCZ Schizophrenia
DC distance correlation
PCC Pearson’s correlation coefficient
FCBN functional connectivity brain network
dFCBN dynamic functional connectivity brain network
rs-FCBN resting-state dynamic FCBN
SSD schizophrenia spectrum disorders
MDRM Minimum Distance to Riemannian Mean
TSA Tensor Subspace Analysis
k-NN k-nearest-neighbors
LDA linear discriminative analysis
SVM support vector machines
DMN default mode network

LOSO-CV leave-one-out subject cross-validation scheme
SPD symmetric positive definite
SCM sample covariance matrices
EEG electroencephalography
MEG magnetoencephalography
MRI magnetic resonance imaging
fMRI functional magnetic resonance imaging
PET positron emission tomography
ML machine learning
DL deep learning
NMDA N-methyl-D-aspartate receptor
BCI brain-computer interface
PLV phase locking value
AIRM affine-invariant Riemannian metric
LERM log-Euclidean Riemannian metric

1 N-methyl-D-aspartate receptor is a glutamate receptor and predominantly
Ca2+ ion channel found in neurons.
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and also on functional magnetic resonance imaging (fMRI) recordings
[30,32]. Several factors contribute to the inconsistent findings including
variability in the clinical presentation of schizophrenia, methodological
differences between studies, variation to moderator variables across
studies, the analysis of private datasets to name a few. This variability in
results is evident even on studies analyzed the same dataset, while the
major source of this variability at this case is related to the adopted
preprocessing steps, and statistical analysis (pipeline) [33].

Over the last two decades, numerous neuroimaging techniques have
been widely used on the investigation of sensitive biomarkers for the
detection and diagnosis of SCZ. The most frequent used neuroimaging
modalities are diffusion tensor imaging [34], magnetic resonance
spectroscopy [35], magnetic resonance imaging (MRI) [31], functional
magnetic resonance imaging (fMRI) [32], magnetoencephalography
(MEG) [36], and electroencephalography (EEG) [20]. However, EEG
attracted too much attention from many research groups due to ad-
vantageous features of this modality such as: the low-cost, non--
invasiveness, the portability compared to medical-imaging techniques,
and its overall sensitivity to detect aberrant activity in SCZ [20].

On the era of open science, three EEG SCZ datasets have been
released by the research teams involved on the data acquisitions as a
way to become accessible to other investigators. The first dataset is
released from the Institute of Psychiatry and Neurology in Warsaw,
Poland, and is openly accessible in the RepOD dataset [37]. The second
dataset originates from the Neurophysiology and Neuro-Computer In-
terfaces laboratory at the Mental Health Research Center (MHRC),
Russia, and is publicly available [38]. The third and less-explored SCZ
EEG dataset is collected under a project of the National Institute of
Mental Health (NIMH; R01MH058262) and is publicly available on the
Kaggle platform [39]. However, there are other EEG studies with private
SCZ related datasets. Below, I performed a review of the main EEG
research activity in SCZ with both private and open EEG datasets.

STables 1,2 summarize the main characteristics of the studies
employing machine/deep learning, correspondingly for the detection of
SCZ. The articles employed the first/second/third open datasets were
the [40,41,42,43,44,45,46–48], [49–51], and [52,53,54], correspond-
ingly. The rest of the studies involved on this review presented their
analytic framework on a private EEG recording set. The majority of the
studies analyzed EEG resting-state activity on the sensor level [40–44,
52–60,47,48,61–65,49–51], two in both sensor, and source space [45,
66], and two only on the source level [46,67]. The majority of the
studies estimated statistical, entropic, and complexity measures over
multichannel EEG recordings, another subset of studies followed a static
functional connectivity analysis [40,59,60,45,46,64,67,50,51], while a
single one selected a dynamic functional connectivity analysis on the
sensor level [49]. Regarding the preprocessing of the multichannel EEG
recordings only a small portion of studies proceeded with a denoising
ICA [56,57,59,45,48,61–63,65,67], while the majority adopted either a
bandpass filtering, a wavelet transform or other relevant digital signal
processing technique to extract the brain frequencies [40,41,52,43,56,
58,53,60,44–47,66,49,50,61–65,67]. The repertoire of classifiers in
combination with cross-validation schemes was high. The most frequent
classifier were the support vector machines (SVM), the linear discrimi-
native analysis (LDA), and the k-nearest neighbor classifier (k-NN)
accompanied with a frequent 10-fold cross-validation across the subjects
dimension. Not all the studies reported a proper feature selection, while
a high number of studies followed a wrong supervised feature selection
outside the cross-validation adopting a statistical set [52,43,57,53,45,
66,61,65]. This supervised feature selection strategy outside the
cross-validation framework may result in overfitting of the model, and it
is prohibitive in machine learning (ML). In addition, two studies
employed a large number of features multiple times higher than the
actual number of subjects which leads to the so-called curse of dimen-
sionality, and again may result in the overfitting of the model [49,50].
STables 1 and 2 present a diverse set of methodologies applied in EEG
multichannel analysis, offering insights into various preprocessing

techniques and classification/validation methods. In conclusion, all the
studies presented their findings using solely one dataset, either open or
private, while only one study followed a denoising processing step, and a
construction of frequency-dependent dynamic functional connectivity
brain networks on the source level [49]. However, they estimated a large
number of features (unreported, but can be estimated by their descrip-
tion which produced a feature vector of 14.880 features), that caused an
overfitting of the models, and an overestimation of the performance
[49].

My study relies on the advantage of investigating resting-state EEG
functional connectivity brain networks (FCBN) because subjects don’t
need to perform any task which can be affected by various factors like
attention as a consequence of low motivation or mind wandering [19].
The present study will focus on the analysis of resting-state dynamic
FCBN (rs-dFCBN) at both the sensor and source levels [20] restricted on
the default mode network (DMN) [68,69]. There are strong evidences of
dissociated patterns in DMN subnetwork connectivity in major psychi-
atric disorders [69], and especially in SCZ [68].

In summary, the disconnection hypothesis presented aforementioned
was validated on the extensive literature in SCZ using EEG resting-state
recordings [40–67,70,71] which showed their sensitivity on the detec-
tion of SCZ (STables 1, and 2). Current literature needs an end-to-end
approach that will include advanced signal processing steps, proper
machine learning techniques, and validation, dynamic functional con-
nectivity analysis, presentation in both sensor, and source level, focusing
on the DMN, and testing it in more than one open EEG dataset. On the
top, it is important to take the advantage of the multiplexity of brain
frequencies under the brain connectivity framework [33], while the
estimated FCBN should be processed under a Riemannian geometry
rather than the Euclidean geometry.

The main aim of the present study is to introduce an end-to-end EEG-
based decoder for detecting SCZ individuals by incorporating the Rie-
mann geometry of SPD matrices in the analysis of dFCBN. The EEG time
series describe the activity of various brain areas. The FCBN can be
constructed by the adaptation of a proper connectivity estimator such as
covariance, and cross-correlation matrices to measure functional in-
terdependencies between pairs of these time series. These FCBN
matrices belong to the family of SPD matrices and form a mathematical
structure called Riemann manifold [72]. The analysis of FCBN can be
realized on the Riemann manifold of the SPD space. The main motiva-
tion of the present study is supported by the following reasons: (i) EEG
signals can be transformed to FCBN that are SPD matrices and are
affected by EEG features and common analytic pipelines such as the
non-stationarity of EEG signals, artifact contamination, variability
across subjects and experimental time, and others [73], (ii) a few but
increasing number of functional connectivity studies have been con-
ducted on the space of SPD matrices [74–76], (iii) Riemannian geometry
has been applied to the coordination of multiple brain areas [77,70], (iv)
to the best of author’s knowledge, despite the rapid growth of the field
tailored to FCBN, Riemannian approach has not yet extensively been
investigated in the context of clinical neuroscience, and especially in
psychiatry [71], (v) how Riemannian geometry performs in both sensor
and source space, (vi) how the performance of Riemann geometry is
affected by connectivity estimators, and (vii) if the performance of
Riemann geometry can be replicated in two independent EEG datasets
[78,79].

The main contributions of my study in the literature of EEG in SCZ
research were.

(i) to test the suitability of Riemann geometry for decoding aberrant
resting-state activity due to SCZ,

(ii) to explore the importance of exploring frequency-dependent
dFCBN SPD matrices for detecting the SCZ individuals,

(iii) to investigate a novel multiplexity index based on distance cor-
relation (DC) as a proper amplitude-to-amplitude multiplex
coupling index that quantifies how the whole set of studying
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brain frequencies between two brain areas are functionally
coupled [70],

(iv) to compare the classification performance of frequency-
dependent dFCBN vs multiplex dFCBN to detect SCZ individuals
in both Euclidean space, and Riemannian geometry,

(v) to compare the classification performance in both sensor and
source whole space, and in targeted DMN, and also

(vi) to validate the consistency of the findings in two independent
EEG datasets.

I took advantage of the positive outcome of previous studies that
exploited the notion of Riemann geometry to introduce it in the context
of a novel EEG-based decoder tailored to SCZ. Based on this, each EEG
resting-state recording was segmented into temporal epochs building an
individual dFCBN that was realigned in the SPD manifold. The whole
process is repeated for every subject in each studying frequency band
(from δ to low gamma), and also for the multiplex dFCBN approach in
both sensor and source whole space. I also repeated the same analysis
targeting the DMN on the virtual space. As a cross-validation scheme, I
adopted a leave-one-subject-out validation scheme (LOSO-CV), where I
employed (N-1) dFCBN for training and the target dFCBN for testing. For
evaluating the decoding performance, I adopted the Minimum Distance
to Riemannian Mean (MDRM) classifier [79]. The proposed Riemannian
classifier was compared to a classification scheme operated on Euclidean
space.

The remainder of this paper is organized as follows: Section 2 de-
scribes the basic knowledge of Riemannian geometry. Section 3 is
dedicated to the methodology for formulating my RSCZ dynamic
decoder. Section 4 presents the employed EEG datasets and the pre-
processing steps followed, Section 5 is devoted to the obtained results,
and Section 6 is dedicated to the discussion of the added value and
limitations of the study and the future directions of this work.

2. Background

2.1. Riemannian geometry

Riemannian geometry explores smooth manifolds with the support of
a proper Riemannian structure [80]. A Riemannian manifold is a smooth
differential manifold which assigns the inner product of Euclidean space
at the tangent space of any space on manifold M. A covariance matrix P

can be produced by estimating the covariance between S time series. The
covariance matrix P ∈ Rnxn lies in a space of a symmetric
positive-definite (SPD) matrices as:

SPD(N)= S(N) ∩ P(N)

where S(N) =
{
P∈ RNxN,P= PT

}
is the space of symmetric matrices,

and P(N) =
{
P∈ RNxN, uTPu> 0,∀u∈ RN} is the space of positive-

definite matrices.

2.2. Riemannian manifold

Briefly, a manifold M is a topological space that locally resembles
Euclidean space at each point, while it is called smooth when transition
maps are also smooth. A Riemannian manifold (M,) is a smooth mani-
fold whose inner product gp on the tangent space for a point p varies
smoothly. The family gp of inner products is called a Riemannian metric
(or Riemannian metric tensor). It is important to underline that Rie-
mannian manifold is not a vector space. That means, we should get used
with the concept of distance that satisfies metric properties on the space
that is locally Euclidean-alike but it is definitely not an Euclidean space.

A tangent space TpM at any point p ∈ M is a set of tangent vectors,
which are derivatives of curves crossing p (Fig. 1). When we state that a
manifold is locally similar to Euclidean space, we refer to the tangent
space and its properties as being a vector space. The space of symmetric
positive-definite matrices with the use of a Riemannian metric is a
differentiable manifold M [81].

2.3. Riemannian metric

The distance between any pair of points on the Riemannian manifold
is the shortest path length along a smooth Riemannian manifold, which
is called geodesic distance. To quantify the Riemannian distance be-
tween two symmetric positive-definite matrices P1, P2 ∈ SPD(N), we
have to define a proper Riemannian metric.

A commonly used Riemannian metric is the so-called affine invariant
Riemannian metric (AIRM), δR :

δR(P1,P2)=
⃦
⃦log

(
P− 1

1 P2
)⃦
⃦
F = ⟦

∑N

i=1
log2ni⟧

1/2
(1)

where ni are the real eigenvalues of P− 1
1 P2, and ⟦⟧F is the Frobenius norm

Fig. 1. Tangent space of the manifold Tp (M) at point M.
I showed the Riemannian manifold and its tangent space, while I defined both the Euclidean and Riemannian distance.
Exponential map, and its inverse Logarithm map are also demonstrated.
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of a matrix. The AIRM metric was proposed by Forstner and Moonen
[81], and Pennec [82] who proved that the metric satisfies affine
invariance:

δR
(
WTP1W,WTP2W

)
= δR(P1, P2) (2)

where W is any invertible matrix.
The Riemannian distance is the minimum length of the curve con-

necting two points on a Riemannian manifold [83]. It satisfies three
fundamental properties of the metric space: positivity, symmetry, and
triangle inequality [81]. In Fig. 1, I demonstrated the Riemannian
geodesic distance between two points in the Riemannian manifold, and
its correspondence to the Euclidean distance.

2.4. Tangent space

Riemannian manifold is a smooth differentiable surface, P ∈ Sym+ .
The linear space, which is formed by all tangent vectors at point P, is
called tangent space, denoted as Tp(M ), as shown in Fig. 1. A point pi is
projected to tangent space T(M ) using the logarithmic mapping Logp(pi)
as:

si = logp(pi)= p
1
2 log

(

p
− 1
2 pip

− 1
2

)1
2

(3)

where si ∈ Tp(M ), and p is the tangent point. The inverse mapping: si→
pi, is defined by the exponential mapping Expp(si) :

pi = Expp(si)= p
1
2 exp

(

p
− 1
2 pip

− 1
2

)1
2

(4)

Exponential map Expp(si) ∈M defines a unique shortest curve
(geodesic) from a point p to pi in the direction to pi in M so that the
operation results in a point in M (Fig. 1). Logarithm map is an inverse of
exponential map in that for p,pi ∈ M , logp(pi) ∈ Tp M which corresponds
to pi when sent back via exponential map. Finally, geodesic distance is
the length of the shortest curve that connects two points p and pi.

2.5. Riemannian mean

Given the data x1,x2,…, xn∈M , the Frechet mean μn is defined as a
minimizer of the sum of the squared distances defined as follow:

μn = argminp∈M

1
n
∑n

i=1
ρ2(p, pi) (5)

where ρ : M xM →R is a geodesic distance for p, pi ∈ M , the length of the
shortest curve on manifold M connecting two points.

There is no closed-form expression to compute the mean. An efficient
iterative algorithm to compute the Riemannian mean of SPD matrices is
given in Ref. [84].

3. Methodology

3.1. Basic theory of the Riemann geometry tailored to brain networks

A subject-specific multichannel recording set Xi ∈ RSxT , i = 1, 2, …
Nepochs with S and T denoting the number of EEG sensors or sources and
temporal samples, respectively, is characterized by the corresponding
class label yi ∈ {1 for healthy control,2 for SCZ}. The sample covariance
matrix (SCM) can be estimated with Pearson’s correlation coefficient
(PCC), leading to a Tsx S x S representation for every subject-specific
dFCBN, where Ts denotes the number of temporal segments. The
correlation-based dFCBN that describes the temporal functional de-
pendencies between all the possible pairs of S sensors or sources is by
definition an SPD matrix supported by the dimension of temporal sam-
ples T that guarantees the full rank of the derived dFCBN. The set of SPD

matrices forms a cone-shaped Riemann manifold. Any operation on the
SPD manifold can be better applied to the geometric structure compared
to Euclidean geometry. Those SPD matrices lie on a specific Riemannian
manifold denoted by Sym+

S which is a hypercone in an S(S + 1)/2-
dimensional Euclidean space. This means that SPD matrices are associ-
ated only with positive eigenvalues. The Riemannian manifold is asso-
ciated with a Euclidean tangent space at every point P ∈ Sym+

S [85]. The
most popular metrics in the SPD geometric space are the affine-invariant
Riemannian metric (AIRM) and the log-Euclidean Riemannian metric
(LERM). The most famous one in brain studies and the one that will be
followed here is the AIRM. This practically means that the
inter-covariance distance between a pair (Ci, Cj) of SCMs (here snapshots
of dFCBN) on the Riemannian manifold can be computed using the
affine-invariant Riemannian metric (AIRM)-induced geodesic distance
which is formulated as [86]

δ
(
Ci,Cj

)
=

⃦
⃦
⃦logm

(
C− 1/2
i CjC− 1/2

i

)⃦
⃦
⃦
F

(6)

with logm(.) being the log-matrix operator and.F the Frobenius norm
of the matrix.

The Riemannian distance (Eq. (6)) can be employed to determine the
center of mass (or geometric mean) for a given set of correlation dFCBN
matrices using the Karcher/Fréchet means [82]. The whole process leads
to the detection of a unique point in the Riemann manifold that satisfies
the sum of squared AIRM distances for a set of SCMs described in the
following equation:

B= argminP∈Sym+
S

∑Nepochs

i=1
δ2(Ci, P) (7)

with Nepochs denoting the number of SCMs and δ(.,.) referring to the
Riemannian distance defined in Eq. (6), while the computation of B is
based on the iterative process proposed described by the following
reference [86].

3.2. Riemannian alignment

The SCM representations may vary even across subjects of the same
group and also across experimental time for the same subject under their
placement over the Riemann manifold. Even though SCMs from the
same subject can follow a similar distribution, they can be centered at a
different location on the Riemann manifold. This phenomenon is called
covariate shift which can destroy the performance of any classifier.
Here, I adopted the methodology proposed by Ref. [87] in order to align
the misplaced SCMs in the Riemann manifold. This method realigns all
SCMs (data points in the manifold) around the same reference geomet-
rical point which is the identity matrix. This procedure is described
mathematically by the following equation.

CA
i =B− 1/2CiB− 1/2 (8)

with B‾ being the center of mass for a set of SCMs identified by Eq.
(7).

3.3. A Riemannian-based decoder for SCZ in EEG scalp recordings and
virtual sensors activity

The proposed decoding scheme is called hereafter RSCZ, a framework
that is built upon the Riemannian geometry concept with the main aim
of introducing a robust pipeline for decoding multichannel coherent
activity related to SCZ. The starting point of my pipeline is the band-pass
filtering of all EEG recordings in the whole set of targeted frequency
bands. Then, the derived dFCBN (SCM) per frequency band and on the
multiplex scenario (see Section 4.5) across subjects are formulated with
the processing steps described in Section 4.3. The epoch-based FCBN
derivation is followed by the SCM alignment as described in Eq. (8) and
it is performed in a group fashion and the center of mass described in Eq.
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(7) is also performed across the training set of dFCBN as in Ref. [79].
After the finalization of the alignment process (Fig. 2A), and the

estimation of intra-class covariance matrices (Fig. 2B), a simple super-
vised classification algorithm is adopted. The first step of the Minimum
Distance to Riemannian Mean (MDRM) classifier is to compute the
average covariance matrix k for each of the k = 1, …, K classes (here K =

2) (Fig. 2B). In the second step, MDRM computes the Riemannian dis-
tance between the unknown SCM and every intra-class covariance ma-
trix P(k)R . For every new subject-specific dFCBN epoch X, this procedure
amounts to estimating K intra-class covariance matrices and then
computing K eigenvalue decompositions (eq. (6)). Based on Eq. (6),
every new epoch-based FCBN is assigned to the class with the minimum
Riemannian distance to the Riemannian mean (Fig. 2B and C). The
classification accuracy is estimated by counting the number of corrected
classified epochs versus the total number of epochs. The algorithmic
steps of MDRM are described below.

Algorithm. Algorithmic steps of the classification scheme based on
MDRM.
Input: a set of epochs Xi of K different known classes {1 or 2}.
Input: X is an unseen subject-specific EEG epoch of an unknown class
Input: J(k) the set of indices of the epochs corresponding to the k-th class {1 or 2}.
Output: k̂ the estimated class of the test epoch corresponding to the test epoch X

corresponding to the target test subject
1.Compute SCMs (dFCBNs) of Xi to obtain Pi,
2.Compute SCMs (dFCBNs) of X to obtain P,
3.for k= 1 to K do
4. P(k)R = R

(
Pi, i∈ J(k)

)
, get the Riemannian mean across train subjects and epochs

(eq. (2))
5. end for

6. k̂ = argmink δR

(
P,P(k)

R

)
(eq. (7)), Riemannian distance between the Riemannian

mean across train epochs and the target epoch
7. return k̂ (epoch label)

Classification on Epoch level:The decoding scheme is computed

Fig. 2. Flowchart of the ℛSCZ framework
A. Every epoch of 2 s duration is bandpass filtered, and than a dFCBN is constructed based on a connectivity estimator which is either PCC for frequency-dependent
dFCBNs or DC for the multiplex scenario, and the construction of a single dFCBN. The last process in the flowchart visualizes the realignment of all SCMs (data points
in the manifold) around the same reference geometrical point which is the identity matrix as described in eq. (8) in section 3.2
B. The flowchart describes the training of the proposed decoder with the dFCBNs of the N-1 subjects, where the Riemannian mean will be estimated according to eq.
(5) described in section 2.5. This process is described in the MDRM algorithm in section 3.3.
C. The dFCBN of the Nth subject within the LOSO-CV will be used for the testing. This process is described in the MDRM algorithm in section 3.3. From this process,
the epoch label will be untangled {1 for HC, 2 for SCZ}.
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across the frequency bands (see Sect. 4.6) in an ensemble way by
counting the accuracy of their combination per epoch in every subject.
In simple words, I adopted the majority vote rule across the seven fre-
quency bands summing the output of the MDRM classifier on the healthy
control group, and the SCZ group. I assigned the class label per epoch to
one of the two classes if the label converged to the same class on at least
four out of seven frequency bands. For example, if the MDRM classified
an epoch as healthy control for δ, θ, α1, α2 brain frequencies and as SCZ
for β1, β2, and γ brain frequencies, than this epoch will be assigned the
label 1, which referred to the healthy control group. This type of clas-
sification was employed only on the frequency-dependent approach,
since the multiplex scenario involved the construction of a single
dFCBN.

Classification on Dynamic dimension, and subject level: I fol-
lowed a dynamic functional connectivity analysis adopting a sliding-
window approach of 30 non-overlapping temporal segments of 2 s
duration across the first minute of resting-state recordings (see section
4.5). I measured the accuracy, sensitivity, and specificity of the correctly
classified epochs over a total of 30 temporal segments. The final
assigned label per subject’s recording was defined by a consistent clas-
sification of at least 27 out of 30 epochs (>90 %). In the frequency-
dependent scenario, I estimated the classification performance over a
vector of size 1x30, which is the dynamic assignment of the epochs to the
class labels after combining the frequency-dependent dFCBN per epoch.
In the multiplex scenario, I adopted the aforementioned approach of
assigning a label to the unique multiplex dFCBN based on the consistent
classification of at least 27 out of 30 epochs.

The whole analytic plan will underline the effectiveness of the pro-
posed RSCZ decoder in every frequency band vs the multiplexity
approach and also how the performance is affected by analyzing coor-
dinated activity in sensor and source space. In addition, MDRM and
Riemannian space should be compared with a trivial classifier that
manipulates functional connectivity graphs as 2D tensors (see section
3.4). A proper classifier that treats functional connectivity graphs as 2D
tensors is described in the following section. In section 4.6, I described
the classification performance of the ensemble and multiplex scenario.

3.4. Tensorial treatment of dFCBN

Every FBN can be straightforward represented as a second order
tensor. A FBN is a 2D matrix, which is constituted by important features
that reflect ordered associations between brain areas. These ordered
associations could be preserved also in a low dimensional representa-
tion. To summarize, I treated FBNs as 2D tensors, and employ an algo-
rithm called tensor subspace analysis (TSA) [88] as a suitable and
convenient feature extraction strategy in this research study. TSA is a
standard pattern recognition algorithm of represented the FBN as a
reduced tensor. The scheme for comparison with the Riemannian ge-
ometry incorporates the k-nearest-neighbors (k-NN) algorithm, and
employs the Frobenius norm as the distance metric for estimating the
matching between the test FBN against the number of trained FBNs with
known label.

In my previous study, I adopted TSA analysis in a multi-level
cognitive arithmetic task of an increased difficult level demonstrating
the importance of both tabular manipulation of FBNs, and also of the
cross-frequency phase interactions within and between Frontalθ and
Parieto-Occipitalα2 [87]. For further details, an interested reader should
see the original article presenting TSA [88], and my previous work [87].
In section 4.6, I described the classification performance of the ensemble
and multiplex scenario.

4. Experimental data and preprocessing

To validate the proposed RSCZ decoding scheme, I adopted two open
EEG datasets including a healthy control group and an SCZ group. In

both datasets, the subjects were recorded during a resting-state eyes-
closed condition.

4.1. Dataset 1

The first EEG dataset is described in every detail in the following
article [37]. The study protocol was approved by the Ethics Committee
of the Institute of Psychiatry and Neurology in Warsaw. All participants
received a written description of the protocol and provided written
consent to take part in this study. Brain activity was recorded from 14
patients diagnosed with SCZ and from 14 healthy control subjects. The
SCZ group involved seven males (27.9 ± 3.3 years) and seven females
(28.3 ± 4.1 years) who were diagnosed with paranoid schizophrenia
according to the International Classification of Diseases (ICD)-10-CM
criteria F20.0. Both groups were matched by age and gender. Brain
activity was recorded with 19 EEG channels according to the Interna-
tional 10/20 EEG system with a sampling frequency of 250 Hz for 15
min each during an eyes-closed resting state condition. EEG time series
were re-referenced to the average reference electrode before pre-
processing steps.

4.2. Dataset 2

The second dataset is obtained from a public database (http://pro
tein.bio.msu.ru/~akula/korsak/Korsak-eng.htm.). Experts from the
National Centre of Mental Health of the Russian Academy of Medical
Sciences Clinical provided the evaluation of these adolescents with
disorders. They were diagnosed according to ICD–10 in Mental Health
Research Center, Moscow and it originally included 125 boys 8–15 years
old. The diagnosis was schizophrenia, childish type (F20), schizotypal
disorder (F21), and schizoaffective disorder (F25) [38].

The subjects were adolescents who had been screened by psychia-
trists and divided into a healthy group (n = 39) and a group with
symptoms of schizophrenia (n = 45). Both groups included only two
groups of Russian (Moscow) school children boys aged 10–14 years. The
age of the group with schizophrenia spectrum disorders (SSDs)
(schizophrenia (childhood-onset), schizotypic disorder, or schizo-
affective psychosis) with comparatively homogeneous symptoms ranged
from 10 years to 8 months to 14 years (12.3 ± 1.2 years). SSD group is
recorded even before the pharmacological treatment appointments
while subjects have been selected with the same severity.

The healthy control group included 39 healthy schoolboys aged from
11 years to 13 years and 9 months. The mean age of the healthy control
group was (12.3 ± 1.3 years). Both groups were age-matched. For
further details see the original article [38]. Brain activity was recorded
with 16 EEG channels according to the International 10/20 EEG system
with a sampling frequency of 128 Hz for 1 min each during an
eyes-closed resting state condition. EEG time series were re-referenced
to the average reference electrode before preprocessing steps.

4.3. Preprocessing

In both datasets, I first removed line noise using a notch filter at 50
Hz. I adopted the same denoising procedure in both datasets as I per-
formed in the second dataset in a previous publication [89]. The algo-
rithmic pipeline includes the combination of the well-known
independent component analysis (ICA) and wavelet decomposition.
Here, I used the extended Infomax algorithm implemented in EEGLAB
[90]. The outcome of this procedure is 19 and 16 independent compo-
nents for every subject in Dataset 1 and 2, correspondingly. Every in-
dependent component (IC) has a characteristic topography and time
course. The time course of each IC was decomposed with Daubechies
wavelet filters. Wavelet decomposition of IC broadband activity has
been realized in 60 temporal segments of 1-sec duration for 1 min of the
recordings in both datasets. Then, every wavelet subcomponent of an IC
is classified as an artifact that could be ocular, muscle, or cardiac
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artifacts or real brain activity based on visual inspection and with the
support of kurtosis, skewness, and entropy measures [89]. For every
1-sec segment, I zeroed the artifactual wavelet segments, and I recon-
structed the cleaned 1-sec IC. Then, cleaned IC time courses were
recomposed from their cleaned wavelet subcomponents per temporal
segment, and cleaned wavelet-ICA EEG activity was further composed of
the cleaned IC time courses. In my study, the total number of wavelet
subcomponents was not totally rejected in any temporal segment across
IC and subjects. Power spectrum analysis was followed per subject
before and after the correction procedure leading to more pronounced
characteristic frequency peaks. The wavelet + ICA method has the
advantage of correcting artifactual IC across the time course compared
to zeroing the whole IC which leads to zeroing even true brain activity.

4.4. Source localization of resting-state activity

In my study, I employed an average head model from the recon-
struction of 152 normal MRI scans (MNI template http://www.loni.ucla.
edu/ICBM/) [91,92]. Four compartments of the head model named
scalp, outer skull, inner skull, and cortex were extracted using the
Boundary Element Method (BEM). BEM as implemented in the Brain-
storm toolbox [93]. Virtual sources have been obtained from the EEG
recordings via sLORETA available in Brainstorm [93]. The core of
sLORETA approach is a model of linear distributed sources that solve the
inverse solution problem via maximization of the correlation of neigh-
boring sources where nearby neuronal assemblies are synchronized
[94]. In addition, sLORETA minimizes the errors of the estimated virtual
source activity by applying physiological constraints on the solution.
sLORETA provides a high number of virtual source time series that in my
study were projected in the Desikan-Killiany atlas of 68 ROIs (34 ROIs
per hemisphere) [95].

4.5. Construction of dynamic functional connectivity brain network
(dFCBN) in sensor and source space

EEG scalp time series and virtual source time series of both datasets

were bandpass filtered with a zero-phase 3rd Butterworth filter using the
filtfilt MATLAB function. The range of the frequency bands is the
following: δ (1–4 Hz), θ (5–8 Hz), α1 (8–10 Hz), α2(10–13 Hz), β1(14–20
Hz), β2(21–30 Hz), and low-γ (31–45 Hz). In my study, I estimated
dFCBN in both sensor and source space, and for every frequency band
independently and under the novel proposed multiplex approach. In the
frequency-dependent scenario, I adopted the Pearson correlation coef-
ficient (PCC) applied on the Hilbert envelope of the bandpass filtered
pairs of sensor or ROI-based time series (Fig. 3). In the proposed
multiplex scenario, I combined the set of the Hilbert envelope of the
bandpass filtered time series per sensor and ROI (virtual sources) to
estimate the multiplex interaction for every pair of sensors or ROI-based
time series. For that purpose, I adopted the distance correlation metric
(DC) (see Fig. 3, and in Ref. [96] for application in functional magnetic
resonance imaging - fMRI). The estimation of functional coupling
strength in every frequency band and in the multiplex approach is
shown in Fig. 3 for a pair of EEG sensors. In my dynamic analysis, I
constructed a snapshot of dFCBN for every 2 s of recordings with no
overlapping up to the 1 min of recordings. This process produces 30
snapshots for every subject-specific constructed dFCBN in both
frequency-dependent and multiplex approaches and in both sensor and
source space (Fig. 4). In the frequency-dependent scenario, I constructed
seven dFCBNs, one per frequency band, and a single multiplex dFCBN
per subject. Both PCC, and DC take value within [0,1], since I kept the
absolute values of PCC.

On the virtual source space, the aforementioned analysis was per-
formed on both the whole source space of 68 ROIs, and on the target
DMN, focusing on twelve ROIs, six for the anterior-DMN (a-DMN), and
six for the posterior-DMN (p-DMN). Every snapshot of the dFCBN, is a
functional connectivity network of dimension [68 x 68] on the whole
source space, and [12 x 12] on the DMN subnetwork space that tabulates
the functional coupling strength between every pair of sources. Simi-
larly, every snapshot of dFCBN on the sensor level is of dimension {EEG
sensors} x {EEG sensors} (19 x 19, and 16 x 16 in datasets).

Fig. 3. Demonstration of correlation of the envelope of two bandpass filtered time series vs the proposed multiplex scenario between two sets of bandpass filtered
time series over frequency bands δ to low-γ. A. Two sets of bandpass filtered time series extracted from FP1 and FP2 sensors from the first control subject of dataset 1.
B. The Hilbert envelope of the two sets of bandpass filtered time series presented in A. I demonstrated the PCC applied on δ bandpass filtered time series and the DC
applied over the two sets of seven bandpass filtered time series.
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4.6. Classification performance of the ensemble and multiplex scenario

I adopted a leave-one-out subject cross-validation scheme (LOSO-
CV) where the classification encoding procedure under the Riemannian
space was realized on the dFCBN of the N-1 subjects ((N-1) x 30 tem-
poral segments) and the decoding procedure on the target subject-
specific dFCBN (30 temporal segments). A similar LOSO-CV was fol-
lowed also for the tensorial treatment of the frequency-dependent, and
multiplex scenario employing the combination of TSA, and k-NN. Here, I
used a k = 5 for k-nearest neighbors in both datasets.

Classification on Epoch level: For the frequency-dependent sce-
nario, and the epoch level, I assigned the class label per epoch to one of
the two classes if the label converged to the same class on at least four
out of seven frequency bands (majority vote rule). For example, if the
MDRM/TSA-k-NN classified an epoch as healthy control for δ, θ, α1, α2
brain frequencies and as SCZ for β1, β2, and γ for brain frequencies, than
this epoch will be assigned the label 1, which referred to the healthy
control group. This type of classification was followed only to the
frequency-dependent FCBNs, since in the multiplex scenario, a single
dFCBN was constructed.

Classification on Dynamic dimension, and subject level: I fol-
lowed a dynamic functional connectivity analysis adopting a sliding-
window approach of 30 non-overlapping temporal segments of 2 s
duration across the first minute of resting-state recordings (see section
4.5). I measured the accuracy, sensitivity, and specificity of the correctly
classified epochs over a total of 30 temporal segments. The ensemble
strategy of the frequency-dependent dFCBN led to a vector of size 1 x 30,
with the relevant class labels {1 or 2}. For the frequency-dependent
dFCBN, the final assigned label per subject’s recording was defined by
a consistent classification of at least 27 out of 30 epochs (>90 %).
Similarly, for the multiplex scenario, I assigned a label per subject’s
recording which is supported by a consistent classification of at least 27
out of 30 epochs (>90 %). The whole analysis was followed indepen-
dently in both datasets, sensor, whole source level, and DMN, and
classification approach (Riemannian vs tensorial space).

Whole source space: On the whole virtual source level, I followed a
similar classification approach adopting LOSO-CV focusing on dFCBN
tailored to the 68 ROIs. The produced FBN were of size {virtual sources x
virtual sources}, which practically means of size [68 x 68].

DMN: On the virtual source level, I followed a similar classification
approach adopting LOSO-CV focusing on dFCBN tailored to DMN. The
produced FBN were of size {virtual sources x virtual sources}, which
practically means of size [12 x 12].

I compared the performance metrics between ensemble vs multiplex
approaches, and MDRM vs TSA-k-NN classification schemes. See the
Statistics section.

4.7. Statistics

To support the superiority of the proposed RSCZ framework in
combination with the multiplex scenario and DC metric, I applied a

Wilcoxon Rank-Sum test on the accuracy, sensitivity, and specificity
obtained from the PCC and the ensemble scenario vs the DC and the
multiplex scenario. This statistical analysis was followed in both data-
sets comparing the performance metrics between ensemble, and DC/
multiplex scenario independently in sensor and source space. This sta-
tistical analysis was repeated independently for the Riemannian geom-
etry, and the TSA-k-NN.

I also applied a Wilcoxon Rank-Sum test on the accuracy, sensitivity,
and specificity between Riemannian geometry, and TSA-k-NN on the
ensemble – multiplex scenarios, on the DMN level.

Finally, I applied a Wilcoxon Rank-Sum test to compare group-
averaged and DMN network averaged DC strength within and between
the DMN brain areas across the four groups in both datasets. The p-
values were Bonferroni corrected.

5. Results

I reported the findings independently for sensor and source space in
both datasets while I demonstrated representative FCBN for both groups
and both datasets targeting on the default mode network (DMN) brain
areas.

5.1. Performance of RSCZ framework in EEG sensor and whole virtual
space

Τhe multiplex scenario outperformed the ensemble approach in both
datasets, in both sensor, and source space, and following both the pro-
posed MDRM Riemannian decoding approach, and the comparable TSA-
k-NN classification scheme (Tables 1 and 2).

Riemannian geometry, and MDRM: The performance of the pro-
posed RSCZ in the EEG sensor space and in the multiplex scenario was
82.14 for the first dataset and 85.71 for the second compared to the
ensemble strategy of 78.50 and 72.62, correspondingly. The perfor-
mance of my RSCZ in the whole virtual space and in the multiplex sce-
nario was 92.85 for the first dataset, and 100 for the second compared to
the ensemble strategy of 85.71 and 89.29 performance, correspond-
ingly (Tables 1A and 2A).

TSA and k-NN scheme: The performance of the TSA-k-NN classifi-
cation scheme in the EEG sensor space and in the multiplex scenario was
82.14 for the first dataset and 76.19 for the second compared to the
ensemble strategy of 75 and 69.05, correspondingly. The performance
of my RSCZ in the whole virtual space and in the multiplex scenario was
85.71 for the first dataset, and 79.76 for the second compared to the
ensemble strategy of 82.14 and 77.38 performance, correspondingly
(Tables 1B and 2B).

Τhe performance of Riemannian geometry was higher compared to
TSA-k-NN classification scheme in any dimension of the present
exploratory framework (sensor, and source level, ensemble – multiplex
approach), and in both datasets. Additionally, the performance on the
virtual space was higher compared to the sensor space in the ensemble,
and multiplex approaches, and in both datasets.

Fig. 4. (Dataset 1) Construction of individualized dFCBN from the multichannel EEG sensor recordings that were bandpass filtered in the δ frequency band with the
use of PCC as connectivity estimator.
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5.2. Performance of RSCZ framework in EEG DMN virtual space

Following the same cross-validation approach on the DMN virtual
space, I untangled that the multiplex scenario outperformed the
ensemble approach in both datasets, and in both the proposed MDRM
Riemannian decoding approach, and the comparable TSA-k-NN classi-
fication scheme (Tables 3 and 4). The Riemannian geometry manipu-
lation of multiplex subject-specific dFCBN anatomical restricted on the
DMN subnetwork succeeded an absolute performance (100) in both
datasets. The TSA with the incorporation of k-NN classifier performed
also well in both datasets, and the multiplex scenario reaching the 85.71,
and 88.1, in dataset 1 and 2, correspondingly.

5.3. Aberrant DMN topologies in SCZ and in SSD

In the present study, I parcellated the virtual source space into 68
brain areas according to the Desikan-Killiany cortical atlas partitions
[97]. I decided to demonstrate the group-averaged FBN between the
DMN in both datasets as a target brain area at resting-state for major
psychiatric disorders [79]. From a total of 68 brain areas, I focused on 12
bilateral cortical DMN brain regions including lateral orbitofrontal,
medial orbitofrontal, rostral anterior cingulate, parahippocampal,
isthmus cingulate, posterior cingulate, and precuneus. The DMN regions
were further grouped into the anterior and posterior DMN in order to
understand how the DC is altered within and between those two groups

Table 1
A. Classification Performance of RSCZ framework in the sensor and whole virtual space, and in the ensemble and multiplex approaches for Dataset 1 based onMDRM. I
reported the accuracy, sensitivity, and performance based on the corrected temporal segments while the performance corresponds to the correct classified sample
based on the adopted threshold of at least 27 correct classified epochs out of the total 30 temporal segments.

Sensor Space Virtual Space

PCC/Еnsemble DC/Multiplex Statistics PCC/Еnsemble DC/Multiplex Statistics

Accuracy 84.14 ± 3.11 94.38 ± 3.85 p = 4.5x10− 11 86.54 ± 6.72 97.56 ± 3.05 p = 6.3x10− 12

Sensitivity 83.09 ± 4.32 93.43 ± 2.71 p = 3.6x10− 11 85.16 ± 5.22 96.82 ± 2.93 p = 5.4x10− 12

Specificity 81.45 ± 4.11 92.43 ± 3.69 p = 3.9x10− 11 84.94 ± 5.72 95.65 ± 3.83 p = 9.2x10− 13

Performance 78.50 82.14 85.71 92.85

B. Classification Performance of RSCZ framework in the sensor and whole virtual space, and in the ensemble and multiplex approaches for Dataset 1 based on TSA-k-NN scheme. I
reported the accuracy, sensitivity, and performance based on the corrected temporal segments while the performance corresponds to the correct classified sample based on the adopted
threshold of at least 27 correct classified epochs out of the total 30 temporal segments.

Sensor Space Virtual Space

PCC/Еnsemble DC/Multiplex Statistics PCC/Еnsemble DC/Multiplex Statistics

Accuracy 72.31 ± 3.67 81.72 ± 3.09 p = 6.7x10− 11 77.12 ± 2.78 86.34 ± 3.78 p = 5.4x10− 11

Sensitivity 73.45 ± 4.11 82.62 ± 2.98 p = 4.5x10− 12 76.86 ± 3.71 87.42 ± 3.69 p = 4.7x10− 12

Specificity 71.85 ± 2.93 92.43 ± 3.69 p = 3.9x10− 11 84.94 ± 5.72 87.44 ± 3.18 p = 9.2x10− 13

Performance 75 82.14 82.14 85.71

Table 2
A. Classification Performance of RSCZ framework in the sensor and whole virtual space, and in the ensemble and multiplex approaches for Dataset 2 based onMDRM. I
reported the accuracy, sensitivity, and performance based on the corrected temporal segments while the performance corresponds to the correct classified sample
based on the adopted threshold of at least 27 correct classified epochs out of the total 30 temporal segments.

Sensor Space Virtual Space

PCC/Еnsemble DC/Multiplex Statistics PCC/Еnsemble DC/Multiplex Statistics

Accuracy 74.32 ± 6.25 88.61 ± 3.74 p = 8.1x10− 10 89.68 ± 5.42 98.42 ± 3.82 p = 5.2x10− 12

Sensitivity 72.26 ± 5.82 86.84 ± 3.97 p = 7.3x10− 11 88.68 ± 4.88 97.48 ± 3.14 p = 4.5x10− 11

Specificity 71.53 ± 5.92 85.09 ± 3.51 p = 6.2x10− 12 87.79 ± 5.32 96.48 ± 3.32 p = 6.7x10− 12

Performance 72.62 85.71 89.29 100

B. Classification Performance of RSCZ framework in the sensor and whole virtual space, and in the ensemble and multiplex approaches for Dataset 2 based on TSA - k-NN scheme. I
reported the accuracy, sensitivity, and performance based on the corrected temporal segments while the performance corresponds to the correct classified sample based on the adopted
threshold of at least 27 correct classified epochs out of the total 30 temporal segments.

Sensor Space Virtual Space

PCC/Еnsemble DC/Multiplex Statistics PCC/Еnsemble DC/Multiplex Statistics

Accuracy 68.23 ± 3.22 77.34 ± 3.92 p = 7.6x10− 11 79.17 ± 4.32 78.12 ± 3.42 p = 5.7x10− 11

Sensitivity 67.72 ± 3.92 78.54 ± 3.25 p = 6.4x10− 11 78.76 ± 4.09 79.17 ± 3.54 p = 4.1x10− 12

Specificity 68.33 ± 4.12 76.79 ± 3.42 p = 6.0x10− 11 77.18 ± 3.92 77.51 ± 3.42 p = 5.2x10− 11

Performance 69.05 76.19 77.38 79.76

Table 3
Classification Performance of RSCZ framework in the DMN virtual space, and in the ensemble and multiplex approaches for Dataset 1 based on MDRM, and TSA-kNN
classification schemes. I reported the accuracy, sensitivity, and performance based on the corrected temporal segments while the performance corresponds to the
correct classified sample based on the adopted threshold of at least 27 correct classified epochs out of the total 30 temporal segments.

MDRM TSA-kNN

PCC/Еnsemble DC/Multiplex Statistics PCC/Еnsemble DC/Multiplex Statistics

Accuracy 75.32 ± 3.41 98.76 ± 1.61 p = 8.9x10− 11 65.24 ± 3.91 83.61 ± 3.11 p = 6.1x10− 12

Sensitivity 74.65 ± 3.82 98.74 ± 1.72 p = 5.7x10− 11 64.51 ± 3.28 84.57 ± 3.92 p = 4.9x10− 13

Specificity 75.17 ± 4.09 99.18 ± 1.06 p = 6.9x10− 11 65.29 ± 3.37 83.78 ± 3.81 p = 7.3x10− 12

Performance 71.42 100 67.85 85.71
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in the target groups. The anterior part of the DMN includes left and right
lateral orbitofrontal, medial orbitofrontal, and rostral anterior cingulate
regions, and the posterior DMN consists of the left and right isthmus
cingulate, posterior cingulate, and precuneus regions.

I first averaged the DC multiplex subnetworks across the 30 temporal
segments at the subject level and secondly across the subjects per group.
Fig. 5A illustrates the group-averaged DC multiplex DMN network to-
pologies for both datasets and groups. Fig. 5B demonstrates the mean
and standard deviation of DC functional strength for the intra-anterior
DMN brain areas, the intra-posterior DMN brain areas, and the inter
anterior-posterior DMN brain interactions for both datasets and groups.
Interestingly, I detected significant group differences in both datasets
and in both anterior and posterior parts of the DMN with higher group
mean DC values for the target groups compared to the HC group
(Fig. 5B). On the opposite, the HC groups showed significant higher DC
values in the inter anterior-posterior DMN interactions compared to the
target groups in both datasets. Additionally, significantly higher values
were detected for the HC adult and SCZ groups of Dataset 1 compared to
the homolog groups of Dataset 2. This observation of higher multiplex
DC functional strength in the mature older HC group compared to the
adolescents justified a sensitive of this index to the maturation of the
DMN. The p-values related to the group comparisons shown in Fig. 5B
are reported in the caption of Fig. 5. All the comparisons were significant
(p < 0.05) passing the Bonferroni correction (p’ < p/8).

6. Discussion

6.1. Summary of findings

In this study, I presented a novel decoding scheme for the detection
of SCZ based on the Riemannian geometry called ℛSCZ decoder. My
analytic pipeline explored the SCM representations of frequency-

dependent EEG signals in an ensemble way based on the PCC esti-
mator and also under a multiplex scenario based on the DC metric. I
adopted MDRM as a proper classifier for the Riemannian approach, and
TSA representation of dFCBNs with the incorporation of k-NN classifier
for comparative purpose of the proposed analytic scheme. I demon-
strated the performance of ℛSCZ decoder for the very first time in the
literature in two open EEG datasets, and in both sensor and source space.
The classification results supported the proposed ℛSCZ decoding scheme
of companying DC as a multiplex index encountering the coupling be-
tween two brain areas by incorporating the whole set of frequency-
dependent time-series (PCC vs DC), and the representations of dFCBNs
on the SPD manifold performing the classification on the geometric
structure rather than the Euclidean geometry (MDRM vs TSA-k-NN). The
classification performance was consistent higher in both datasets for the
proposed ℛSCZ decoding scheme of integrating DC and Riemannian
geometry compared to PCC-TSA-k-NN in both sensor, and source space.
However, the performance was improved on the source level in both
decoding schemes. The performance of ℛSCZ decoder was 92.85 for the
first dataset, and 100 for the second dataset on the whole virtual source
space focusing on the 68 ROIs, and 100 in both datasets focusing on the
DMN subnetwork. Based on my findings presented here, I recommend
the ℛSCZ decoder with DC metric as a proper analytic framework that
takes the advantage of the multiplex interactions between brain areas
even at resting-state, and the manipulation of dFCBNs as a collection of
SPD matrices forming a cone-shape Riemannian manifold.

6.2. Riemannian manifold, and SPD matrices

Functional connectivity brain networks are formed with connectivity
estimators like the covariance and Pearson’s correlation forming SPD
matrices. A collection of SPD matrices forms a Riemannian manifold,
where the operations on this manifold can be performed better on the

Table 4
Classification Performance of RSCZ framework in the DMN virtual space, and in the ensemble and multiplex approaches for Dataset 2 based on MDRM, and TSA-kNN
classification schemes. I reported the accuracy, sensitivity, and performance based on the corrected temporal segments while the performance corresponds to the
correct classified sample based on the adopted threshold of at least 27 correct classified epochs out of the total 30 temporal segments.

MDRM TSA-kNN

PCC/Еnsemble DC/Multiplex Statistics PCC/Еnsemble DC/Multiplex Statistics

Accuracy 84.26 ± 3.08 99.02 ± 1.03 p = 6.1x10− 12 76.72 ± 3.18 89.61 ± 4.15 p = 3.2x10− 12

Sensitivity 85.36 ± 3.71 98.91 ± 1.12 p = 4.8x10− 13 75.82 ± 3.73 88.42 ± 4.32 p = 7.4x10− 13

Specificity 84.48 ± 4.18 99.23 ± 1.09 p = 5.6x10− 12 77.41 ± 3.82 89.65 ± 4.65 p = 7.9x10− 13

Performance 83.33 100 67.85 88.1

Fig. 5. Group-averaged DC multiplex DMN network topologies A.Group-averaged multiplex DMN network topologies for both datasets and groups.B. The mean and
standard deviation of DC functional strength for the intra-anterior DMN brain areas, the intra-posterior DMN brain areas, and the inter anterior-posterior DMN brain
interactions for both datasets and groups (aDMN - anterior part of the Default Mode Network; bDMN - posterior part of the Default Mode Network).
(Related p-values linked to comparison pairs as shown in Fig. 5B:
p1 = 6.7 x 10− 12, p2 = 4.3 x 10− 9, p3 = 8.1 x 10− 5, p4 = 7.8 x 10− 5

p5 = 4.9 x 10− 8, p6 = 5.4 x 10− 13, p7 = 1.3 x 10− 4, p8 = 5.9 x 10− 5).
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relevant geometric structure compared to the Euclidean geometry.
However, the geometric properties of SPD manifold have not yet fully
adopted by the neuroimaging community on a very large number of
brain connectivity research studies. Only a small number of connectivity
studies have been conducted on the SPD matrices’ space. Just to name a
few, Varoquaux et al. [74], and Yamin et al. [98], applied Riemannian
geometry to evaluate group-averaged covariance matrices, Ginestet
et al. [99], and Varoquaux et al. [74], employed geodesic distance for
statistical testing, Rahim et al. [75], estimated individual covariance
matrix on a Riemannian manifold, Davoudi et al. [100], and Xie et al.
[101], presented a dimensionality reduction Riemannian-based tech-
nique for machine learning, Riemannian geometry has been applied to
the coordination of multiple brain areas [77,70], while Riemann
approach has not yet extensively been investigated in the context of
clinical neuroscience, and especially in psychiatry [71].

6.3. Applications of Riemann geometry

Even though the Riemann geometry has not be extensively employed
on connectivity neuroimaging studies with major neuroimaging mo-
dalities (MEG/diffusion MRI/MEG/fMRI), its benefits were well
explored on brain-computer interface (BCI) EEG paradigms. These
methods have been investigated in the last decade mainly in the brain-
computer interface (BCI) society [72,73,77,70,102–106] with the geo-
metric manipulations of SCM representations of functional connectivity
graphs enriching our understanding about brain functionality. Last
years, the Riemannian geometry of SPD matrices received much atten-
tion in the neuroscience community due to its effectiveness to deal with
the main problems that any researcher encounters in the design of basic
signal processing pipelines like artifact contamination, the variability
across subjects and sessions, non-stationarity of the brain signal,
inter-site variability, etc [72,107,108]. Riemannian geometry-based
features representation extracted from multichannel EEG recordings
has shown consistent and high-performance classification schemes in
many classification problems [79,106,109,110]. Despite its revisiting
popularity [72], Riemannian approaches have not been fully explored in
clinical neurophysiology [71] and especially in SCZ.

6.4. Functional connectivity at resting-state, and the DMN

Functional connectivity at resting-state refers to the temporal asso-
ciations of spontaneous brain activity among spatially distinct brain
areas [111]. The derived functional connectivity patterns, namely the
resting-state networks (RSNs), characterize the individual differences in
intrinsic brain functionality [112]. Recent neuroimaging studies inves-
tigated spectrum, and connectivity-based features extracted from
resting-state condition (eyes-closed and/or eyes-opened) with the
objective criterion to detect uniquely one subject versus the rest of the
cohort under a brain-fingerprinting framework [113–117]. One such
RSN, that was the target of many researcher studies is the DMN. The
DMN is active during oriented mental activity at resting-state that in-
cludes mind wandering, self-reflection, theory of mind etc, and is sup-
pressed in the presence of a natural or lab-oriented stimulus [118,119].
Raichle and colleagues [118] proposed the term “default-mode”, while
Raichle et al. [120], established the presence of DMN on resting-state
fMRI (rs-fMRI) [121]. The DMN has been validated as a reproducible
network at resting-state [122–124], while it has low intra, and
inter-subject variability [123–125] across different data acquisition, and
analytic protocols [122,126]. It was proved that the DMN has been
associated with specific cognitive functions that include self-monitoring
and autobiographical thoughts, predictive planning, and
stimulus-independent thought [127–130].

6.5. Evidences on aberrant functional connectivity at resting-state in the
DMN in SCZ patients

Τargeted resting-state and DMN research studies have been per-
formed on numerous functional modalities that include EEG/MEG/
fMRI/PET [131–139]. A PET-fMRI study at resting-state revealed an
association between local glucose consumption with the functional
connectivity within DMN [139]. EEG reflects a direct measurement of
brain electrical activity, and has been recognized as the most
cost-effective noninvasive modality for the studying of resting-state
activity, and connectivity patterns within DMN [132–134]. Aberrant
DMN connectivity patterns have been reported in SCZ [68,136,137],
and in various psychiatric disorders [69,138]. A rs-fMRI study in SCZ
following an independent component analysis to extract the RSN,
including the target DMN reported altered DMN connectivity. This
aberrant connectivity pattern may underlie negative symptoms, de-
lusions, and hallucinations in SCZ patients [68]. The authors reported a
classification accuracy of 76.9 % to differentiate SCZ patients from
age-matched healthy controls. A recent unique EEG study investigated
how six major psychiatric disorders, including mild cognitive impair-
ment, and Alzheimer’s disease altered the within DMN
frequency-dependent connectivity patterns across frequency bands [69].
They used a common healthy control group as a template to proceed
with the adopted statistical analysis, while they employed the famous
phase locking value (PLV) as a connectivity estimator. They adopted the
Desikan atlas revealing aberrant connectivity patterns compared to the
age-matched HC group mainly in θ and β2 frequency bands, while their
analysis didn’t involve the γ frequency. The authors didn’t report any
classification performance of the DMN subnetwork connectivity patterns
across the target groups, and the healthy control.

6.6. Novel findings on disrupted multiplex connectivity within the DMN in
SCZ groups

My study involved the analysis of two open EEG SCZ datasets on both
the sensor and virtual source level targeting the DMN. I followed a trivial
frequency-dependent dynamic connectivity analysis using the PCC
estimator compared to the proposed multiplex index adopting the DC
metric. In addition, I proposed a Riemannian framework for the dFCBNs
compared to a typical classification scheme working on the Euclidean
geometry. My proposed RSCZ framework provides a common template
for every neuroscientist working on various psychiatric disorders with
EEG modality.

The proposed multiplex DC metric revealed significant findings for
SCZ disorder (Fig. 5B). The multiplex DC functional strength between
brain areas located on either the anterior or posterior part of the DMN
showed hyperactivity for the SCZ groups compared to the HC group. On
the contrary, the multiplex DC functional strength between brain areas
that are located in the anterior and posterior part of DMN showed
hypoactivity for the SCZ group compared to the HC group. Importantly,
this hypoactivity was also observed in the homolog groups (either HC or
SCZ) between the two datasets. This evidence supports further the
multiplex DC metric that validates its sensitivity for the detection of SCZ
and also developmental trends in both the healthy and target group.

6.7. Altered DMN multiplex connectivity in SCZ, and deficits in self-
awareness

Here, I untangled a novel potential biomarker tailored to SCZ, since it
is well justified the role of a disrupted DMN in the pathogenesis of SCZ,
linking both disturbed DMN connectivity and activity to its psychopa-
thology and cognitive deficits [136]. DMN connectivity is essential for
self-related cognition in healthy populations, while an aberrant DMN
connectivity pattern might contribute to the excessive self-awareness
and cognitive rigidity often observed in SCZ [140]. Self-awareness and
information processing are heavily dependent of the functional
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connectivity within thalamo-limbic, and prefrontal – parietal brain areas
where both networks mediate the perception of subjective – experience,
and self-awareness that are disrupted by the onset of SCZ [141]. The
prefrontal – parietal brain network involves the anterior-posterior part
of the DMN that was first investigated here under a multiplex connec-
tivity analysis in two different EEG-SCZ datasets. Practically, the altered
DMN multiplex connectivity observed in SCZ groups compared to the
HC groups is a sensitive index of the excessive self-awareness in SCZ
individuals [22,24,26,111,136,140,141].

Research studies investigated the mind wandering in SCZ as it is
captured at resting-state condition, and how it affected the switch be-
tween different cognitive states. They observed a loss in the DMN’s
ability to efficiently switch between different cognitive states, leading to
a prolonged focus on internal cognition [142,143]. They also revealed a
longer and frequent duration of mind-wandering episodes following a
dynamic functional connectivity analysis on the DMN [144].

While DMN connectivity is essential for self-related cognition, an
aberrant DMN connectivity pattern in SCZ individuals that deviates from
their healthy control counterparts might contribute to the excessive self-
consciousness and cognitive rigidity often observed in SCZ [142–144].
Impaired self-awareness is associated with increased working memory
deficits, depression, suicidal behaviors, and increased symptom severity
in SCZ patients [145]. The aberrant dynamic multiplex connectivity
strength within the DMN that was revealed here is in line also with these
findings, and can be seen as a DMN-based connectivity index that
quantifies the deficits in self-referential processing and disturbances in
self-awareness observed in SCZ.

6.8. Sensitivity of multiplex index on developmental trends

Finally, I untangled a higher multiplex functional connectivity
strength between the anterior-posterior part of DMN in the mature HC of
dataset 1 compared to the adolescents HC of dataset 2 supporting also a
sensitive of this index to capture developmental trends of the maturation
of brain networks within the DMN [146]. These findings showed that the
multiplex index is sensitive to maturation of brain connectivity, a trend
that should be extensively be validated in large samples.

6.9. Short summary of the important findings

The most important outcome of my RSCZ framework was the com-
bined SCM representations across frequency bands (ensemble strategy),
the validation of a novel multiplex index, and the absolute classification
performance (100 %) for the detection of SCZ in two independent
datasets. The absolute performance has been succeeded in virtual source
space within the default mode network (DMN) with the multiplex
approach. EEG signals related to the datasets were recorded with a
different experimental setup which further supported my RSCZ
framework.

6.10. Limitations

One of the limitations of the present study is the small number of
subjects in the first dataset and also the lack of female subjects in the
second dataset. Moreover, the source localization approach has been
performed as a way to further validate my findings in relation to the
current literature. However, the source localization has been performed
with MRI templates instead of individual MRI. An extension of this study
could be over the use of individual MRI for the source localization,
across a larger sample, and also across several scan sites
(harmonization).

EEG is the most common neuroimaging technique in clinical practice
tailored to SCZ due to its low-cost, its non-invasiveness, and its
embedding in wearable devices. Numerous algorithms that can be
classified as artificial intelligence have been proposed so far for the
automatic identification of SCZ individuals. I strongly believe that the

RSCZ framework will be a valuable decoding approach for psychiatrists
not only due to its high classification performance but also due to its
interpretation of findings in relation to the current knowledge.

6.11. Future directions

To be pragmatic, a large EEG study is needed to collect longitudinal
recordings from different psychiatric disorders across different sites.
Such a study is needed in the literature for many reasons. A large sample
size is important for supporting statistically powered, and reproducible
results [147]. Harmonization of datasets across sites is also relevant to
the reproducibility of research findings by addressing heterogeneities in
multi-centric studies [148,149]. Adopting my dominant coupling modes
model (DoCM) could inform us about the preferred coupling modes
between virtual brain sources which can include a mixture
within-frequencies, and cross-frequency couplings patterns [117].
Finally, a common pre-processing, and processing analytic plan of brain
recordings across psychiatric dimensions will further enhance our un-
derstanding of aberrant connectivity patterns at resting-state and/or
experimental tasks linked to these disorders compared to healthy
controls.

7. Conclusions

In the present study, I designed a RSCZ framework that attempted to
present a complete set of preprocessing steps in order to discriminate HC
from SCZ individuals. For that purpose, I analyzed two open EEG
resting-state databases that include both HC and SCZ subjects. I
attempted to validate the superiority of multiplex dFCBN adopting a DC
metric versus a frequency-dependent dFCBN scenario adopting PCC
under both a Riemannian geometry, and a TSA-k-NN machine learning
scheme. I validated the superiority of RSCZ framework with the multi-
plex approach in both sensor and virtual space in both datasets
compared to the frequency-dependent approach. The proposed RSCZ
framework with the multiplex approach performed an absolute classi-
fication performance (100 %) for the detection of SCZ in two indepen-
dent datasets derived from different experimental setups on the virtual
space within the DMN.

The multiplex DC index estimated the functional connectivity be-
tween virtual sources characterized the brain activity of brain areas
located on the anterior-posterior part of the DMN. The DMN-based
dFCBNs constructed from resting-state conditions, and the absolute
performance of the RSCZ framework to discriminate SCZ from HC group
underlined the sensitivity of my approach to the disrupted self-
awareness of the SCZ group. This result further indicates that my RSCZ
framework can provide invaluable support to psychiatrists, and clini-
cians in SCZ diagnosis, and prognosis.

Software

The implementation of the distance correlation metric can be found
in my github repository

https://github.com/stdimitr/multiplex_functional_connectivity_dist
corr/tree/main.
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