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Abstract

We present maps of ionized gas (traced by Paα and Brα) and 3.3 μm polycyclic aromatic hydrocarbon (PAH)
emission in the nearby spiral galaxy NGC 628, derived from new JWST/NIRCam data from the Feedback in
Emerging extrAgalactic Star clusTers (FEAST) survey. With this data, we investigate and calibrate the relation
between 3.3 μm PAH emission and star formation rate (SFR) in and around emerging young star clusters (eYSCs)
on a scale of ∼40 pc. We find a tight (correlation coefficient ρ∼ 0.9) sublinear (power-law exponent α∼ 0.75)
relation between the 3.3 μm PAH luminosity surface density and SFR traced by Brα for compact, cospatial (within
0 16 or ∼7 pc) peaks in Paα, Brα, and 3.3 μm (eYSC–I). The scatter in the relationship does not correlate well
with variations in local interstellar medium metallicity, due to a radial metallicity gradient, but rather is likely due
to stochastic sampling of the stellar initial mass function (IMF) and variations in the PAH heating and age of our
sources. The deviation from a linear relation may be explained by PAH destruction in more intense ionizing
environments, variations in age, and IMF stochasticity at intermediate to low luminosities. We test our results with
various continuum subtraction techniques using combinations of NIRCam bands and find that they remain robust
with only minor differences in the derived slope and intercept. An unexpected discrepancy is identified between the
relations of hydrogen recombination lines (Paα versus Brα; Hα versus Brα).

Unified Astronomy Thesaurus concepts: Spiral galaxies (1560); Interstellar dust (836); Interstellar medium (847);
James Webb Space Telescope (2291); Polycyclic aromatic hydrocarbons (1280); Star formation (1569); Star
forming regions (1565); H II regions (694); Young star clusters (1833)

1. Introduction

The calibration of short-wavelength (8 μm) tracers of dust-
obscured star formation is becoming increasingly important in
the era of the James Webb Space Telescope (JWST). Standard
mid-infrared (MIR) star formation rate (SFR) indicators, e.g.,
the bright polycyclic aromatic hydrocarbon (PAH) emission
around 8 μm, are observable with the Mid-Infrared Instrument
(MIRI) on JWST only out to a redshift z∼ 2. Yet, it is well
established that more than half of the SFR budget in galaxies at

z� 5 is obscured by dust and emerges in the infrared (IR;
Casey et al. 2018; Bouwens et al. 2020), highlighting the
importance of accounting for the dust-obscured SFR comp-
onent at low and intermediate redshifts. The 3.3 μmPAH
emission feature is a strong candidate to push dust-obscured
SFR estimates beyond z∼ 2 and out to z∼ 7 with JWST/MIRI
(e.g., Lai et al. 2020).
PAHs are small dust grains associated with the ubiquitously

observed near-infrared (NIR) and MIR emission features in
galaxies (e.g., Leger & Puget 1984; Allamandola et al.
1985, 1989; Tielens 2008). These NIR/MIR features are the
result of the de-excitation of PAH grains through vibrational
modes of C–H and C–C bonds after the absorption of an
ultraviolet (UV) or optical photon, typically in the energy range
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of ∼ 3–9 eV (see Draine et al. 2021). These emission features
are very bright in typical galaxies, consisting of 10%–20% of
the total IR emission (Helou et al. 2000; Smith et al. 2007;
Tielens 2008; Li 2020).

PAH grains are fragile and are destroyed by the ionizing
radiation from newly formed stars, requiring shielding from
larger grains to survive (Helou et al. 2004; Povich et al. 2007;
Bendo et al. 2008; Relaño & Kennicutt 2009). For this reason,
PAHs are heated and emit in the photodissociation regions
(PDRs) that surround star-forming regions, but not inside them
(e.g., Relaño & Kennicutt 2009). Due to the tight spatial
connection between PAH emission and active star-forming
regions in galaxies, PAHs have been widely used as SFR
tracers in the past (e.g., Helou et al. 2004; Peeters et al. 2004;
Bendo et al. 2006; Calzetti et al. 2007; Draine & Li 2007;
Smith et al. 2007; Kennicutt et al. 2009; Shipley et al. 2016). In
particular, the brightest PAH emission feature at about 8 (or
7.7) μm has been used out to high redshift (e.g., Elbaz et al.
2011). Recently, with data from JWST/MIRI, Hubble Space
Telescope (HST), Spitzer, and Herschel, Ronayne et al. (2024)
studied the relationship between 8 μmPAH luminosity and
UV-derived SFR in a sample of galaxies at z∼ 0–2 using
spectral energy distribution (SED) modeling and find a tight
correlation between the rest-frame dust-corrected far-UV
(FUV) and MIRI/F770W luminosities, which they use to
calibrate the F770W as an SFR tracer.

However, the abundance and emission of PAHs can depend
on galaxy properties such as metallicity and star formation
history, which complicates their use as SFR indicators.
Numerous studies have observed a deficit in the PAH
luminosity at 8 μm in low-metallicity galaxies (e.g., Engel-
bracht et al. 2005; Calzetti et al. 2007; Smith et al. 2007; Cook
et al. 2014; Shivaei et al. 2017; Gregg et al. 2022), where there
are less metals available in the interstellar medium (ISM) to
shield PAH grains. Sandstrom et al. (2012) argue that metals
act as catalysts for the formation and growth of PAHs, which
leads to smaller average PAH sizes in metal-poor environments
and thus a higher probability of destruction under normal ISM
conditions. Gregg et al. (2022) find that, on scales of ∼1 kpc,
the 8 μm luminosity varies by over a factor of 10 at low surface
densities of SFR and >3 at high SFR, and that the variation
correlates well with differences in metallicity between galaxies.
In addition, the existence of a strong interstellar radiation field
is found to suppress PAH emission (Madden et al. 2006;
Gordon et al. 2008; Lebouteiller et al. 2011; Shivaei et al.
2017; Binder & Povich 2018). Further complicating the
picture, spatially resolved studies show that a fraction of the
8 μm emission is associated with the diffuse ISM, suggesting
an additional heating component other than recent (<100Myr)
star formation (Bendo et al. 2008; Calapa et al. 2014; Lu et al.
2014).

The 3.3 μmPAH emission in particular originates from the
radiative relaxation of C–H stretching modes of small, neutral
PAHs (van Diedenhoven et al. 2004; Maragkoudakis et al.
2020) and represents ∼0.1% of the total IR power and ∼1.5%–

3% of the total PAH emission in galaxies (Lai et al. 2020). The
feature has historically been very difficult to observe in
galaxies. The Spitzer IRAC 3.6 μm band contains the
3.3 μmPAH, but is dominated by stellar emission in all but
the densest of regions (e.g., Querejeta et al. 2015). Spectro-
scopic surveys of the feature in external galaxies by the
Infrared Space Observatory and AKARI have been limited to

the brightest sources. As a result, the 3.3 μmPAH feature has
yet to be properly calibrated as an SFR tracer, except in a
sample of nearby PAH-bright galaxies, mostly consisting of
luminous/ultraluminous infrared galaxies (LIRGs/ULIRGs;
Lai et al. 2020). The calibration of the 3.3 μmPAH feature as
an SFR indicator in typical star-forming galaxies requires the
sensitivity and imaging capabilities of JWST and its more
targeted filter selection (e.g., the NIRCam/F335M).
The relative strength of the 3.3 μm PAH emission as a tracer

of SFR comes from the fact that it is about 2.5 times less
sensitive to dust extinction than Paα (1.87 μm) and 3–10 times
brighter than Brα (4.05 μm) in typical galaxies (Inami et al.
2018), making it easier to detect at high redshift. This emission
feature has been detected at high redshift with Spitzer MIR
spectroscopy of ULIRGs at z∼ 2 (Sajina et al. 2009) and in a
strongly lensed galaxy at z∼ 3 (Siana et al. 2009). With
JWST/MIRI spectroscopy, the 3.3 μm PAH feature can be
observed out to z∼ 7 before being shifted out of the
wavelength coverage. However, due to the much lower
sensitivity of MIRI/MRS channel 4, a more reasonable
expectation of the highest detectable redshift of 3.3 μm with
JWST is z∼ 4.5, corresponding to the longest wavelength of
channel 3. Spilker et al. (2023) report the detection of the
3.3 μmPAH feature in a z∼ 4.2 galaxy using MIRI/MRS
spectroscopy, making it the most distant detection of PAH
emission to date.
Observationally, little is currently known about the nature of

the 3.3 μm PAH emission. Results from one metal-poor
(0.25 Ze) galaxy indicate that the 3.3 μm PAH emission is
relatively stronger than the emission from other PAH features
in low-metallicity (or higher-ionizing) environments, suggest-
ing (1) a shift in the size distribution toward smaller PAHs,
possibly due to the better survivability of small grains via
efficient relaxation by recurrent fluorescence (see Leger et al.
1988; Lai et al. 2017; Witt & Lai 2020); or (2) the shattering of
large PAH grains into smaller ones; or (3) that the emission
from large PAH grains is shifted to shorter wavelengths in
intense environments (Lai et al. 2020). New studies from JWST
are beginning to shed light on the 3.3 μm PAH feature. Lai
et al. (2023) study the 3.3 μmPAH emission in an LIRG at a
distance of ∼70Mpc with JWST/NIRSpec/IFU and find
suppression in the PAH emission relative to the ionized gas in
the central 1 kpc region of the active galactic nucleus (AGN)
and clear differences in average grain properties, suggesting
smaller grains are preferentially destroyed in the vicinity of the
AGN. Sandstrom et al. (2023) use the JWST/NIRCam medium
bands F300M, F335M, and F360M to derive maps of the
3.3 μmPAH emission across three nearby galaxies and find
that the PAH-to-continuum ratios for F335M are between 5%
and 65% and increase smoothly with galactocentric radius
outside of the galaxy centers. Chastenet et al. (2023) utilize
these 3.3 μmPAH maps in combination with the features
traced by MIRI F770W and F1130W. Based on the PAH ratios,
they find that H II regions/more ionized environments may be
populated by hotter or smaller PAHs and have larger PAH
ionization fractions.
In addition to the emission from PAHs, ionized gas emission

is used to estimate SFRs in galaxies. Young (<10Myr),
massive (>15 Me) stars produce an abundance of high-energy
photons that ionize the surrounding gas. As this ionized gas
cools, hydrogen recombines and emits a series of emission
lines as the electron settles to the ground state. Hydrogen
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recombination lines such as Hα and Hβ are strong in star-
forming galaxies and have been used extensively in the past to
study star formation by tracing the ionizing photon rate
(Kennicutt 1998). Yet, in dense star-forming regions, recombi-
nation lines in the optical regime like Hα and Hβ can be
significantly affected by extinction. The ratios of various
Balmer series lines (known as the Balmer decrement) can be
utilized to correct the effects of dust. This has been applied in a
number of large surveys of nearby galaxies (e.g., Kewley et al.
2002; Brinchmann et al. 2004; Moustakas et al. 2006). This
approach is generally only effective at low to moderate
extinction and has been shown to underestimate the obscured
SFR (e.g., Giménez-Arteaga et al. 2022). Alternatively, longer-
wavelength recombination lines can be used, such as Paα, Paβ,
and Brα. These lines are emitted at NIR/MIR wavelengths. As
a result, they suffer from significantly less dust obscuration, but
are many times fainter. Long-wavelength recombination lines
are also more sensitive to the physical conditions of the gas.
For Brα, the variations are ∼58% for an electron temperature
(Te) in the range 5000–20,000 K and ∼13% for density (ne) in
the range 102–106 cm−3 (Calzetti 2013).

In this study, we map the ionized gas (Paα and Brα) and
PAH (3.3 μm) emission across the galaxy NGC 628 at the
angular resolution of ∼0.″07–0 15 (∼3–7 pc) using new
JWST/NIRCam data from the Feedback in Emerging extrA-
galactic Star clusTers (FEAST) survey. Catalogs of candidate
young and embedded star clusters are extracted as peaks in
both the ionized gas and PAH maps. For these sources, we
measure the PAH and ionized gas luminosities and evaluate the
relationship between them. Our goal is to provide an initial
calibration of the relation between 3.3 μm PAH emission and
SFR in this one system, but to later refine this with more data
that will provide the necessary handle on the expected sources
of variation/uncertainty.

The galaxy NGC 628 (M74) is a well-studied grand-design
spiral that lacks a central bar. It is located at a distance of
9.84Mpc (Jacobs et al. 2009; Anand et al. 2021), with a near
face-on orientation (inclination i= 8°.9; Lang et al. 2020). NGC
628 is actively star-forming with a mean SFR surface density of
0.003Me yr−1 kpc−2 and a total SFR of 0.7Me yr−1 (Calzetti
et al. 2010). The stellar mass is log(M*/Me)= 10.34 (Leroy
et al. 2021), placing NGC 628 as a typical main-sequence
galaxy in the local volume (e.g., Cook et al. 2014). Its
characteristic metallicity, defined as the oxygen abundance at
0.4 R25 (where R25 is the radius in the B band equal to 25 mag),
is 12+ log(O/H)= 8.55 (Berg et al. 2020). Berg et al. (2020)
find a moderate radial metallicity gradient of −0.4 dex -R25

1 or
−0.03 dex kpc−1 at the distance listed above and R25= 315″
(Kendall et al. 2011). NGC 628 is also rich in molecular gas
with a total molecular gas mass log(Mmol)= 9.47 Me (Leroy
et al. 2021), assuming αCO= 4.35 Me pc−2 (K km s−1)−1

(Bolatto et al. 2013) and a CO(2–1)-to-CO(1–0) ratio of
R21= 0.65 (Leroy et al. 2013). Recent JWST/MIRI observa-
tions of the PAH emission across NGC 628 have uncovered an
intricate network of filaments of dust emission that tightly trace
molecular gas structure (Leroy et al. 2023) and dust attenuation
(Thilker et al. 2023). These new observations also unveil that
the ISM of NGC 628 is characterized by giant bubbles driven
by stellar feedback (Barnes et al. 2023; Watkins et al. 2023).

This paper is organized as follows. In Section 2, the JWST
NIRCam data are presented, along with the basic data
reduction. In Section 3, the analysis of our data is described,

including continuum subtraction techniques, selecting emer-
ging star clusters, and measuring aperture photometry. We
present the results of our work in Section 4, including a novel
calibration of the 3.3 μm PAH emission as an SFR indicator. In
Section 5, we discuss our results and their implications in the
context of previous work. In Section 6, we highlight our main
conclusions. In Appendix A, we test a variety of continuum
subtraction techniques and how they affect our results. In
Appendix B, we present the results of a binning analysis of our
sources.

2. Data

The JWST data used in this study were obtained in Cycle 1
as part of the JWST–FEAST program (ID 1783, PI: A.
Adamo). For the first galaxy observed of the five targets in the
sample, NGC 628, we utilize JWST/NIRCam imaging with
various filters including F150W, F187N, F200W, F277W,
F335M, F405N, and F444W. We obtain stage two calibrated
data products from the Mikulski Archive for Space Telescopes
(MAST), produced via the NIRCam calibration pipeline 1.12.5
using the calibration reference data context number 1169.
Catalogs containing point-spread function (PSF) fit positions
and fluxes are extracted from the stage two products using the
Python package one_pass_fitting,17 with PSF models
created by WebbPSF (Perrin et al. 2014). Due to the difference
in wavelength and sensitivity, the NIRCam images and
corresponding catalogs cannot be consistently aligned to Gaia
(Gaia Collaboration et al. 2016, 2023). Therefore, we use a
laddered approach. We first align the archival HST/ACS
F814W image, obtained by programs 9796 (PI: J. Miller) and
10402 (PI: R. Chandar), to Gaia (see Bajaj 2017) and then
extract a catalog from F814W on the Gaia astrometric frame.
We provide this reference F814W catalog and the PSF fit
NIRCam F200W catalogs as custom, user-supplied catalogs in
stage three of the JWST calibration pipeline. The resulting
aligned F200W catalogs are combined and used as a reference
for the remaining NIRCam data, yielding an overall astrometric
precision of 10 mas or less. Aligned NIRCam images are then
combined into a single mosaic for each filter using the stage
three pipeline, projected onto the same pixel grid with a scale
of 0 04 pixel−1. The resulting mosaics are converted from
units of MJy sr−1 to Jy pixel−1. A more detailed description of
the data reduction process is presented in A. Adamo et al.
(2024, in preparation).
Figure 1 shows the average total system throughput curves

for all NIRCam filters investigated in this study, on top of a
representative model spectrum, corresponding to a 2Myr old,
105 Me eYSC generating both an H II region and the
surrounding PDR from the work of Groves et al. (2008). This
model assumes Starburst99 models (Leitherer et al. 1999) as
input stellar spectra, a one-dimensional dynamical evolution
model of H II regions, and the MAPPINGS III photoionization
code (Groves 2004) to generate the SEDs. The model spectrum
may roughly represent the sources investigated in this study
and thus provides an outline of the regions of the spectrum
sampled by the NIRCam filters.
The top panel of Figure 2 shows the reduced NIRCam

F335M image of NGC 628 at native resolution, corresponding
to a field of view of ¢ ´ ¢5. 9 2. 3 or 16.8 kpc × 6.5 kpc. The
F335M filter is centered on the 3.3 μmPAH emission feature

17 https://github.com/Vb2341/One-Pass-Fitting
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(see Figure 1) but also receives contributions from the
continuum emission of low-mass and/or evolved stars and
the continuum from both hot dust grains heated in dense star-
forming regions by newly formed stars and a more diffuse dust
that is stochastically heated by any stellar population. In star-
forming regions, the F335M is expected to be dominated by the
bright 3.3 μmPAH emission feature, but the sources of the
continuum emission must be properly accounted for.

Two other complementary NIRCam bands have been
observed for NGC 628 and are publicly available on MAST,
obtained as part of the PHANGS–JWST program (ID 2107; PI:
J. C. Lee) and presented in Lee et al. (2023). We acquire the
stage two NIRCam F300M and F360M data products from this
program and run them through our data reduction process.
These observations overlap almost completely with the larger
footprint of the FEAST NIRCam mosaics, but only cover a
fraction of the field of view ( ¢ ´ ¢4. 3 2. 2 or 12.3 kpc × 6.3 kpc).
With these additional bands, we are able to explore a variety of
different continuum subtraction recipes for the 3.3 μmPAH
emission. Additionally, we align the archival HST/ACS
F555W and F658N images of NGC 628, obtained by HST
programs 9796 (PI: J. Miller) and 10402 (PI: R. Chandar), to
the same F814W image used as a reference for NIRCam. These
HST images are matched to the same astrometric frame and
sampling as the NIRCam data and are used to trace the Hα
emission across the majority of our mosaics.

For this study, we match the PSFs of each band to the
common, lowest-resolution PSF of NIRCam/F444W, which
has a full width at half maximum (FWHM) of 0 145 (Rigby
et al. 2023). This is important for the accurate subtraction of
point sources (e.g., stars) in the derived emission-line maps and
to allow for a direct comparison between the various emission
lines. To do this, we use the effective PSFs (ePSFs; see
Anderson & King 2000) described in detail in A. Adamo et al.
(2024, in preparation). These are based on the PSF models of

Anderson & King (2006)18 for HST/ACS and WebbPSF
(Perrin et al. 2014) for JWST. Grids of these PSF models are
placed in blank copies of the individual frames for each filter,
which are then drizzled together using the same parameters as
our science images. PSFs are extracted from these drizzled
frames and are combined to create the ePSF for each filter.
From these ePSFs, we create convolution kernels for each filter
to the PSF of F444W via the method described in Aniano et al.
(2011) as implemented in the make_jwst_kernels19 code.
The reduced science images are convolved with these kernels
to create a data set with all filters matched to the PSF of
F444W. The full-resolution, nonconvolved images are also
used in this study, but only for the selection and cleaning of
source catalogs from the emission-line maps.

3. Analysis

3.1. Continuum Subtractions

From the fully reduced and processed JWST/NIRCam and
HST/ACS images, we create continuum-subtracted emission-
line maps for the hydrogen recombination lines Paα, Brα, and
Hα, as well as the 3.3 μm PAH emission feature. Our
subtraction method utilizes a shorter- and a longer-wavelength
filter to derive the continuum in the emission-line filter. For
instance, we estimate the continuum in the F335M filter at each
pixel in the image by linearly interpolating the SED between
the F277W and F444W filters at the location of F335M. The
resulting continuum image is then subtracted from the F335M
to derive the 3.3 μm PAH emission-line map. To produce the
Paα emission-line map, we use the F150W and F200W filters
to remove the continuum at F187N. For Brα, the F277W and
F444W filters are used to remove the continuum at F405N. See
Figure 1 for a visual representation of the emission probed by
each NIRCam filter. For Hα, we use the HST/ACS F555W
and F814W filters to remove the F658N continuum.
There are a few complications in our method of isolating the

emission lines from the underlying continuum. For one, the
F200W filter is contaminated by the Paα emission line, while
the F444W is contaminated by Brα (see Figure 1). We
implement an iterative subtraction technique to remove the
contribution of these lines to the continuum-tracing filters. For
instance, we derive a F200W image that is corrected for the
contribution from Paα by scaling the initial continuum-
subtracted F187N image by the ratio of the bandwidths
between F187N and F200W and then subtracting this from the
F200W. We then use this corrected F200W image to perform
an updated continuum subtraction of F187N. The process is
repeated until the mean relative difference between the
iterations in star-forming regions is less than 10−4, which is
achieved in three iterations. We find the correction to the
F200W and F444W filters to be relatively small: ∼3% on
average in star-forming regions.
The F335M band is centered on the strong aromatic 3.3 μm

feature, but also includes a contribution from the much weaker
(∼ 0.1−0.2 times as bright in the presence of star formation;
Yamagishi et al. 2012) aliphatic 3.4 μm feature and 3.47 μm
plateau feature. Our final 3.3 μm PAH emission-line maps
receive a contribution from these other emission features, but
we expect the maps to be dominated by the aromatic 3.3 μm

Figure 1. A model spectrum of a 2 Myr old, 105 Me eYSC powering both an H
II region and PDR from the MAPPINGS III derived models of Groves et al.
(2008) (black line). Overlaid on top are the NIRCam filter throughputs (colored
curves), outlining the regions of the spectrum sampled by our data. The F187N
and F405N target the Paα and Brα hydrogen recombination lines, respectively.
The F335M targets the 3.3 μm PAH emission feature. All other filters target the
continuum emission.

18 https://www.stsci.edu/~jayander/HST1PASS/LIB/PSFs/STDPSFs/
19 https://github.com/thomaswilliamsastro/jwst_beam_matching
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feature within star-forming regions. Separating out these
additional components of the F335M and determining their
relative contribution within the embedded, young sources
investigated in this study will require spectroscopy, which is
possible with JWST/NIRSpec.

For the 3.3 μm PAH emission-line maps, we achieve a better
subtraction of the stars when the continuum image is scaled up
prior to the subtraction, while for Brα, we find that no scaling
is needed. This can likely be explained by the fact that F335M
is located near the center of the wavelength range between the
two continuum-tracing filters, F277W and F444W. In this case,
the effect due to nonlinearity in the SED across this wavelength
range will be maximized, leading to a mismatch between the
estimated and true continuum that can be accounted for by
introducing a scaling factor. On the other hand, the F405N is
very near in wavelength to F444W, and the effect due to
nonlinearity will be minimal. We expect the F277W to be
mostly dominated by stellar continuum, while in regions of star
formation, the F444W may be dominated by the continuum
from hot dust. For regions in the galaxy with a large stellar
contribution, such as in the central bulge, the interpolation
between F277W and F444W can overestimate the continuum
in the F335M and F405N filters. This can cause a slight

oversubtraction of the continuum across these regions in the
derived emission-line maps, especially when the continuum
image is scaled up before subtraction. The effect will be the
largest for F335M.
We carefully visually inspect a range of scaling factors for

the continuum between 1.0 and 1.2 for F335M and determine
that scaling the continuum up by a factor of 1.06 before the
subtraction strikes a balance between achieving the optimal
subtraction of the stars in the field while also limiting
oversubtraction of the continuum in the central regions. This
scale factor of 1.06 for the continuum is assumed for the final
3.3 μmPAH emission-line maps used in the rest of this paper.
In Appendix A, we discuss a variety of different continuum

subtraction techniques and how they affect our results,
including the effect of the assumed continuum scaling factor
for the 3.3 μmPAH emission. In addition, we discuss the use of
F300M, expected to be mostly dust continuum emission in
regions of star formation (e.g., Draine et al. 2021), in place of
F277W for the continuum subtraction of F335M and F405N.
We also directly compare our results with the continuum
subtraction method for F335M developed by the study of
Sandstrom et al. (2023), which instead utilizes F300M and
F360M as the continuum tracers. The main issue with using

Figure 2. Top panel: the reduced JWST/NIRCam F335M image of NGC 628 ( ¢ ´ ¢5. 9 2. 3 or 16.8 kpc × 6.5 kpc) at full resolution. Bottom panels: zoom-ins (rotated;
north is up and east is left) for a representative region shown by the black rectangle in the top panel. Left: the continuum in the F335M filter derived by the method
presented in Section 3.1. This includes interpolating the SED between the F277W and F444W filters and scaling by a factor of 1.06. Each image is matched to the PSF
of F444W. The contribution of Brα to the F444W filter has been removed. Right: the continuum-subtracted F335M image. The white bar shows the scale
corresponding to 100 pc for our adopted distance.
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F360M as a continuum tracer is that it is contaminated by the
3.4 μm aliphatic and 3.47 μm plateau features. The method of
Sandstrom et al. (2023) provides a first-order correction for this
contamination by utilizing the observed F335M/F300M and
F360M/F300M colors. Our method bypasses these issues by
using F444W as the long-wavelength continuum-tracing filter;
however, it may introduce other uncertainties, given the longer
wavelength of F444W and the rapidly increasing contribution
from the dust continuum. Although we observe some minor
differences in our results, our major findings remain unaffected
by the assumed continuum subtraction method (Appendix A).

The bottom panels of Figure 2 show the F335M continuum
image (left) and the continuum-subtracted F335M (right) for a
representative region showing a segment of spiral arms that
contains multiple large star-forming regions. These images are
derived by the method presented above, i.e., interpolating

between F277W and F444W and scaling by a factor of 1.06.
The left panels of Figure 3 show images of the same region for
the reduced F187N (top), the F187N continuum (middle), and
the continuum-subtracted F187N (bottom; Paα). The right
panels of Figure 3 show the same, but for F405N (i.e., Brα).
These images show that our methods work generally well to
remove the stellar and dust continuum from under the emission
lines. It is interesting to note here that we see a clear signature
of diffuse emission in star-forming regions in F444W, likely
originating from the continuum emission of hot dust. As a
result, the lower left panel of Figure 2 (F335M continuum) and
the middle right panel of Figure 3 (F405N continuum) show
diffuse emission, attributed to hot dust continuum, while the
middle left panel of Figure 3 (F187N continuum) does not. For
each of the emission-line maps, we calculate the image
uncertainty by determining the iteratively 3σ clipped standard

Figure 3. The continuum subtractions of the F187N (Paα; left panels) and the F405N (Brα; right panels) for the same representative region as displayed in Figure 2.
Top panels: the reduced F187N (left) and F405N (right) images at full resolution. Middle panels: the derived continuum in F187N (left) and F405N (right). For
F187N, the continuum is interpolated from the F150W and F200W filters, while for F405N, it is interpolated from F277W and F444W. Each image is matched to the
common/broadest PSF of F444W. The contributions of Paα to F200W and Brα to F444W have been removed. Bottom panels: the continuum-subtracted F187N (left)
and F405N (right). The white bar shows the scale corresponding to 100 pc.
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deviation within a blank sky region. The uncertainties are 1.69,
1.29, 4.13, and 0.61 nJy for the Paα, Brα, Hα, and
3.3 μmPAH emission-line maps, respectively.

3.2. Selecting Emerging Sources

The resolution of our JWST/NIRCam maps of ionized gas
and 3.3 μmPAH emission (∼0 07–0 15 or 3–7 pc at the
adopted distance) is well matched to the average size of
individual young, massive star clusters (∼3 pc; e.g., Ryon et al.
2017). Thus, we expect to effectively resolve individual
clusters in our images. In this study, we use the catalogs of
candidate emerging young star clusters (eYSCs) created by A.
Adamo et al. (2024, in preparation) from our NIRCam images.
These sources are independently selected as bright, compact
peaks in the 3.3 μm PAH, Paα, and Brα emission-line maps,
using the Python library for Source Extraction and Photometry
(SEP; Bertin & Arnouts 1996; Barbary 2016). In total, the
extraction results in 16,217 peaks identified across the three
emission-line maps. These catalogs are then cleaned visually to
remove contaminants such as obvious point sources (e.g.,
stars), sources on the edge of the mosaics, hot pixels, etc. The
extraction and visual inspection are performed on the
nonconvolved continuum-subtracted images, as we find it
easier to identify and remove contaminants.

Aperture photometry is measured for these emission-line
peaks in all the NIRCam images for 4 pixel radius circular
apertures, as detailed in A. Adamo et al. (2024, in preparation).
The measurements are corrected for the local background via
an annulus with an inner radius of 7 pixels and an outer radius
of 9 pixels. In addition, concentration index–based aperture
corrections are applied. From these measurements, we limit the
catalogs to the bright (magnitude error � 0.3), compact peaks.
For the Paα peaks, we require a magnitude error � 0.3 in both
F187N and F200W. For the Brα and 3.3 μm PAH peaks, the
magnitude error is �0.3 in F405N and F444W, or F335M and
F444W, respectively. The error cut on both continuum and
emission-line filters helps to confirm that the sources are not
spurious. “Compact” refers to the fact that the sources are
detected above these thresholds for the 4 pixel (0.″16 or ∼7 pc)
radius local-background-subtracted photometry. We expect
these catalogs to give a fairly complete census of the bright,
compact ionized gas and PAH emission peaks across our maps.
From these catalogs, three distinct classes of sources are
selected, defined as eYSC–I, eYSC–II, and PAH compact.
Table 1 gives a summary of the source selection and statistics.

The eYSC–I sources are selected from the cleaned and cut
catalogs as bright Paα peaks with Brα and 3.3 μmPAH
emission peaks within (�) 4 pixels or 0 16 (about the FWHM
of the F444W PSF). These sources show local, bright peaks in
all three emission lines, cospatial within about 7 pc. Based on
the tight spatial connection between the compact PAH and
ionized gas emission, these sources are expected to be the
youngest, as they are still embedded in their natal gas and dust.

The eYSC–II or “hydrogen recombination line compact”
sources are selected as Paα peaks with a Brα peak within
4 pixels, but no corresponding bright 3.3 μmPAH emission
peak. These sources are expected to be older, as they have
already mostly emerged from their birth material via feedback
mechanisms (e.g., radiation pressure, stellar winds, and super-
novae). These tend to show more shell-like or filamentary PAH
emission in the vicinity. Yet, they are still producing significant

amounts of ionizing photons and thus are still young
(=10Myr).
PAH compact sources are selected as 3.3 μmPAH emission

peaks, but with no corresponding bright, compact Paα or Brα
peak within 4 pixels. These sources lack a compact peak in
ionized gas emission down to the detection limits, which
implies that they do not contain massive stars that ionize the
gas. Generally, they are not well detected at optical
wavelengths. They may represent older or lower-mass clusters.
This is due to the fact that PAHs are heated by nonionizing UV
radiation (e.g., Draine et al. 2021), and thus not only by
massive, young, ionizing sources but also by lower mass or
older, UV-bright sources. These sources are expected to be
either too low-mass, and hence dominated by stochastic
sampling of the stellar initial mass function (IMF), or too old
to produce significant ionizing photons. The nature of these
sources will be further investigated in S. T. Linden et al. (2024,
in preparation).

3.3. Photometry

Aperture photometry is measured on each of the emission-
line maps for the sources described in the previous section
using the photutils package. We create 200× 200 pixel
cutouts centered on the location of each source. The
photometry is then measured as the sum in circular apertures
10 pixels (0 4 or ∼19 pc) in radius at each source location in
each of the emission lines. This aperture size is chosen to be
around the distance at which we expect the local young,
ionizing source to dominate the PAH heating in our brightest
source. See Section 5.2 for a discussion. In short, the
Strömgren radius of our brightest H II region is ∼15 pc, and
the PAH extent is expected to be about that of the H II region
(Chastenet et al. 2019), so the ∼19 pc apertures should be
sufficiently large to capture the majority of the PAH heating by
the local young ionizing source.
We estimate the local background around each source by

measuring the iteratively 3σ clipped mode within an encom-
passing annulus of equal area, with an inner radius of 10 pixels

Table 1
Summary of Source Selection/Statistics

Parameter Value

Total number of sources extracted from SEP 16,217
Number of Paα peaks after cleaning 1734
Brα peaks after cleaning 1366
3.3 μm PAH emission peaks after cleaning 1680
Number of eYSC–I sourcesa 737
eYSC–II sourcesb 333
PAH compact sourcesc 638
Number of eYSC–II isolated by �20 pixels 71
PAH compact sources isolated by �20 pixels 257

Notes.
a Selected as Paα peaks, with Brα and 3.3 μm PAH peaks also within 4 pixels
(0 16), and a magnitude error � 0.3 in F187N, F200W, F335M, F405N, and
F444W.
b Selected as Paα peaks, with a Brα peak within 4 pixels, but no corresponding
bright 3.3 μm PAH peak, and a magnitude error � 0.3 in F187N, F200W,
F405N, and F444W.
c Selected as 3.3 μm PAH emission peaks, with no corresponding bright Paα
or Brα peak within 4 pixels, and a magnitude error � 0.3 in F335M and
F444W.
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and outer radius of 10 2 pixels. This is multiplied by the total
number of pixels in the aperture to give the total background in
the aperture, which is removed from the measurements. The
uncertainties in our photometric measurements are derived as
the emission-line map uncertainties multiplied by the square
root of the number of pixels in the aperture. The resulting 3σ
detection limits for our measurements are 89.9, 68.7, 219.7,
and 32.2 nJy for the Paα, Brα, Hα, and 3.3 μmPAH emission-
line maps, respectively. We require that our sources are
detected above these limits in Paα, Brα, and 3.3 μmPAH
emission.

For our 10 pixel radius apertures, there will be confusion
between the measurements of eYSC–II (hydrogen recombination
line compact) and PAH compact sources, which are isolated
from a bright peak in the other emission line by > 4 pixels. To
limit this confusion, we remove all sources in the eYSC–II
catalog that have a corresponding bright peak in the 3.3 μmPAH
emission-line map within 20 pixels. Similarly, we remove all
sources in the PAH compact catalog that have a bright peak in
either the Paα or Brα emission-line map within 20 pixels. Thus,
for our measurements, we expect the remaining sources in these
two catalogs to be isolated, in the sense that there is no
corresponding bright, compact peak in the other emission line.
For eYSC–II and PAH compact sources, we measure 3σ upper
limits when the measurements have a signal-to-noise ratio (S/N)
<3. The 3σ upper limits correspond to the square root of the
number of pixels in the aperture multiplied by 3 times the
standard deviation within the aperture.

Figure 4 shows a three-color composite image of the Paα,
Brα, and 3.3 μmPAH emission-line maps for the same
representative region shown in the previous figures. Over-
plotted on the image are the 10 pixel radius apertures used to

measure the photometry for the final source catalogs in this
region. The three classes of sources correspond to the different
colored circles. The eYSC–I sources (or cospatial peaks in Paα,
Brα, and 3.3 μmPAH emission) are shown in red, eYSC–II
sources (hydrogen recombination line compact) are shown in
orange, and PAH compact sources are shown in bright green. It
is important to note that the catalogs displayed in Figure 4 are
incomplete due to the removal of sources with peaks in
3.3 μmPAH and hydrogen recombination line emission that
separated by more than 4 pixels but less than 20 pixels. The
isolation criterion of 20 pixels is applied across the different
classes to ensure that the eYSC–II and PAH compact sources
are distinct for our measurements. As a result, there is no
overlap between the different classes of sources in Figure 4.
But within a given class, we do not require the same isolation
criterion and the measurements may overlap, in particular in
dense regions for eYSC–I; as shown by the overlapping same-
colored circles in Figure 4.

3.3.1. Corrections

Our data are matched to the PSF of F444W, the lowest
angular resolution filter, via convolution and thus we are
sampling the same physical scales across wavelengths. In
addition, our aperture size is much (about 6 times) larger than
the FWHM of the PSF of F444W (∼3 6 pixels), so we expect
a correction for the aperture to be negligible and therefore do
not apply one. However, typical star clusters may not be point
sources in our images. The PSF FWHM of F444W is 0.145
(Rigby et al. 2023) or ∼7 pc, compared to the average size of
young, massive star clusters of ∼3 pc (Ryon et al. 2017). As a
result, we expect that the typical cluster may be slightly
extended at the resolution of F444W.

Figure 4. A three-color composite image showing the Brα (red channel), 3.3 μm PAH (green channel), and Paα (blue channel) emission-line maps for the same
representative region as in Figure 2. Overlaid on top of the image are the 10 pixel (0 4 or ∼19 pc) radius apertures used to measure the photometry of the three classes
of sources. The eYSC–I sources (cospatial Paα, Brα, and 3.3 μm PAH emission peaks) are shown in red, eYSC–II sources (hydrogen recombination line compact) are
shown in orange, and PAH compact sources are shown in bright green. The white bar shows the 100 pc scale.
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We measure aperture photometry around a sample of
isolated, bright, slightly extended star cluster candidates in
F444W for increasing aperture sizes ranging from 1 to
14 pixels in radius. The local background is measured in the
same way as presented above, in annuli with an inner radius of
14 pixels and outer radius of14 2 pixels, and is removed from
the measurements. From these measurements, we determine
that, for an aperture size of 10 pixels in radius, the percentage
of the total flux of the sources recovered in F444W is ∼99%, if
the total flux is assumed to be reached at an aperture size of
14 pixels. In the case of eYSC–I, the centroid of the Paα peak
is used as the reference location where the photometry is
measured. The matching criteria used to determine the cospatial
peaks in the other emission lines leads to an offset in the
measurements of those lines by at most 4 pixels. For the same
isolated sources, we determine that, when the source is offset
from the aperture measurement by 4 pixels, the percentage of
the total flux of the sources recovered in F444W for 10 pixel
radius apertures is ∼ 95%, if we again assume that the total flux
is reached at a size of 14 pixels. We do not apply a correction to
our measurements to account for this, as it depends on the
offsets between the emission-line peaks and is a relatively
small effect, typically no more than a few percent.

Another important consideration is that the line emission
around young star clusters is more extended than the
continuum emission. We make similar measurements as above
for a small sample of the most isolated, slightly extended, line-
selected candidate young star clusters (eYSC–I) and determine
that, for 10 pixel radius apertures, the percentage of the total
flux of the sources recovered in F444W is ∼96% when
measured at the location of the peak in F444W and ∼89%
when offset by 4 pixels. The decrease in the recovered flux here
may be a result of the contribution of Brα to F444W.

The HST/ACS F658N is contaminated by the [N II] lines at
6548 and 6583Å, and thus so is the Hα emission-line map. We
assume that the average ratio between the [N II] lines and Hα
for NGC 628 is [N II]6548,6583/Hα= 0.4 (Kennicutt et al.
2008), which is applied to the measured Hα fluxes to provide a
basic correction for [N II] contamination. Although it is a minor
effect for our measurements, we also apply a correction to the
measured fluxes to account for the transmission through the
filters at the location of the redshifted emission lines, assuming
z= 0.00219 for NGC 628 as listed in the NASA/IPAC
Extragalactic Database.

3.3.2. Luminosities, SFRs, and Uncertainties

For each measurement, we derive emission-line luminosity
using L (erg s−1)= (3× 10−5 fν /λ

2) BW× 4πd2, where fν is
the flux density in Jy, λ and BW are the pivot wavelength and
bandwidth of the filters in angstroms, and d is the distance to
the galaxy in centimeters. For NIRCam filters, we use the pivot
wavelengths (1.874, 3.365, and 4.055 μm) and bandwidths
(240, 3470, 460Å) for F187N, F335M, and F405N, respec-
tively, as given in the NIRCam documentation.20 For HST/
ACS/WFC F658N, we use the pivot wavelength listed in the
FITS header (0.6584 μm) and bandwidth given in the ACS
documentation (87.487Å).21 Emission-line luminosity surface
densities are calculated as ΣL (erg s

−1 pc−2)= L× cos(i)/A,

where i is the galaxy inclination angle and A is the physical
area in pc2 corresponding to the aperture measurement. For our
apertures, the inclination-corrected physical area is ∼1158 pc2.
To estimate the uncertainties in the emission-line luminos-

ities, we perform a Monte Carlo calculation with the
assumption that the photometric errors are normally distributed
with a standard deviation given by their uncertainties. We
assume an additional 10% error on the distance to the galaxy to
account for its uncertainty (∼6%; Jacobs et al. 2009; Anand
et al. 2021) along with other unquantified sources of
uncertainty, e.g., the continuum subtraction, calibration, etc.
We simulate 104 random draws. The uncertainties in the
emission-line luminosities are derived as the standard deviation
of the resulting distribution. Propagating the measurement
uncertainties, we determine that the 3σ detection limits for the
emission-line luminosities are 6.06, 1.85, 19.39, and 9.84 Le
for Paα, Brα, Hα, and the 3.3 μm PAH feature, respectively.
We estimate SFRs for our sources directly from the Brα

luminosities. We use the Python code PyNeb22 (Luridiana
et al. 2015) to calculate the intrinsic Hα to Brα luminosity
ratio, assuming Case B recombination and typical H II region
density n∼ 100 cm−3 and temperature T∼ 7000 K for near-
solar metallicity. This gives LHα/LBrα∼ 32. From this intrinsic
ratio and the Hα calibration of Calzetti (2013), SFRHα (Me
yr−1)= 5.5× 10−42 LHα (erg s−1), we derive SFRs using
SFRBrα (Me yr−1)= 1.76× 10−40 LBrα (erg s−1).
At this stage, we do not correct the Brα luminosity for

extinction. As we discuss later in Sections 4 and 5.3, the
observed Paα to Brα ratio is consistent with there being little-
to-no extinction for our sources on average. However, this is
somewhat complicated by the discrepancy that we observe
between the Paα to Brα and Hα to Brα ratios. Yet, we find that
both ratios lead to relatively low average color excesses,
consistent with previous studies of the extinction in NGC 628
(e.g., Kahre et al. 2018). As a result, we expect the effect of
extinction on Brα to be minor for our sources. Understanding
the origin of the discrepancy and the impact of extinction in
these sources will be important for future studies, and it is
being actively investigated (see Pedrini et al. 2024).
Our measurements of the emission-line luminosities will also

be affected by the leakage of UV photons out of the ∼19 pc
radius regions. We expect that between about 30%–50% of the
ionizing photons emitted by the local young star clusters will
leak out of the H II regions (e.g., Oey & Kennicutt 1997) and
thus will be lost in terms of the measured ionized gas
luminosity. These leaked photons are believed to be what
powers the diffuse ionized gas. However, we expect that the
nebular lines (Hα, Paα, and Brα) will leak at the same fraction.
For the 3.3 μm PAH emission, as long as the nonionizing UV
photons leak at a similar modality as the ionizing UV, we
would expect that all the emission lines will be biased at
roughly the same level. In this case, the leakage of UV photons
would not have a large effect on our results. Currently, it is
unclear whether this is the case, and therefore the leakage of
UV photons may affect our results. In the most extreme case
that half of the ionizing photons leak out of the H II regions and
are not recovered in our apertures, we would expect the
intrinsic SFRs to be a factor of ∼2 higher than our
measurements from the observed Brα luminosities.20 https://jwst-docs.stsci.edu/jwst-near-infrared-camera/nircam-

instrumentation/nircam-filters
21 https://etc.stsci.edu/etcstatic/users_guide/appendix_b_acs.html 22 https://pypi.org/project/PyNeb/
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4. Results

Figure 5 shows the 3.3 μm PAH versus Brα luminosity
surface density for the three classes of sources. We determine
the best-fit relations using the Bayesian linear regression
implemented in the LINMIX23 Python code, which uses a
linear mixture model algorithm developed by Kelly (2007) to
fit data with uncertainties on two variables. These are shown by
the colored lines in Figure 5, which correspond to the mean
best-fit slope and y-intercept of the traces. The colored regions
show 1σ confidence intervals given by the standard deviation
of the best-fit parameters. For eYSC–I sources (cospatial Paα,
Brα, and 3.3 μmPAH emission peaks), we observe a tight
relation between the 3.3 μm PAH and Brα emission, with a
Spearman correlation coefficient (ρ) of 0.88. The best-fit for
eYSC–I yields
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Therefore, we determine that the relation between these
variables is sublinear with a power-law exponent (α) of 0.75.
For eYSC–II (hydrogen recombination line compact) and PAH

compact sources, the relation is much weaker, with ρ∼ (0.45,
0.30) and α∼ (0.53, 0.43), respectively.
In Figure 6, we show the relationship between the surface

densities of 3.3 μm PAH luminosity and SFR derived from Brα
for eYSC–I sources. The red line shows the best-fit relation
determined from the Bayesian linear regression. This corre-
sponds to a new SFR calibration from the 3.3 μm PAH
emission given by
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This calibration corresponds to ∼40 pc scales for tightly
spatially connected, compact peaks in both ionized gas and
PAH emission (eYSC–I). It remains unclear what regime this
calibration applies to, outside of what we test in this study. The
calibration coefficients are inevitably affected by the leakage of
UV photons. Yet, we expect that only the y-intercept would be
affected, as the leakage of photons is not expected to be
dependent on luminosity. In the case where the nonionizing
UV photons that heat the PAHs leak with a modality similar to
that of the ionizing UV, the effect would be relatively minimal.
Although the relation between 3.3 μm PAH emission and

SFR is relatively strong for these sources, there is also
significant scatter that is likely too large to be accounted for by
the measurement errors. The typical scatter in the data about the
relation (Figure 6, Equation (2)) is determined to be about
0.14 dex, calculated as the mean orthogonal distance between
the data and the best-fit relation. Several different sources may
significantly contribute to the observed scatter, including
variations in local ISM metallicity and PAH heating, both of
which have been identified and studied for the PAH emission
feature at 8 μm (e.g., Engelbracht et al. 2005; Calzetti et al.
2007; Smith et al. 2007; Bendo et al. 2008; Lu et al. 2014).
In the left panel of Figure 6, the data points are color coded

by the gas-phase metallicity as traced by the abundance of
oxygen, which is derived from the galactocentric radius of each
source in combination with the radial gradient of NGC 628
measured by Berg et al. (2020). The radial metallicity gradient
from Berg et al. (2020) is determined using temperature
measurements from multiple auroral-line detections in indivi-
dual H II regions of NGC 628. Our sources span a large range
in galactocentric radius, from about 0 11 to 2 98 or about
0.31 kpc to 8.53 kpc. It is clear that there is no obvious relation
between the scatter in Figure 6 and differences in metallicity
expected from the observed radial trend.
In addition to differences in metallicity, variations in PAH

heating may contribute to the observed scatter. For example,
we expect that a PAH emission peak with a larger separation
from the local ionized gas emission peak may have a larger
contribution from heating by sources other than the local
ionizing young star cluster. The right panel of Figure 6 shows
the data points color coded by the distance (or offset) between
the local heating source traced by ionized gas peak and the

Figure 5. The 3.3 μm PAH luminosity surface density as a function of the Brα
luminosity surface density for the three classes of sources. The eYSC–I sources
(cospatial Paα, Brα, and 3.3 μm PAH emission peaks) are shown as red circles,
while eYSC–II sources (hydrogen recombination line compact) are shown by
the yellow/orange triangles, and PAH compact sources are shown as green
stars. Measurements with S/N < 3 are shown as 3σ upper limits. The colored
lines show the best-fit relations determined from a Bayesian linear regression
using the LINMIX package, while the shaded regions show the 1σ confidence
intervals. The large data points outlined in black show the median 3.3 μm PAH
and Brα luminosity surface densities in equal-size bins (n ∼ 71, 32, and 40;
eYSC–I, eYSC–II, and PAH compact) of Brα luminosity, along with the range
between the lower and upper quartiles shown by the error bars. The dotted lines
show the 3σ detection limits for our measurements based on the emission-line
map uncertainties. The figure caption gives the total number of sources (N), the
Spearman correlation coefficient (ρ), and the values of the best-fit slope and y-
intercept, as well as their 1σ uncertainties determined from the Bayesian
regression for each class of sources.

23 https://github.com/jmeyers314/linmix
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nearest 3.3 μm PAH emission peak (dHeat), ranging from 0 to
4 pixels or about 0 to 7 pc. We find no indication of a strong
correlation between the distance to the local PAH heating
source and the observed scatter in the relation, at least for the
offsets of our sources (7 pc). In Appendix B, we present the
results of a binning analysis in which our eYSC–I sources are
divided into three statistically equal-size bins of metallicity and
dHeat.

Figure 7 shows a comparison of our results to the results of
Lai et al. (2020). Lai et al. (2020) is currently the only other
study in the literature that investigates and calibrates the
3.3 μmPAH emission as an indicator of SFR. They analyze
spectra from AKARI for a sample of nearby (0� z� 0.2)
galaxies, selected to be PAH-bright. The gray data points in
Figure 7 show their galaxy-scale measurements under two
different assumptions regarding the dust geometry. The dashed
line shows their best-fit calibration, where SFRs are derived
from a combination of [Ne II] and [Ne III]. There are clear
differences in the slope determined by our study and that of Lai
et al. (2020). They observe a slope consistent with unity, while
our data exhibit a substantially lower slope of 0.75.

In Figure 8, we show the relations between the various
hydrogen recombination lines for eYSC–I and eYSC–II
sources. The left panels show the Paα versus Brα luminosity
surface density, while the right panels show the Hα versus Brα.
The dashed lines correspond to the expected relations between
the lines, given zero dust attenuation and an intrinsic ratio Paα/
Brα ∼4 or Hα/Brα ∼32 (determined from PyNebfor Case B
recombination, n= 100 cm−3, and T= 7000 K). The colored
lines demonstrate how the expected relations change with
increasing dust attenuation, measured by the color excess or E
(B−V ) in steps of 0.2 mag, for two different assumptions on
the dust geometry. We assume the models given in Calzetti
et al. (2021): (1) a foreground dust given by

( ) ( ) [ ( ) ( )]l l= l- -L L 10 E B V k
obs int

0.4

(top panels), where L(λ)obs and L(λ)int are the observed and
intrinsic luminosities, and (2) a homogeneous mixture of dust,

stars, and gas given by

( ) ( ) [ ]
( ) ( )

[ ( ) ( )]
l

l
l

=
-

-

l- -
L

L e

E B V k

1

0.921

E B V k

obs
int

0.921

(bottom panels). We assume the Milky Way extinction curve k
(λ) determined by Gordon et al. (2021).
As shown by the models, we expect increasing dust

attenuation to lower the observed Paα/Brα and Hα/Brα
ratios, thus decreasing the observed y-intercept of the relations
in Figure 8. This is simply because the shorter-wavelength line
is more affected by increasing attenuation. However, we also
expect dust attenuation to affect the slope, as the brightest
sources will tend to be more extincted, leading to a decreased
slope for higher average E(B−V ). This is because sources with
higher ionized gas luminosities generally have larger stellar

Figure 6. The 3.3 μm PAH luminosity surface density as a function of SFR surface density derived from Brα for eYSC–I sources. (Left panel) The points are color
coded by the oxygen abundance (gas-phase metallicity), derived from the galactocentric radius of each source in combination with the radial gradient of NGC 628
measured by Berg et al. (2020). (Right panel) Points are color coded by the distance (pc) between the local, young heating source (traced by the Paα emission peak)
and the nearest 3.3 μm PAH emission peak. See Figure 5 for a more complete description.

Figure 7. The 3.3 μm PAH luminosity vs. SFR. The gray points show
measurements of a sample of local (0 � z � 0.2) galaxies from Lai et al. (2020)
for two different assumptions regarding the dust geometry: mixed (dark gray)
and obscured continuum (light gray). The dashed line shows the relation
determined by Lai et al. (2020) (their Equation (1)). See Figures 5 and 6 for a
more complete description.

11

The Astrophysical Journal, 971:115 (22pp), 2024 August 10 Gregg et al.



masses. Thus, in the youngest stages, they are associated with
larger giant molecular clouds and larger gas and dust masses—
and as a result, higher attenuation.

We observe a tight relationship between the Paα and Brα
luminosities for our sources, with a correlation coefficient
ρ∼ 0.96 for eYSC–I (Figure 8, left panels). The relation
between Hα and Brα exhibits substantially more scatter, with
ρ∼ 0.82 for eYSC–I. We find that the Paα versus Brα relation
is consistent with near-zero attenuation for our sources (Figure 8,
left panels). For eYSC–I, the slope or power-law exponent is
measured to be α∼ 0.96± 0.01 and the y-intercept is
b∼ 0.60± 0.01, compared to the intrinsic values α= 1.0 and
b∼ 0.61. In contrast, we see clear evidence of the effect of
extinction on the Hα versus Brα relation (Figure 8, right panels).
We observe a slope of α∼ 0.89± 0.03 and y-intercept of

b∼ 0.93± 0.03 for eYSC–I, compared to the intrinsic values
α= 1.0 and b∼ 1.51. Both the slope and y-intercept are
significantly below (∼ 4σ and ∼ 19σ, respectively) the expected
values for zero attenuation. We determine the average E(B−V )
to be about 0.5mag for eYSC–I sources, from the Hα/Brα ratio
and a foreground geometry. The relation between Hα and Paα is
consistent with Hα versus Brα for our sources.

5. Discussion

5.1. Sources of Scatter in the 3.3 μm PAH Calibration

As demonstrated in Figure 6, we find significant scatter
(typically ∼0.14 dex) in the relation between 3.3 μmPAH
emission and SFR traced by Brα for our young, embedded star
cluster candidates. We discuss various dependencies and

Figure 8. The relations between the observed Paα and Brα luminosity surface densities (left panels) and the Hα and Brα luminosity surface densities (right panels) for
eYSC–I (red circles) and eYSC–II (yellow/orange triangles). The dashed lines show the expected relation between the hydrogen recombination lines, given zero dust
attenuation and an intrinsic ratio of Paα/Brα ∼4 or Hα/Brα ∼32 (n = 100 cm−3 and T = 7000 K). The colored lines show how the expected relations change with
increasing dust attenuation, measured by the color excess or E(B−V ), for two different assumptions on the dust geometry: foreground (top panels) and mixed (bottom
panels). We assume the Milky Way extinction curve of Gordon et al. (2021). See Figure 5 for a more complete description.
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uncertainties identified for the PAH emission at 8 μm in
Section 1, all of which may have some influence on the scatter
we observe for the 3.3 μm PAH. Two of the most significant
dependencies are on the local ISM metallicity and PAH
heating.

We determine that variations in the local ISM metallicity due
to a global radial metallicity gradient do not account for the
scatter observed in the relation between 3.3 μmPAH emission
and SFR (Figures 6 and 9, left panels). When binning into three
statistically equal-size metallicity bins for eYSC–I, we find that
the best-fit slopes and y-intercepts for each bin are consistent
within ∼3σ and that the correlation coefficients are nearly
identical (see Appendix B). The different bins of metallicity
visually appear to occupy nearly the same space in Figure 9.
These results are expected, given the range in metallicities
observed for our sources from about 12+ log(O/H)∼ 8.5–8.7
(Figure 6, left panel), or moderately subsolar to about solar
metallicity. Typically, the 8 μmPAH emission has been
observed to depend strongly on metallicity only at relatively
low oxygen abundance, 12+ log(O/H) 8.3 (e.g., Engel-
bracht et al. 2005; Calzetti et al. 2007). Given that most of our
sources in this galaxy are expected to have slightly subsolar
metallicity based on the observed radial gradient, it is unlikely
that the dominant contributor to the scatter observed in the
3.3 μmPAH emission is due to metallicity variations in our
sources.

One caveat here is that the observed radial metallicity
gradient for NGC 628 derived by Berg et al. (2020) exhibits
substantial intrinsic scatter, with a variation in oxygen
abundance of up to 0.5 dex for fixed galactocentric radius. It
is possible that more accurate metallicity determinations for our
sources would reveal an underlying trend. To improve our
understanding of the effect of varying ISM metallicity, it will
be important to expand our sample of galaxies to include a
larger range of metallicities, including both metal-poor systems
like NGC 4449 (average 12+ log(O/H)= 8.26; Berg et al.
2012) and metal-rich systems like M83 (characteristic 12+ log
(O/H)= 8.73; Bresolin et al. 2016). We are currently in the
process of analyzing NIRCam imaging from the FEAST
program for both of these targets, which will be the subject of a
future paper. It will also be enlightening to investigate
individual systems like M101 that exhibit a highly diverse
range of environments/metallicities in addition to a much
steeper and tighter radial gradient (see Berg et al. 2020).

In the right panel of Figure 6, we find no obvious correlation
between the scatter in the 3.3 μm PAH versus SFR relation and
the distance between the local PAH heating source, traced by
the ionized gas peak, and the nearest 3.3 μmPAH peak (dHeat).
Separating the data into three equal-size bins of dHeat, we
determine that the best-fit slopes and y-intercepts for each bin
are consistent within ∼1σ, but that there is a slight decrease in
ρ, the correlation coefficient, toward larger dHeat (Appendix B).
We calculate that ρ∼ 0.92 for eYSC–I sources with
dHeat� 2.17 pc, while ρ∼ 0.81 for dHeat> 3.82 pc (Table 3).
This suggests that some of the scatter observed in the relation
may be due to the offset between the ionized gas and
3.3 μmPAH peaks. The slightly larger scatter observed for
sources with larger offsets between the peaks may be due to
measurement error. The photometry is measured at the location
of the Paα peaks, so sources with larger offsets may have
slightly underestimated 3.3 μmPAH flux, in particular if the
3.3 μmPAH peak is extended or bright, which can increase the

scatter of the relation. We would also expect that this can lead
to a lower derived slope for the sources with higher dHeat. Yet,
the slope measured for the low- and high-dHeat bins is
consistent within ∼1σ, so the effect is relatively minor.
Variations in PAH heating may also play a role in increasing

the scatter of the 3.3 μmPAH versus SFR relation shown in
Figure 6. PAH emission peaks that have larger offsets from a
local, young heating source may receive higher contributions
from heating by the general radiation field. Yet, given that our
measurements have had the local background subtracted, and
that the offsets between the two peaks are physically small for
our sources, up to a maximum of only ∼7 pc, we expect that
heating from the general nonionizing UV radiation field will
not have a large effect on our measurements. However, in
dense regions of the galaxy, PAHs may be heated by multiple
local sources of nonionizing UV photons (star clusters). This
can contribute to the scatter, in particular toward high
luminosities, as sources in dense regions may exhibit elevated
PAH flux relative to the ionized gas.
There are a couple of other important sources of scatter that

may contribute to our results shown in Figure 6. Most
importantly, stochasticity in the stellar IMF likely dominates
the contribution to the large scatter observed on the low-mass/
luminosity end. In Appendix B, we present the results of a
binning analysis in which we split the data for eYSC–I into
three luminosity regimes. These correspond to: (1) high
luminosity, above the expected Hα luminosity of a 4Myr
old, 5000 Me star cluster; (2) low luminosity, below the
expected Hα luminosity of a 4Myr, 1000 Me cluster; and (3)
intermediate luminosity, between these expectations. Since
stochasticity in the IMF is typically important for clusters with
stellar mass below about 5000 Me, we expect the high-
luminosity regime to be mostly free from the effects of
stochastic sampling, while for the intermediate and low-
luminosity bins, it likely becomes important. Around 80% of
our eYSC–I sources are expected to be in the regime where
stochastic effects may be important (Figure 10).
We determine that the scatter in the relation is much larger

toward low luminosities, with a measured ρ of 0.80, 0.62, and
0.38 for the high, intermediate, and low-luminosity regimes
respectively (Figure 10 and Table 3). The typical scatter,
determined as the mean orthogonal distance between the data
and the best-fit relation, is 0.09, 0.11, and 0.19 dex for the high,
intermediate, and low-luminosity regimes, respectively. This
large increase in the scatter toward low luminosity or mass is
likely mostly due to stochasticity. At low mass, young star
clusters will no longer fully sample the stellar IMF, in
particular at the high-mass end. Young clusters of the same
mass may exhibit large differences in the production of
ionizing photons, as it depends sensitively on the high-mass
stars. This will increase the scatter in the ionized gas luminosity
toward lower luminosities, as stochastic sampling becomes
more and more important. This provides a likely explanation of
the trends in the scatter observed in Figure 10. Stochastic
sampling is likely the dominant source of scatter in the relation
at low luminosity.
Another source of scatter is extinction. Neither the

3.3 μmPAH nor the Brα luminosity has been corrected for
the effects of dust extinction. Yet, the results of Figure 8
suggest that the E(B−V ) of our sources is low on average, with
little-to-no effect on the observed Paα/Brα ratios. This
suggests that the effect due to differential attenuation between
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the 3.3 μm PAH emission and Brα is likely minor for our
sources. We expect our measured calibration coefficients will
be only slightly affected by extinction, likely by no more than a
few percent.

Variations in the ages of our sources may play a role in
increasing the scatter. One reason to expect this is that, at fixed
cluster mass, we expect a decrease in the Brα luminosity with
age. Theoretical models show that the ionized gas luminosity
(e.g., Hα) depends on both the age and mass of the associated
young star cluster. Messa et al. (2021) show the expectations
for the Yggdrasil (Zackrisson et al. 2011) single stellar
population models for the relation between the equivalent
width of Hα and Paβ and the age of the associated young
clusters, along with observational results from HST derived by
SED fitting. They find both models and observations show a
steep decrease in the equivalent width of Hα and Paβ with
increasing age, reaching near zero by about 7–8Myr. This
correlation with age has also been studied in the past via the
Hα morphology, with previous works finding that more
centrally concentrated Hα morphologies are associated with
younger clusters (e.g., Whitmore et al. 2011, 2020; Hannon
et al. 2022). Our eYSC–I sources are generally young,
embedded, and centrally peaked based on their selection, but
they exhibit a range of ages between 1 and 6–7Myr, based on
SED fitting (S. T. Linden et al. 2024, in preparation). For the
reasons given above, we expect that these variations in age may
have the effect of increasing the observed scatter in the relation
between 3.3 μm PAH emission and SFR.

Additionally, some small amount of scatter in the relation
may be a result of overlapping measurements. Within a given
class of sources (e.g., eYSC–I), we do not require the
measurements to be completely isolated for our 10 pixel radius
apertures. In dense regions where the emission peaks are tightly
packed, our measurements show some overlap, seen as the
intersecting same-colored circles in Figure 4. This is most
important for eYSC–I sources and may contribute some scatter,
specifically toward high luminosity where the sources tend to
reside in dense regions. However, we expect the effect to be
relatively minor, as it will not be important for sources that are
near the same brightness, nor when the offset is small, since the
brightest source will dominate. This effect is most significant in
the case where there is another, much brighter source near the
edge of the aperture, with significant differences in the spatial
extent of the emission lines, e.g., more extended PAH
emission.

5.2. The Origin of the Sublinear Relation

Figure 7 shows that the measurements of Lai et al. (2020) are
consistent with a linear relation between 3.3 μm PAH emission
and SFR, yet our measurements show a clear deviation in
slope, suggesting a sublinear relation with a power-law
exponent α∼ 0.75. The measurements of Lai et al. (2020)
correspond to galaxy-integrated measures from AKARI spectra
for a sample of nearby (0� z� 0.2) PAH-bright galaxies,
consisting of mostly LIRGS/ULIRGS, and thus are quite
different from our photometric measures of individual young
star clusters and their associated H II regions at the scale of tens
of parsecs. The galaxy sample of Lai et al. (2020) likely exists
in the star formation dominated regime, where the majority of
the nonionizing UV photons that heat the PAHs are connected
with recent star formation, rather than with a mix of young and
old sources. Based on our selection of tightly spatially

connected peaks in both ionized gas and PAH emission and
the removal of the local background, we expect that this is also
the case for our measurements. So what is the reason for the
difference in slope? In the case of Lai et al. (2020), the linear
relation may simply be explained by the well-known
luminosity–luminosity effect that is introduced from the
distance squared proportionality of the luminosities. Linear
relations among luminosities for galaxy samples with a large
range of distances may be physically irrelevant.
Our results are consistent with a number of previous studies

of resolved PAH emission in nearby galaxies. The PAH
emission at 8 μm has been shown to exhibit a sublinear relation
with tracers of ionized gas (e.g., Calzetti et al. 2005, 2007).
Calzetti et al. (2005) find that the power-law exponent of the
relation between 8 μmPAH emission and extinction-corrected
Paα is about 0.79 at 500 pc scales using Spitzer/IRAC and
HST imaging of M51. More recently, with JWST/NIRCam,
Leroy et al. (2023) have derived a power-law exponent of ∼0.6
for the relation between the 8 μm PAH emission and corrected
Hα at ∼80 pc scales in NGC 628. However, this study does not
subtract the local background from the measurements and thus
may be affected by PAH heating from the general UV radiation
field. Lai et al. (2023) use JWST/NIRSpec/IFU spectroscopy
to study the 3.3 μmPAH emission on the scale of ∼200 pc in
the starburst ring around the AGN of NGC 7469 (D ∼70Mpc).
They study the relation between SFR derived from the
3.3 μmPAH and derived from the [Ne II] and [Ne III] emission
lines and find that SFR3.3 is about 27% higher than SFRNe on
average. The relation between the 3.3 μm PAH and neon
emission derived from their data could be consistent with a
sublinear relation. However, it is unclear whether this is the
case, as the authors do not explicitly fit the relation, and their
data also exhibit a very narrow range of luminosity.
The emerging result is that the relation between PAH

emission and SFR on small scales in galaxies is sublinear. This
suggests the presence of secondary processes that contribute to
the relation. For the 3.3 μm PAH feature, the relation is well
below linear (∼12σ) with a slope of ∼0.75 (Figure 6),
suggesting that its use as an SFR indicator is complicated. The
central question is then, what drives the sublinear trend? For
our sources, there are several possible origins for the observed
sublinear relation. One possibility is a result of variations in
PAH heating, where a deviation from a slope of one could be
explained by the increasing contribution of PAH heating by
UV photons in the general radiation field at lower luminosity or
SFR surface density. This could flatten the observed relation,
since sources with the lowest Brα luminosity will tend to be the
ones with the largest contribution of heating by the diffuse
radiation field, leading to increased PAH flux relative to the
ionized gas toward low luminosities. Yet, this is unlikely to be
the dominant driver of the sublinear relation observed in our
data, as the local background has been subtracted from our
measurements. The removal of the local background from our
measurements should mostly account for the PAH heating
component by the general UV radiation field.
Another effect that can flatten the observed relation between

PAH and ionized gas emission is stochasticity in the stellar
IMF. As previously discussed in Section 5.1, we expect around
80% of our eYSC–I sources to be in the regime where
stochastic sampling may be important (see Figure 10). In the
stochastic regime, young star clusters of the same mass may
show substantial differences in the ionizing photon rate, since it
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depends sensitively on the massive stars with mass M> 15 Me
that may not be fully sampled. Yet, PAHs are heated by
nonionizing UV photons, which will be relatively less affected.
As a result, low-mass, stochastically sampled clusters of similar
mass may exhibit large differences in the ionized gas
luminosity, while the PAH luminosity remains relatively
unaffected. Fumagalli et al. (2011) find that stochastic sampling
produces an asymmetric effect on the Hα/FUV ratio, where at
low luminosity Hα/FUV decreases with the FUV luminosity.
This is analogous to our ratio of Brα to 3.3 μmPAH emission.
Similarly, in the stochastic regime, we may expect to see a
decrease in the Brα to 3.3 μmPAH ratios with decreasing
luminosity. This would have the effect of flattening the relation
between PAH and ionized gas emission at low luminosity.

In Appendix B, we bin the data for eYSC–I into three
luminosity regimes, based on the importance of stochastic
sampling. We determine that the intermediate and high-
luminosity bins are consistent within ∼1σ in terms of the
derived slope and y-intercept, but that the low-luminosity bin is
over 4σ below, with a power-law exponent of α∼ 0.41
(Figure 10 and Table 3). This suggests that stochastic sampling
has an important role in our sample in flattening the relation at
low luminosity, consistent with our expectations. However, we
note that the best-fit parameters are not significantly different
(within ∼1σ) when fitting the full luminosity range or when
fitting only the high-luminosity regime, above the expected
SFR of a 5000 Me, 4 Myr old star cluster. This suggests that
the inclusion of the low-mass sources, where stochastic
sampling is important, in our sample mostly affects the scatter
and not the overall determined slope or intercept, which
provides some justification for retaining these sources in the
calibration given in Equation (2).

Alternatively, the deviation in slope from unity could also be
explained by the destruction of PAHs in more intense ionizing
environments (i.e., a deficit in PAH emission at high Brα
luminosity). This effect has been studied extensively in
previous works, which have found that the abundance of
PAHs decreases both for harder (e.g., Madden et al. 2006;
Khramtsova et al. 2014; Maragkoudakis et al. 2018) and more
intense radiation fields (e.g., Shivaei et al. 2017; Binder &
Povich 2018). More recently, Egorov et al. (2023) have used
JWST/NIRCam imaging to show evidence for an anti-
correlation between the PAH fraction and ionization parameter
within H II regions in NGC 628. These results suggest that, in
more intense/harsh ionizing environments (high surface
densities of Brα luminosity), we may expect to see a relative
decrease in the PAH luminosity. However, it is unclear at what
luminosity PAH destruction becomes important, as it depends
on the conditions of the ISM (e.g., metallicity). At high
metallicity, the shielding provided by large grains may be
effective at preventing the destruction of PAHs. Therefore, we
may expect to see a transition or turnover in the relation toward
high luminosity, as shielding is overcome and PAH destruction
becomes efficient.

Binning our eYSC–I sources into three luminosity regimes
(Appendix B), we determine that the intermediate and high-
luminosity bins are consistent within 1σ in terms of the derived
slope and y-intercept (Figure 10 and Table 3). This suggests
that there is no obvious turnover in the relation toward high
luminosities. However, there may be some indication of a slight
deviation from the relation for a few of the brightest sources
with log( )S > -a 5.0SFRBr

(Figure 10). As a result, this suggests

that PAH destruction could be important for our sources either
(1) across a large luminosity range, with no observed transition
due to shielding, or (2) only at the very highest luminosities.
Interestingly, we see an indication of a slightly higher slope for
the highest-metallicity sources (left panel, Figure 9). The high-
metallicity bin for eYSC–I exhibits ∼3σ higher slope compared
to the intermediate and low-metallicity bins (Table 3). The
higher slope at high metallicity could be explained by more
efficient shielding in these environments from the destruction
of PAHs toward high luminosities. More data are needed to
determine if this trend is real or if it is spurious and a result of
the high scatter and relatively low number of sources in the
bins (N= 237).
With the remainder of our data, it will be interesting to test

much higher SFR surface densities like the central starbursting
regions of M83, which will help fill in the points with log
( )S > -a 5.5SFRBr

in Figure 10. In these much more intense
star-forming environments, we expect the signature of PAH
destruction to be more significant. This will help us get a better
handle on its effect. We will be able to test whether or not there
is a transition at high luminosity as shielding is overcome; if
not, this may suggest that PAH destruction is indeed important
at intermediate luminosities and thus is key in driving our
sublinear relation. Also, it will be important to add in much
lower-metallicity environments like NGC 4449, where PAH
destruction becomes significant at much lower luminosities.
Variations in the age of our sources may also be important in

driving the sublinear relation. As discussed in Section 5.1,
eYSC–I sources exhibit a range of ages between 1 and 6–7Myr
(S. T. Linden et al. 2024, in preparation), and we expect that, at
fixed cluster mass, older sources are associated with lower
numbers of ionizing photons and lower Brα luminosity. On the
other hand, PAHs are heated by nonionizing UV photons and
thus may be relatively unaffected by differences in age of a few
million years. As a consequence, we may expect that older
sources (low Brα luminosity) will typically have higher
3.3 μmPAH to Brα ratios. This would have the effect of
flattening the relation between 3.3 μmPAH and Brα emission.
Further investigation here is essential. This will be addressed in
future work, where catalogs of both the ages and masses of our
sources will begin to shed light on the potential effects of
aging.
Another possibility is that, for the brightest sources, there

may be PAH emission excited by the local young star cluster
that is missing from our fixed 10 pixel or ∼19 pc radius
apertures. This could be the case, as the diffuse PAH emission
generally is found to be more extended than the ionized gas
(see Pedrini et al. 2024). Given that this missing PAH flux
would be subtracted with the local background, this could lead
to a sublinear relation, as the highest Brα luminosity sources
would show the most underluminous measured 3.3 μmPAH
emission. However, the brightest source in our eYSC–I sample
has an SFR ∼0.01 Me yr−1 (Figure 7), giving a ionizing
photon rate Q∼ 1.35 × 1051 s−1 for the calibration of Calzetti
(2013). Assuming a recombination coefficient αB∼ 3.5 ×
10−13 cm3 s−1 for a density n∼ 100 cm−3 and temperature
T∼ 7000 K for Case B recombination from Storey & Hummer
(1995), we calculate that the Strömgren radius of our brightest
source is Rs∼ 15 pc. Therefore, the Strömgren radius of the
largest H II region in our sample is smaller than our ∼19 pc
radius apertures. The study by Chastenet et al. (2019) finds that
the PAH extent equals that of the H II regions. For these
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reasons, and given that our sample is selected to consist of
compact peaks in both ionized gas and PAH emission, we
expect that our apertures capture the vast majority of the PAH
emission associated with the Local Cluster. It is unlikely that
the observed sublinear relation is due to an underestimate in the
measured PAH emission at high luminosities due to our fixed
apertures.

Figure 5 shows that, compared to eYSC–I, the other classes of
sources show clear evidence of an even flatter relation between
3.3 μmPAH and ionized gas emission (Brα), with a power-law
exponent α∼ 0.43 (PAH compact) and α∼ 0.53 (eYSC–II).
These results are to be expected, based on the discussion above
and the selection of these sources. The PAH compact sources
lack a compact, bright peak in ionized gas emission down to the
detection limits. For these sources, the measured ionized gas
emission is either of low significance or more extended.
Generally, this implies that these sources do not contain massive
stars that ionize the gas. Yet, they exhibit a compact peak in
PAH emission. Given that PAHs are heated by nonionizing UV
photons, this implies these sources could be clusters with a lot of
stars with mass M > 2–3 Me and M < 15 Me, but few with
mass M > 15 Me that dominate the production of ionizing
photons. This could be a consequence of either age or mass.
PAH compact sources are likely either low-mass or old star
clusters, such that they do not produce significant ionizing
photons. This is in agreement with the results of S. T. Linden
et al. (2024, in preparation), who determine by fitting the
optical/IR SEDs of our sources that PAH compact sources are
indeed on average both older and less massive than eYSC–I.
Therefore, the significantly decreased slope for PAH compact
sources can be understood on the basis that they are generally
less massive, and thus more stochastically sampled, and older.
The slope determined for PAH compact sources is comparable to
the slope measured for the low-luminosity regime of eYSC–I
(α∼ 0.41, Figure 10), suggesting that the masses of these may
be similar on average and that the difference in the detection of
ionized gas is likely stochastically driven.

On the other hand, the eYSC–II sources lack a compact,
bright peak in 3.3 μmPAH emission. These sources are
massive and young enough to produce significant ionizing
photons, but the lack of PAH emission suggests that they may
have already cleared their natal gas and dust. They are expected
to be young, but generally older than eYSC–I. Inherently, we
may expect both eYSC–II and PAH compact sources to be
generally fainter than eYSC–I, but it is important to note that
there is also a selection bias imposed by selecting only the ones
that are isolated from a bright peak in the other emission line by
at least 20 pixels. This criterion selects only fairly isolated
sources for the PAH compact and eYSC–II catalogs, which
tend to have lower luminosity and mass and thus be more
stochastically sampled. Yet, this is necessary to ensure that
these other classes are distinct from eYSC–I for our
measurements. This effect likely accounts for some of the
decrease in slope and increase in scatter seen for the PAH
compact and eYSC–II sources compared to eYSC–I in
Figure 5. For eYSC–II, the lower slope compared with
eYSC–I may again be explained by these sources being both
older and lower-mass on average. However, the low number of
eYSC–II sources and high scatter makes the determination of
the slope inherently uncertain. It is also important to note that
both eYSC–II and PAH compact sources are not well-described
by the best-fit relations shown in Figure 5, and they show high

scatter, likely a consequence of being dominated by stochastic
sampling.

5.3. Dust Attenuation and Geometry

In Figure 8, we observe that the relation between the Paα
and Brα luminosity for our sources is consistent with the
expected, intrinsic relation, or with near-zero attenuation. In
contrast, the Hα to Brα ratio shows clear evidence of
attenuation (Figure 8). There are a few potential explanations
for this interesting discrepancy.
One explanation is that there exists a miscalibration between

the NIRCam filters. To obtain a better handle on the magnitude
of the observed discrepancy, we measure photometry on the
emission-line maps in larger 15 pixel radius apertures, with the
local background subtracted via annuli with inner radius of
30 pixels and outer radius of 35 pixels. From these measure-
ments, we derive the E(B−V ) of eYSC–I sources from the
Paα/Brα, Hα/Paα, and Hα/Brα ratios, assuming a fore-
ground geometry, the extinction curve of Gordon et al. (2021),
and the same physical conditions of the gas as before. The
median E(B−V ) for eYSC–I is determined from these
estimates to be 0.29 mag for Paα/Brα and 0.48 mag for both
Hα/Paα and Hα/Brα. Therefore, the average E(B−V ) of
much larger regions is still found to be inconsistent between the
ratios of the recombination lines. We find that, if the Brα
luminosities are ∼4% higher relative to Paα, then the median E
(B−V ) estimates are nearly consistent between the three
emission-line ratios. At this time, it is possible that the
NIRCam filter flux calibrations are uncertain by up to 4%,
especially for the narrow bands and between the short- and
long-wavelength channels (e.g., F187N and F405N). However,
the NIRCam flux calibrations we use in this study are the most
updated at the time of the publication of this article, and they
have estimated flux calibration uncertainties of 2%.24 It is
unclear at this stage, but improved calibrations may help to
close this discrepancy between the ratios of hydrogen
recombination lines.
Our continuum subtraction methods are also inherently

uncertain. Specifically, Brα has two important components that
contribute to the underlying continuum in star-forming regions:
both stellar and hot dust emission. This contributes additional
uncertainty to the subtractions. It is unclear how well the linear
interpolation between F277W and F444W accounts for these
different components, yet the F405N is very near in wavelength
to F444W and therefore the subtraction will be dominated by
the continuum in F444W. We note here that the results above
for the discrepancy in E(B−V ) are also observed when using
the F300M and F444W to continuum subtract F405N. Our
sources are selected as bright peaks in both Paα and Brα and
thus generally have high line-to-continuum ratios and relatively
small uncertainties due to the subtraction. Nevertheless, it is
possible that the continuum subtractions could contribute
uncertainties of a few percent in the measured luminosities.
Alternatively, the discrepancy could be accounted for by the

extinction curve. In this work, we assume the extinction curve
of Gordon et al. (2021), which we denote as G21. If the
extinction curve k(λ) was flattened between Paα and Brα such
that [k(Paα)/k(Brα)] ∼ 0.6 [k(Paα)/k(Brα)]G21, then the E(B
−V ) estimates would be consistent between the Hα/Brα and

24 https://jwst-docs.stsci.edu/jwst-data-calibration-considerations/jwst-
calibration-uncertainties
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Paα/Brα ratios. Currently, the extinction curve is not well
constrained at these longer NIR wavelengths, and it will take
the new capabilities of JWST to determine whether the
extinction curve is indeed more flat in the NIR than previous
studies suggest. Fahrion & De Marchi (2023) measure the NIR
extinction law in 30 Doradus with new JWST/NIRCam
imaging and find that, although its slope is similar to those
of established Milky Way extinction curves between about 1 to
4 μm, there is evidence of a flattening of the curve at
wavelengths  4 μm. More data are needed, though, to
determine if this result holds true in general and to establish
the wavelength of this transition.

Given the low average E(B−V ) of ∼0.5 mag for eYSC–I, it
is also possible that the effect of dust attenuation on the Paα/
Brα ratio is small enough to be difficult to detect in this sample.
This could be a source for the observed discrepancy. Yet, for an
E(B−V )∼ 0.5 mag, we would expect to measure a Paα/Brα
ratio of ∼3.69, compared to the intrinsic value of ∼4.06,
assuming a foreground geometry, Case B recombination,
density n∼ 100 cm−3, and temperature T∼ 7000 K. This
corresponds to an expected y-intercept of b∼ 0.57± 0.01 in
the left panels of Figure 8. Thus, the deviation from the
intrinsic value of 0.61 would be detectable on the level of ∼4σ.
As a result, even with the low average E(B−V ), we would
expect to detect the effect of dust attenuation on the Paα/Brα
ratio in the majority of our sources. The origin of this
discrepancy will continue to be investigated in future papers.

The geometry of the dust is a key consideration here, as it
greatly affects how the dust attenuates the emission. Figure 8
shows the effect of increasing E(B−V ) on the intrinsic relations
between the recombination lines for two different dust
geometries: foreground (top panels) and mixed (bottom
panels). It is clear in Figure 8 that both of these dust geometries
are consistent with our derived trends, but a mixed geometry
leads to higher derived E(B−V ). In the case of the mixed
geometry, we see a number of sources that exhibit Paα/Brα
and Hα/Brα ratios that are too low to be consistent with this
dust geometry model (bottom panels, Figure 8), as shown by
the points to the right of the highest E(B−V ) trend. Yet, from
these results, it is not possible to say which dust geometry
model best fits our sources. The geometry of the dust likely
evolves as the star cluster evolves. We expect our eYSC–I
sources to be on average a few million years of age and in the
process of emerging, so the correct dust geometry likely lies
somewhere between these two limiting cases.

New studies with JWST are unveiling the complexity of the
relative distribution and morphology of stars, gas, and dust
(including PAHs) in H II regions like the Orion nebula (e.g.,
Chown et al. 2024; Habart et al. 2024; Pasquini et al. 2024;
Peeters et al. 2024). Given how complicated the geometries can
be, orientation may be an important factor to consider as well.
A blister H II region observed from different orientation angles
will show variations in the relative attenuation of the star
cluster and the emission lines. However, in our case, the
selection of eYSC–I sources as tightly spatially connected
peaks in both ionized gas and PAH emission may help to
mitigate any variations due to the relative geometries.

6. Conclusions

In this paper, we present maps of ionized gas (Paα and Brα)
and 3.3 μmPAH emission across NGC 628 created from new
JWST/NIRCam observations from the FEAST survey. We

discuss continuum subtraction techniques with the NIRCam
bands, the selection of compact, young, embedded sources, the
measurement of their PAH and ionized gas properties, and the
calibration of the 3.3 μm PAH emission as an SFR indicator.
Our main findings are the following:

1. We find a tight (correlation coefficient ρ∼ 0.9) sublinear
(power-law exponent α∼ 0.75) relation between the
3.3 μm PAH and Brα luminosities for our candidate
emerging young star clusters (eYSC–I; cospatial peaks in
both ionized gas and PAH emission) at ∼40 pc scales.
From these measurements, we derive a novel SFR
calibration from the 3.3 μm PAH luminosity, given in
Equation (2). The derived calibration coefficients may be
affected by the leakage of UV photons.

2. The scatter observed in the relation between 3.3 μmPAH
emission and SFR traced by ionized gas is too large to be
accounted for by the measurement errors. This scatter
does not correlate well with differences in ISM
metallicity expected given the observed radial metallicity
gradient of NGC 628. The dominant sources of the scatter
likely originate from variations in PAH heating, varia-
tions in the age of our sources, and stochastic sampling of
the stellar IMF.

3. The sublinear relation between 3.3 μmPAH emission and
SFR for our sources is likely explained by a combination
of variations in age, PAH destruction in more intense
ionizing environments, and stochasticity in the IMF at
intermediate to low luminosities. This is supported in part
by our binning analysis of eYSC–I and by our compact
3.3 μm PAH selected sources (PAH compact). PAH
compact sources exhibit a lower power-law exponent
(α∼0.43), consistent with being on average less massive
(and therefore more stochastically sampled) and/or older
than eYSC–I.

4. Correlating the hydrogen recombination lines, we find a
tight relationship between the Paα and Brα luminosities
for eYSC–I, with a correlation coefficient ρ∼ 0.96. The
power-law exponent and y-intercept are consistent with
the intrinsic values expected for zero dust attenuation.
The relationship between the Hα and Brα luminosities
exhibits substantially more scatter with ρ∼ 0.82 and a
power-law exponent and y-intercept that are well below
the intrinsic values. This discrepancy could be explained
by a miscalibration between the NIRCam filters of up to
4%. Alternatively, it may be due to errors in the
continuum subtraction. The discrepancy could also be
accounted for if the extinction curve is flatter in the NIR
than recent pre-JWST Milky Way studies (e.g., Gordon
et al. 2021) suggest. Both a mixed and a foreground dust
geometry are consistent with our measurements in all but
some of the most extincted sources, where the mixed
geometry cannot account for the data.

This paper demonstrates the ability of the 3.3 μmPAH
emission feature observed by JWST/NIRCam to trace star
formation in local systems on the fundamental scale of
individual star clusters. However, the significantly sublinear
relation (α∼ 0.75) found on this scale with SFR traced by
ionized gas emission suggests that the use of the 3.3 μmPAH
emission as an SFR indicator is complicated. There are likely
multiple secondary processes that contribute to the relation,
some of which have been studied previously with the
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8 μmPAH feature. Therefore, we suggest that caution is
necessary when using the 3.3 μm PAH feature to trace star
formation. The calibration of the 3.3 μm PAH feature has major
applications to surveys of high-redshift galaxies, where it can
be used to push dust-obscured SFR estimates out to z∼ 7 with
JWST/MIRI. Future studies will be required, both to further
understand the 3.3 μmPAH emission and its dependency on
local ISM environment, heating, etc., and to establish the
connection between local and high-redshift estimates where the
different physical scales, star-forming environments, and
inability to isolate the feature from the underlying stellar and
dust continuum may significantly alter the results.

Acknowledgments

The authors would like to thank the anonymous referee for
various thoughtful suggestions that helped further enhance this
manuscript.

This work is based in part on observations made with the
NASA/ESA/CSA James Webb Space Telescope (JWST). The
data were obtained from the Mikulski Archive for Space
Telescopes (MAST) at the Space Telescope Science Institute
(STScI), which is operated by the Association of Universities
for Research in Astronomy, Inc., under NASA contract NAS
5-03127 for JWST. These observations are associated with
program #1783. Support for program #1783 was provided by
NASA through a grant from STScI. The specific observations
analyzed can be accessed via doi:10.17909/zcw1-6t85. Sup-
port to MAST for these data is provided by the NASA Office of
Space Science via grant NAG 57584 and by other grants and
contracts.

The authors acknowledge the team of the “JWST-HST-
VLT/MUSE-ALMA Treasury of Star Formation in Nearby
Galaxies,” led by coPIs Lee, Larson, Leroy, Sandstrom,
Schinnerer, and Thilker, for developing the JWST observing
program #2107 with a zero-exclusive-access period.

This work is also based on observations made with the
NASA/ESA Hubble Space Telescope, and obtained from the
Hubble Legacy Archive, which is a collaboration between
STScI/NASA, the Space Telescope European Coordinating
Facility (ST-ECF/ESA), and the Canadian Astronomy Data
Centre (CADC/NRC/CSA).

This research has made use of the NASA/IPAC Extra-
galactic Database (NED), which is operated by the Jet
Propulsion Laboratory, California Institute of Technology,
under contract with NASA.
B.G. acknowledges support from JWST GO 1783. A.A. and

A.P. acknowledge support from the Swedish National Space
Agency (SNSA) through the grant 2021-00108. K.G. is
supported by the Australian Research Council through the
Discovery Early Career Researcher Award (DECRA) Fellow-
ship (project No. DE220100766) funded by the Australian
Government and by the Australian Research Council Centre of
Excellence for All Sky Astrophysics in 3 Dimensions
(ASTRO 3D), through project No. CE170100013. M.R.K. is
supported by the Australian Research Council through Laureate
Fellowship FL220100020.
Facilities: JWST/NIRCam, HST/ACS
Software: astropy (Astropy Collaboration et al. 2013, 2018),

photutils (Bradley et al. 2019), SAOImageDS9 (Joye &
Mandel 2003), SEP (Bertin & Arnouts 1996; Barbary 2016),
PyNeb (Luridiana et al. 2015), LINMIX (Kelly 2007)

Appendix A
Variants for the Continuum Subtraction

With the inclusion of the additional NIRCam filters from the
PHANGS–JWST program (ID 2107), presented in Lee et al.
(2023), we are able to test various continuum subtraction
techniques for the 3.3 μmPAH emission using combinations of
the F277W, F300M, F360M, and F444W filters. Table 2 lists
the results for the calibration of the relation between
3.3 μmPAH emission and SFR traced by Brα for a number
of variants on the continuum subtractions. All the methods that
use F444W as the long-wavelength filter for subtraction are
consistent in both the best-fit slope (or power-law exponent α)
and y-intercept (b) within ∼3σ. Using the F300M instead of the
F277W as the short-wavelength continuum filter (unscaled)
gives an α and b that are about 2σ lower. Scaling the
continuum image by a factor of 1.06 prior to the subtraction
(using F277W) gives a slope and y-intercept that are about 1σ
higher than the unscaled version. Continuum subtraction
methods that use the F360M as the long-wavelength filter
show the largest differences. These give the lowest determined
slope, ∼5σ below our adopted subtraction method from

Table 2

Continuum Subtraction Variantsa ( ) ( )a= +
S Sm

-
a

- - 
blog log

L Mpc yr pc

L m3.3
2

SFRBr
1 2

Continuum Subtraction (CS) Method N α b ρb

F335MCS from F277W and F444W 718 0.73 ± 0.02 5.14 ± 0.11 0.875
F335MCS from F300M and F444W 600 0.69 ± 0.02 4.92 ± 0.11 0.881
F335MCS and F405NCS from F300M and F444W 600 0.69 ± 0.02 4.91 ± 0.11 0.887
F335MCS from F277W and F444W scaled 1.06c 710 0.75 ± 0.02 5.25 ± 0.11 0.877
F335MCS from F300M and F444W scaled 1.06 597 0.74 ± 0.02 5.20 ± 0.12 0.879
F335MCS from F300M and F360M 601 0.66 ± 0.02 4.64 ± 0.11 0.867
F335MCS from F300M and F360M correctedd 601 0.66 ± 0.02 4.85 ± 0.11 0.867

Notes.
a Best-fit parameters determined from the Bayesian linear regression for eYSC–I sources, as in Figure 6. Unless otherwise noted, the Brα luminosity is derived by
continuum-subtracting F405N via an interpolation between F277W and F444W.
b The Spearman correlation coefficient ρ.
c Our adopted method (Figure 6, Equation (2)). “Scaled” refers to multiplying the derived continuum image by a factor of 1.06 prior to subtraction. This factor is
visually determined to give the optimal subtraction of stellar point sources.
d Correction applied to account for the contribution of the 3.3 μm, 3.4 μm “aliphatic,” and 3.47 μm “plateau” PAH features to the F360M filter, via the F335M/
F300M and F360M/F300M colors as given in Sandstrom et al. (2023) (their Equation (11)).
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F277W and F444W with continuum scaled by 1.06, and a y-
intercept ∼4σ–6σ below. The correction implemented by
Sandstrom et al. (2023) for the F300M and F360M subtraction
method increases the y-intercept by about 2σ but has no effect
on the measured slope.

The galaxy SED is well known to exhibit a minimum around
3 μm as the continuum emission transitions from stellar-
dominated to dust-dominated. We expect the F277W filter to be
mostly dominated by stellar continuum. Yet, in regions of star
formation, we expect the F300M to be mostly dust continuum
emission (e.g., Draine et al. 2021), similar to the F444W. As a
result, we expect that using the F277W and F444W for the
continuum subtractions introduces more uncertainty than using
the F300M and F444W. However, the absorption by water ice
at 3.05 μm (e.g., Gibb et al. 2004; Lai et al. 2020) presents an
additional complication. This absorption feature, if present,
would affect the F300M measurement more significantly than
the F277W. We expect this absorption feature may be
significant only for highly obscured regions. Our sources show
relatively low obscuration with an average E(B−V ) of
∼0.5 mag. It remains unclear if water ice absorption signifi-
cantly affects the measurement of the continuum around 3 μm
for our sources, and understanding this will require follow-up
spectroscopic studies.

For the first FEAST galaxy observed and presented in this
work, NGC 628, we chose to use the F277W and F444W for
the continuum subtractions, as the F300M mosaic from the
PHANGS program does not cover our full mosaics. We aim to
account for nonlinearity between F277W and F444W by
introducing the continuum scaling factor of 1.06, determined
visually to provide the optimal subtraction of stars in the field.
We note here that using F277W rather than F300M has a
relatively minor effect on our results, as the two methods are
consistent within about 2σ (Table 2). For the remainder of the
FEAST targets, we have implemented a switch in the filter
selection to replace the F277W with F300M, as we expect that
it may provide a more accurate continuum subtraction of the
3.3 μm PAH and Brα emission lines for our sources.

The lower slope and intercept determined in the case of
using the F300M and F360M for the continuum subtraction can
likely be explained by contamination in F360M. The NIRCam
F360M filter is contaminated by not only the 3.3 μmPAH
feature, but also by the 3.4 μm “aliphatic,” and 3.47 μm
“plateau” features. So we expect that using the F360M will
tend to overestimate the continuum under the 3.3 μmPAH
emission, leading to an underestimate of the strength of this
feature in star-forming regions. Comparing the maps directly,
we determine that the continuum-subtracted F335M flux is a
factor of ∼0.93 lower on average in star-forming regions when
using the F300M and F360M compared to using the F300M
and F444W, consistent with our expectation. This provides a
likely explanation of why we observe the lowest slope and y-
intercept in the case of the F335M continuum subtraction via a
simple linear interpolation between F300M and F360M.

The work by Sandstrom et al. (2023) provides a first-order
correction for this effect. They introduce a new approach that
utilizes the observed F335M/F300M and F360M/F300M
colors and the relations between them in PAH-dominated and
PAH-faint lines of sight to derive a corrected F360M/F300M
color with which to predict the F335M continuum. Our results
show that, compared to the methods that use F444W, this new
approach still gives a lower derived slope and y-intercept.

Comparing the maps, we find that the continuum-subtracted
F335M flux is a factor of ∼1.5 higher on average in star-
forming regions when using the F300M and F360M corrected
via the method of Sandstrom et al. (2023) compared to using
the F300M and F444W. Based on its location in the SED, its
width, and the fact that we determine the bright Brα line to
only contribute at a level of ∼3% in star-forming regions, we
expect that the F444W receives less contamination compared to
the F360M and thus may provide a more accurate and less
uncertain continuum subtraction for F335M. If this is the case,
these results suggest that the F335M continuum subtraction
method of Sandstrom et al. (2023) may overestimate the
strength of the 3.3 μmPAH feature in star-forming regions.
However, the differing contribution from the hot dust
continuum in each filter may complicate this interpretation.
Spectroscopy is required to determine which of these

methods of continuum subtraction is the most accurate, and
this will be investigated in future work. Our team has an
accepted Cycle 2 JWST/NIRSpec/MSA program to get
1–5 μm spectroscopy for ∼100 eYSCs in NGC 628. This will
be essential in establishing and understanding the many
complex components of the SED in this regime and their
effect on our measurements/calibrations. This will in turn
enable us to accurately calculate the strength of the
3.3 μmPAH feature around these sources and make compar-
isons to the maps derived from NIRCam in order to determine
the optimal continuum subtraction method.

Appendix B
Binning Analysis

In Figure 9, we show the relation between the surface density
of 3.3 μmPAH luminosity and SFR for eYSC–I, split into
three statistically equal-size bins in metallicity (left panel) and
dHeat, the distance between the local heating source traced by
the Paα peak and the 3.3 μm PAH peak (right panel). The
metallicity is derived from the radial oxygen abundance
gradient of NGC 628 measured by Berg et al. (2020). We fit
the data in each bin independently with the Bayesian linear
regression methods presented in Section 4. Table 3 lists the
total number of sources (N), the best-fit power-law exponent
(α), y-intercept (b), and the Spearman correlation coefficient (ρ)
for each of the bins in metallicity and dHeat. There are no major
differences in the best-fit parameters for the different bins of
metallicity or dHeat. The high-metallicity bin has a slightly
higher α and b, by ∼3σ, compared to the low and intermediate
bins, but is near identical in terms of the scatter traced by ρ. For
dHeat, the bins are consistent within ∼1σ in terms of α and b,
but there is a minor decrease in ρ toward larger dHeat.
Based on their luminosities, our eYSC–I sources are

expected to have a wide range of stellar masses. We expect
the low-luminosity/mass regime to be affected by stochastic
sampling of the stellar IMF. Stochasticity in the IMF is
typically thought to be important for star clusters with stellar
mass below about 5000 Me. Figure 10 shows the 3.3 μmPAH
luminosity surface density versus SFR surface density
for eYSC–I, binned into three luminosity regimes. These
regimes are determined in the following way. We estimate the
expected Hα luminosity of young (4Myr) star clusters with a
stellar mass of 5000 and 1000 Me from the Starburst99
models (Leitherer et al. 1999) with a metallicity Z= 0.02 and
the Padova AGB stellar evolutionary tracks. This gives
log(LHα /erg s−1)= [37.78, 37.08] for [5000, 1000] Me,
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respectively. From the Hα luminosity, we determine the
SFR using the calibration of Calzetti (2013). We then
divide by the same physical area as our measurements to
determine log(ΣSFR /Me yr−1 pc−2)= [−6.5, −7.2] for the
[5000, 1000] Me cluster, respectively. These values of ΣSFR

are used as limits to define the three bins. We expect the upper
or high-luminosity (or ΣSFR) bin, above the expected SFR
of a 5000 Me, 4 Myr cluster, to be mostly unaffected by
stochasticity. In the intermediate bin, stochasticity begins to be

important and may affect our measurements, while the low-
luminosity bin is well within the stochastic regime.
The best-fit relations for each of the three luminosity (or

ΣSFR) bins are shown in Figure 10. Table 3 lists the best-fit α,
b, and ρ for each bin. The intermediate and high-luminosity
bins are consistent within 1σ in terms of α and b. The low-
luminosity bin shows a much lower slope and intercept, over
4σ below the other bins. We find an overall increase in the
scatter of the trend toward lower luminosities, with a decrease
in the measured ρ from 0.80 to 0.38 for the high- to low-
luminosity bins. These results suggest that stochastic sampling

Figure 10. The 3.3 μm PAH luminosity surface density vs. SFR surface
density for eYSC–I, binned into three luminosity regimes: low log
( )S -a  7.2SFRBr (red points), intermediate −7.2 < log( )S -a  6.5SFRBr
(yellow), and high log( )S > -a 6.5SFRBr (blue). The bin limits represent the
log(ΣSFR) corresponding to the expected Hα luminosity of a 4 Myr old cluster
with a stellar mass of 5000 Me (−6.5) and 1000 Me (−7.2), based on
Starburst99 models with Z = 0.02 and the Padova AGB evolutionary tracks.
See Figure 9 for a more complete description.

Figure 9. The 3.3 μm PAH luminosity surface density vs. SFR surface density derived from Brα for eYSC–I sources. (Left panel) The data are binned into three
statistically equal-size metallicity bins (N = 237): low 12 + log(O/H) � 8.58 (red points), intermediate 8.58 < 12 + log(O/H) � 8.62 (yellow), and high 12 + log
(O/H) > 8.62 (blue). The oxygen abundance is derived from the radial gradient of NGC 628 measured by Berg et al. (2020). The colored lines show the best-fit
relations for each bin determined by Bayesian regression. The dotted lines show the 3σ detection limits. The caption gives the Spearman correlation coefficient (ρ) and
the values of the best-fit slope and y-intercept and their 1σ uncertainties for each bin. (Right panel) Binned into three equal-size bins of dHeat, the distance (pc) between
the local, young heating source (traced by the Paα peak) and the nearest 3.3 μm PAH emission peak: low dHeat � 2.17 pc (red), intermediate 2.17 < dHeat � 3.82 pc
(yellow), and high dHeat > 3.82 pc (blue).

Table 3

Binning Analysisa ( ) ( )a= +
S Sm

-
a

- - 
blog log

L Mpc yr pc

L m3.3
2

SFRBr
1 2

Bin N α b ρb

12 + log(O/H) � 8.58 237 0.73 ± 0.02 5.09 ± 0.17 0.886
8.58 #x0003C; 12 + log
(O/H) � 8.62

236 0.72 ± 0.03 5.04 ± 0.18 0.883

12 + log(O/H) > 8.62 237 0.83 ± 0.04 5.81 ± 0.26 0.852

dHeat � 2.17 pc 237 0.77 ± 0.02 5.36 ± 0.16 0.920
2.17< dHeat �3.82 pc 236 0.75 ± 0.03 5.24 ± 0.19 0.885
dHeat > 3.82 pc 237 0.73 ± 0.03 5.05 ± 0.24 0.812

log( )S -a  7.2SFRBr
c 302 0.41 ± 0.08 2.66 ± 0.62 0.380

−7.2 < log( )S -a  6.5SFRBr 277 0.80 ± 0.07 5.61 ± 0.48 0.615

log( )S > -a 6.5SFRBr 131 0.76 ± 0.04 5.28 ± 0.26 0.801

Notes.
a Best-fit parameters determined from the Bayesian linear regression for
eYSC–I sources; see Figures 9 and 10.
b The Spearman correlation coefficient ρ.
c The bin limits are determined as the values expected from a 4 Myr old cluster
with a stellar mass of 5000 Me (−6.5) and 1000 Me (−7.2), based on
Starburst99 models with Z = 0.02 and the Padova AGB evolutionary tracks.
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of the stellar IMF plays an important role in our sample in the
lower-luminosity/mass regime, both at increasing scatter and
flattening the relation between 3.3 μmPAH emission and SFR.
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