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This study performs primary data collection, transcription, and cognate coding for eight South West Tibetic languages (Lowa, 
Gyalsumdo, Nubri, Tsum, Yohlmo, Kagate, Jirel, and Sherpa). This includes partial cognate coding, which analyses linguistic re-
lations at the morpheme level. Prior resources and inferences are leveraged to conduct a Bayesian phylogenetic analysis. This 
helps estimate the extent to which the historical relationships between the languages represent a tree-like structure. We argue 
that small-scale projects like this are critical to wider attempts to reconstruct the cultural evolutionary history of Sino-Tibetan and 
other families.
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Introduction
Recent computational techniques have facilitated new 
ways of studying historical linguistics. These include 
the quantitative estimation of historical relations from 
lists of cognate words using Bayesian phylogenetic in-
ference to estimate the likely age of a language family 
and when languages diverged from each other (see, e.g. 
Hoffman et al. 2021). Previous studies have focussed 
on the Indo-European language family (e.g. Gray and 
Atkinson 2003; Nakhleh et al. 2005; Bouchkaert et 
al. 2012; Chang et al. 2015; Holm 2017; Rama 2018; 
Ritchie and Ho 2019; Heggarty et al. 2023), mainly be-
cause the considerable data required to perform these 
estimations is more readily available, and other large 
families (e.g. Pama-Nyungan, Bowern and Atkinson 
2012), including attempts to create a global tree of 
languages (Jäger 2018; Bouckaert et al. 2022). More 
recently, these methods have been applied to a more 
diverse range of language families such as Dravidian 
(Kolipakam et al. 2018), Transeurasian (Robbeets and 
Bouckaert 2018), Turkic (Savelyev and Robbeets 2020), 
Tupi-Guarani (Ferraz Gerardi and Reichert 2021), and 

Mixtecan (Auderset et al. 2023), and smaller-scale 
projects such as studies of ten Chapacuran languages 
(Birchall et al. 2016) or dialects of Timor-Alor-Pantar 
(Kaiping and Klamer 2022). The resulting trees are im-
portant resources because they can be used in studies 
of the evolution of linguistic traits (e.g. the evolution 
of tone in Sino-Tibetan, Wu et al. 2023), but also to 
study the cultural evolution of non-linguistic traits 
(e.g. marital practices, Fortunato and Jordan 2010; 
folktales, Da Silva and Tehrani 2016; or subsistence, Ji 
et al. 2022) and as statistical controls in cross-cultural 
comparisons (e.g. Rácz et al. 2019; Shcherbakova et 
al. 2023).

However, applying these methods to smaller-scale 
linguistic groups is difficult because calibrating the 
dates in the tree relies on prior estimates of the depth 
of at least some parts of the tree. In this study, we study 
small and minority languages by leveraging existing 
resources and results. Our project includes primary 
data collection, cognate coding, and estimation of 
historical relations using Bayesian phylogenetics. We 
focus on eight Southwest Tibetic languages from the 
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Sino-Tibetan language family: Sherpa, Yohlmo, Jirel, 
Lowa, and Kagate, Nubri, Tsum, and Gyalsumdo. 
Previous work on the Sino-Tibetan language family 
includes three Bayesian phylogenetic studies that were 
published around the same time. Sagart et al. (2019) 
analyse 50 languages and estimate a tree depth for the 
family of around 7,200 years BP. Zhang et al. (2019) 
analyse 109 languages and estimate a slightly shal-
lower tree depth of 5,900 years BP. Most recently, 
Zhang et al. (2020) analysed 131 languages and es-
timated a tree depth of about 8,000 years BP. The 
reasons for the conflict in the structure and depth of 
the trees have been debated (see, e.g. Wu et al. 2022). 
However, for this study, they offer a source of infor-
mation to calibrate and structure the Bayesian phylo-
genetic processes that would be unavailable otherwise. 
For example, previous cognate sets can be used as a 
template for identifying the cognacy of forms in the 
target languages. This provides information well be-
yond the scope of our data. In addition, prior infor-
mation for the dates of key branches can be extracted 
from the previously computed trees. These resources 
support us in ‘filling in’ the details to make better sense 
of the bigger picture. We hope that the methods em-
ployed here will make it possible for smaller, more 
specialist research groups to start contributing to the 
debate on computational methods for investigating 
historical linguistics.

Background
The Ethnologue lists 122 languages spoken and 
signed in Nepal from at least 5 different language 
families. The eight target languages included in 
this study are spoken in the mountainous region of 
Nepal Himalaya (see Table 1 and Fig. 1) and are 
located very close to Tibet (see Fig. 1). Several are 
geographically isolated, taking several days to reach 

from Kathmandu. All of these languages are Tibetic 
(or Bodic) in their genetic classification (e.g. Genetti 
2016). These were chosen because some linguistic 
materials are available in these languages (e.g. Dhakal 
2017a, b, 2018, 2019, 2020, 2023), but they have 
not been extensively documented. Among these eight 
languages, only five of them have been enumerated 
in the 2011 national census (Sherpa, Yohlmo, Jirel, 
Lowa, and Kagate), whereas speakers of Nubri and 
Tsum were counted together in 2021 and Gyalsumdo 
are yet to be recognized (see National Statistical 
Office 2023). Table 1 shows the location and popula-
tion sizes of the languages (the latter taken from the 
2021 census, or Ethnologue), showing that several 
languages have relatively few speakers. According to 
Glottoscope (Hammarström et al. 2018), the endan-
germent status of all of these is ‘shifting’ (language 
not being transmitted to the next generation) or 
‘threatened’ (only some transition to the next gener-
ation). For example, based on an interview with local 
speakers, Hildebrandt and Perry (2011: 178) suggest 
that ‘younger Gyalsumdo are only passive users of 
the language’ and that ‘there is an urgent need to 
gather this information while there is still access to 
regular speakers’.

Fig. 2 shows the current knowledge about the genetic 
classification of these languages according to Glottolog 
(Hammarström et al. 2023). The time depth of the 
splits is not known, and there are uncertainties about 
the structure of the tree around two multifurcations 
(Lowa/Jirel/Sherpa and Tusum to Gyalsumdo). Other 
disagreements exist about the structure of the tree. For 
example, Gyalsumdo has been classified within the 
‘southwestern section’ of Tibetan (along with Humla, 
Mugu, Dolpo, Langtang, Kyirong, Lhomi, Walung, and 
Tokpe Gola; Tournadre 2014: 122). Similarly, Yohlmo 
is not part of Bradley’s (1997) list of ‘Central Bodish 
(Tibetan)’ languages. Genetti (2016) enumerates these 
languages under the languages spoken in the northern 

Table 1. The target languages in the current study.

Language Glottolog 
code

Location Latitude Longitude Speakers Language 
status

Lowa lowa1242 Ghilling village of the Mustang district 29.008472 83.858009 624 (2021) Shifting

Gyalsumdo gyal1236 Chame, district headquarters in Manang district 28.520045 84.235244 200 (2011) Shifting

Nubri nubr1243 Sama 28.636707 84.584472 4,284 (2021) Shifting

Tsum tsum1240 Nile 28.544032 85.104809 Shifting

Yohlmo lamj1247 Paragang 27.96178 85.653074 9,658 (2021) Shifting

Kagate kaga1252 Likhutamakoshi 27.425911 86.177226 611 (2021) Threat-
ened

Jirel jire1238 Jiri 27.635952 86.230586 5,167 (2021) Shifting

Sherpa sher1255 Dhunge Sangu 27.353164 87.570224 117,896 (2021) Shifting
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Nepalese border area (Nepal) belonging to Central 
Tibetan languages, but Gyalsumdo is missing in this 
list.

In Sagart et al’.s maximum clade credibility tree 
(MCCT, the tree that has the most support in the pos-
terior distribution of trees), the four existing Tibetan 

Figure 1. Map of the locations of the target languages and languages from Sagart et al. (insert). Numbers on the axes relate to latitude 
and longitude.

Figure 2. Genetic classification according to Glottolog (left, branch lengths are not meaningful) and Bayesian analyses. 
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4 D.N. Dhakal et al.

languages follow the same structure as the Glottolog 
tree. H. Zhang’s tree is also similar to the Glottolog 
tree structure, though it places Lhasa with Xiahe 
and Alike and has an overall shorter time depth than 
the other two Bayesian trees. However, H. Zhang et 
al. (2020) and M. Zhang et al. (2019) suggest that 
the Southwestern Tibetic clade diverged before the 
others. In fact, in M. Zhang’s et al’.s (2019) tree the 
order of clade divergence from oldest to youngest is 
Southwestern Tibetic, Kam-Hor, Lhasa Tibetan, and 
North-Eastern Tibetic, effectively the reverse of the 
Glottolog order.

To leverage this existing work for analysing the target 
languages, data for an additional six languages were 
taken from Sagart et al. These included five languages 
in the Tibetan family (Batang, Old Tibetan, Lhasa, 
Xiahe, and Alike) and Old Chinese, which was used as 
an outgroup. Zhang et al.’s data include more Tibetan 
languages, but the available data for the Sagart paper 
was more extensive, including explicit phoneme align-
ments and formats compatible with various software 
tools for processing our data (LingPy and EDICTOR, 
see below). This made it much easier to integrate our 
data with the existing data. In addition, Sagart et al. 
proposed prior dating for Old Tibetan (1,200 before 
the present) and Old Chinese (2,500), based on arch-
aeological evidence. Our suggestion is to calibrate our 
tree of Southwest Tibetic using these older languages 
and the estimation of the dating of the most recent 
common ancestor (in this case, the root of Sagart’s 
tree, mean estimate of 7,184 before the present, with 
95% highest posterior density interval [5,093–9,568]). 
In order to do this, new word list data need to be col-
lected for the target languages and coded for cognacy 
alongside the previous data. Part of this step involves 
standardizing the two datasets, including extending the 
cognate judgements. The final cognate judgements are 
analysed manually, so while the two projects use very 
slightly different transcription conventions, this does 
not affect the cognate analysis.

Methods
Word list data
Word form data collection was led by D.N.D. A basic 
concept list was compiled in order to elicit the forms 
from the eight target languages. The concept list was 
built on the list of 210 concepts used in the Linguistic 
Survey of Nepal (see Gautam 2020), with 33 add-
itional concepts focussing on words used in everyday 
conversation for the target languages.

A native speaker of each of the target languages was 
recruited. A list of words in Nepali for these concepts 
was shown to each native speaker and they were re-
corded producing equivalent words in their target 

language. The recordings were made between 4 August 
and 19 September 2018, in various places in the 
Kathmandu Valley (Lowa in Kirtipur; Syuba, Sherpa, 
and Yohlmo in Kapan; Nubri, Tsum, and Gyalsumdo 
in Swayambhu). These recordings were transcribed 
by Nepalese linguists using standard International 
Phonetic Alphabet (IPA) conventions. Since tone sys-
tems have not been formally described for all target 
languages, only a basic tone transcription was carried 
out.

Standardization
In order to facilitate both the data curation and the 
data reuse, the data were standardized, following 
the recommendations of the Cross-Linguistic Data 
Formats (CLDF) initiative (https://cldf.clld.org, Forkel 
et al. 2018). CLDF offers standard format representa-
tions of data in the form of comma-separated values 
extended by metadata and a specific ontology that al-
lows us to check consistently to which degree a given 
dataset corresponds to the standards laid out by the 
CLDF initiative. As an example, when language var-
ieties are complemented with Glottocodes (Forkel 
and Hammarström 2022), CLDF offers tools to check 
automatically whether the Glottocodes in question 
exist.

One of the core aspects of CLDF is to recommend 
integrating linguistic data with existing reference cata-
logues. Reference catalogues are metadata collections 
that assemble information on linguistic objects such 
as language varieties (Glottolog, https://glottolog.org, 
Hammarström et al. 2023, Version 4.8), concepts fre-
quently used in wordlist elicitation (Concepticon, 
https://concepticon.clld.org, List et al. 2023, Version 
3.1), or speech sounds (Cross-Linguistic Transcription 
Systems (CLTS), https://clts.clld.org, List et al. 2021, 
Version 2.1). The advantages of providing Glottocodes 
for language varieties, Concepticon concept set identi-
fiers for the concepts for which data were collected, and 
making sure that phonetic transcriptions cohere to the 
standard laid out by CLTS(see Anderson et al. 2019) 
are 2-fold. On the one hand, existing data can be easily 
enriched with the additional information provided by 
the respective reference catalogues; on the other hand, 
data can be easily reused at later stages, and problems 
resulting from misinterpretations can be avoided.

In order to convert a given dataset into CLDF, 
CLDFBench, a Python package (https://pypi.org/
project/cldfbench, Forkel, List & Rzymski, 2023 , 
Version 1.14) can be used (see Forkel and List 2022). 
The PyLexibank package (https://pypi.org/project/
pylexibank, Forkel et al. 2022, Version 3.4.0) offers 
an extension to CLDFBench that provides additional 
integration of standards important for wordlists, 
including consistent handling of concepts through the 
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Concepticon and speech sounds through the CLTS ref-
erence catalogues (see List et al. 2022 for additional de-
tails on the standardization invoked by PyLexibank).

In order to standardize our data following the 
CLDF recommendations, we linked the language var-
ieties to Glottolog, mapped the concepts to concept 
sets in Concepticon, and refined the IPA transcrip-
tions to adhere to CLTS. Concept linking was facili-
tated since the base list of 210 items by Backstrom 
et al. (1992) was already linked to the Concepticon 
project (https://concepticon.clld.org/contributions/
Backstrom-1992-210a).

Our workflow of data curation and data annota-
tion now consists of two steps. Data are annotated 
in external tools, such as the EDICTOR tool dis-
cussed below. In regular intervals, data are converted 
to CLDF. The conversion allows to include automatic 
consistency checks of the data and allows for the con-
version of the base data into additional formats needed 
to carry out specific analyses (such as phylogenetic 
reconstruction).

Since the data by Sagart et al. (2019) are also avail-
able in CLDF (curated on GitHub at https://github.
com/lexibank/sagartst), and the concept list has been 
linked to the Concepticon as well (https://concepticon.
clld.org/contributions/Sagart-2019-250), we could dir-
ectly compute the overlap with our dataset, finding that 
there are 132 concepts both datasets have in common. 
This illustrates the reuse potential of standardized data, 
which also helps minimize the risk of individual errors.

Cognate coding
Cognate coding was carried out with the help of the 
EDICTOR, a web-based tool that facilitates various 
tasks in computer-assisted language comparison and 
offers specific modules for the coding of cognates 
(https://edictor.org, Version 2.1, List 2023; List and 
van Dam 2024). EDICTOR takes TSV files as input 
that can be easily generated from data stored in CLDF 
with the help of the PyEdictor tool (https://pypi.org/
project/pyedictor/, Version 0.4, List 2021). Cognate 
codings can be carried out on the level of entire words 
and on the level of individual morphemes. The anno-
tation is additionally supported by the possibility to 
carry out phonetic alignments, which in turn allow 
to inspect sound correspondence patterns in an inter-
active manner (List 2019), and by glossing individual 
morphemes in complex words (Hill and List 2017).

Initially, we attempted to merge our cognate coding 
with Sagart et al’.s using a novel automatic method. 
LingPy (List and Forkel 2023, Version 2.6.13, https://
pypi.org/project/lingpy) was used to automatically 
generate starting suggestions for cognate sets. Within 
each concept, each form from the target languages was 
assigned to the best matching cognate class from the 

Sagart et al. data. Matching was done by weighted se-
quence alignment using the Needleman–Wunch algo-
rithm (Needleman and Wunsch 2005, implemented in 
LingPy), and a form was assigned to the cognate set 
with the best average alignment score. However, al-
though this might be a useful method for bootstrap-
ping cognate coding for many language families, it 
became clear that an analysis at the morpheme level 
was necessary for the current data.

Like many Sino-Tibetan and South-East Asian lan-
guages, South-West Tibetic languages are also rich in 
complex words consisting of more than one base mor-
pheme. Wu and List (2023) show that, for Southeast 
Asian languages, the approach to cognate coding of 
words with multiple morphemes can change cognate 
judgements and affect the estimation of a phylogeny. 
They suggest that partial cognate coding is required in 
order to make sure cognate judgements are based on 
the most relevant morphemes and to make the evidence 
for cognacy transparent. In order to provide the neces-
sary cognate coding on entire word forms (rather than 
individual morphemes), they suggest converting partial 
cognates manually into ‘full cognates’ by paying spe-
cific attention to those morphemes in complex words 
whose individual meanings are judged to be ‘salient’ 
with respect to the meaning of the entire word.

In order to code cognates in the data, we proceeded 
in two steps. First, we coded partial and full cognates 
for the South-West Tibetic data alone, without taking 
additional data from Sino-Tibetan languages into 
account. In this stage, morphemes in complex words 
were glossed consistently, using morpheme glosses, 
phonetic alignments were carried out to facilitate the 
recognition of regular sound correspondence patterns, 
and sounds were grouped into ‘evolving units’ typic-
ally observed for South-East Asian languages (List et 
al. under review). Cognate judgments on entire words 
were based on partial cognate judgments, following 
the procedure outlined by Wu and List (2023). Coding 
the individual data collected as the basis for the study 
for cognates in this form has the advantage that it 
provides us with very specific information on regular 
sound correspondence patterns and language-internal 
cognates resulting from morphemes reused across sev-
eral words in the same language. An example of such 
patterns of cognates spanning several concepts within 
the same language (but also across related languages) 
is given in Fig. 3.

In a second step, we created a combined dataset, 
consisting of the Tibetic languages in the dataset of 
Sagart et al. (2019) and Old Chinese as an outgroup 
for the purpose of phylogenetic reconstruction. Sagart 
et al. conducted cognate coding of their data on en-
tire words, using phonetic alignments to make sure 
that their codings were consistent. When combining 
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the two datasets, we followed their base cognate judg-
ments and adjusted the internal cognate judgments 
for South-West Tibetic where needed. However, as it 
turned out, almost no cognate judgements for the com-
bined dataset split or lumped any cognate sets from 
Sagart et al.’s data. The exception is for the words for 
‘tree’ (Fig. 4). The form in Old Tibetan is a compound, 
with the first part being /siŋ/ (= wood), and the second 
/sdooŋ/. Forms in Xiahe and Alike are clearly cognate 
with the second morpheme, so we corrected for this 
case.

This coding procedure results in 2 separate 
datasets, 1 consisting of 243 concepts translated into 

8 South-West-Tibetan varieties, and one consisting 
of 127 concepts translated into 14 Sino-Tibetan var-
ieties, including Old Tibetan and Old Chinese. All of 
our cognacy judgements are available to view online 
(https://edictor.org/edictor.html?file=tibetic-combined.
tsv) or in the Supplementary data.

Filtering
Obvious borrowings from languages outside the 
sample and minor phonetic variants were removed 
(e.g. the word for NAME was borrowed from Chinese 
in several languages). Sagart et al. removed concepts 
that are likely to contain compounds (NOON and 

Figure 3. Morpheme kaɹ in Gyalsumdo, recurring in the words for ‘moon’, ‘star’, and ‘white’, pointing to a common motivation 
underlying the terms. Each row shows an individual lexical item. Forms and tokens are in IPA and are coloured by sound class according 
to the EDICTOR scheme (e.g. vowels are red). The morphemes column shows a gloss for each morpheme. The COGIDS column shows 
an ID for the cognate set at the morpheme level and the COGID shows the ID for the cognate set at the lexical level. Superscript 
numbers show the frequency of those cognate sets.

Figure 4. Changes to Sagart et al.’s cognate sets for the concept ‘TREE’, in the same format as Fig. 3. The column labelled ‘OLD’ shows 
Sagart et al.’s cognate set ID where it differs from the current data. The current cognate set IDs are shown in the column labelled 
‘NEW’.
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FIREWOOD, see Sagart et al. SI p. 15), but this is 
not necessary in our coding because morphemes were 
coded separately.

Finally, 15 concepts were excluded because they 
did not have any variation in cognacy. At least 96% 
of concepts were represented in all languages (mean 
coverage = 99%). Sagart et al. excluded concepts if 
there were variants for less than 85% of languages in 
the sample. All concepts in the sample met this criteria 
except for 2 which had variants for only 11 out of 14 
languages. However, these were kept in the sample 
since this is just one language under the threshold, and 
in one case the missing language was the outgroup. The 
final sample used in the Bayesian estimation consisted 
of 458 cognate sets in 117 concepts with (between 2 
and 13 cognate sets per concept, mean of 3.9 sets per 
concept).

A neighbour net representing the distances between 
languages was calculated using the average normalized 
hamming distance between cognate codes for each 
language.

Phylogenetics
To analyse the historical relationships between lan-
guages, we used Bayesian phylogenetics. This is a pro-
cess that aims to estimate a set of binary branching 
trees that explain the patterning of cognates within 
the existing languages. This is described in more detail 
elsewhere (e.g. Hoffman et al. 2021). Phylogenies were 
estimated using BEAST 2.7.5 (Bouckaert et al. 2019). 
The cognate data were converted to binary sites (each 
row representing a language and each column repre-
senting the presence or absence of a particular cognate 
set) in order to be used in the phylogenetic inference. 
Concepts were partitioned individually and ascertain-
ment correction was added to each partition. To aid 
computation, it is typical to assume that all partitions 
follow the same evolutionary dynamics. However, 
Greenhill and Hoffman (2019, see Barido-Sottani and 
et al. 2018) note that it is reasonable to assume that 
concepts with larger variations in cognates may evolve 
at faster rates. Accordingly, we tested three site model 
configurations: (1) a single site model for all concepts, 
(2) two models (2–3 cognates—around 60% of the 
data—and 5 + cognates), and (3) three models (2–3 
cognates, 4–6 cognates, 7+ cognates).

This analysis used a binary covarion model, which 
is typically used to model cognate date (Hoffman et 
al. 2021). We tested a strict clock and optimized un-
correlated relaxed clock with a log-normal distribution 
(Drummond et al. 2006), using a Fossilized Birth–
Death model for tree generation (Heath et al. 2014). 
This model requires assumptions about the propor-
tion of languages in the family that we have sampled. 
Glottolog lists Central Tibetan as having sixteen main 

varieties, but we are sampling some doculects classed 
as dialects. So we estimate there are between twenty 
and thirty varieties at a similar level to our doculects 
that we could have collected data for. We are sam-
pling twelve of these, which suggests between eight 
and eighteen unsampled (40%–60%). So we used a 
beta distribution with a = 8, b = 12. The clock rate and 
bcov_alpha priors were set as uniform between 0 and 
100.

The fossilization configuration allows us to distin-
guish present-day languages from extinct languages 
This prevents the model from assuming that the branch 
lengths for extinct languages extend to the present day 
and therefore skews the estimate of rates of change. 
Accordingly, the tip dates for Old Chinese and Old 
Tibetan were fossilized at 2,500 years before the pre-
sent and 1,200 years before the present, respectively 
(see Sagart et al.).

Priors for the date of the root of our tree were 
taken from Sagart et al’.s final phylogenetic tree for 
the most recent common ancestor of the languages in 
our analysis (normal distribution with mean = 7,184 
years BP, sigma = 500 years, 95% confidence inter-
vals = [6200,8160]). A monophyletic prior was 
placed on all Tibetan languages to ensure that Old 
Chinese would remain an outgroup, with a relatively 
uninformative uniform prior between 0 and 13,000 
years.

The phylogenetic process was run for 20,000,000 
iterations. Tracer (Rambaut et al. 2018) was used to 
investigate the convergence and set a burn-in rate. The 
remaining iterations were resampled to provide a final 
distribution of 18,000 trees. TreeAnnotator (Helfrich 
et al. 2018) was used to identify the MCCT using me-
dian heights (common ancestor heights are not pos-
sible due to the inclusion of fossilized taxa).

Results
Fig. 5 shows a neighbour net for the average of the 
hamming distances for all concepts, excluding Old 
Tibetan and Old Chinese. This mirrors some struc-
ture of the Glottolog tree. For example, the main split 
is between the four languages from Sagart et al. and 
the eight languages based in Nepal. The latter shows 
three main groups: (1) Sherpa and Jirel, (2) Kagate and 
Yolmo, and (3) Nubri and Gyalsumdo. The relations 
between Tsum and Lowa are less clear. There is also 
considerable conflicting signal, suggesting that dif-
ferent concepts have different histories of inheritance 
between the languages.

A 10% burnin was applied to all traces. The model 
with the best posterior likelihood was the three-site 
relaxed clock model (see Appendix A1), and this was 
chosen as the main model. For this final model, all 
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clock and tree model ESS values were above 1,000 and 
the bcov and frequency values were above 300.

Fig. 6 shows the MCCT for the posterior sample of 
trees. This is the most representative single tree from 
the distribution. Initially, for simplicity, we describe the 
interpretation of this tree as if the languages diverged 
in a strictly binary-branching tree. Later, however, we 
analyse the full posterior sample of trees in order to 
identify the extent to which the data represents inherit-
ance compared to a mix of inheritance and borrowing 
and other areal effects.

Regarding the MCCT: the root is estimated at around 
6,000 years, which is lower than Sagart et al.’s estimate, 
but this is probably only because there are fewer lan-
guages in the current analysis. The final branch length 
of Old Tibetan is very short, but it is unlikely that this 
can be interpreted literally (that Old Tibetan went ex-
tinct immediately after its sister languages diverged 
from it). Rather, it indicates that the model is placing 
this split as recently as it can given that Old Tibetan 
is fossilized at 1,200 years. This might suggest that 

this fossilized date should be more recent (extending 
the Old Tibetan branch length), or that more data on 
missing languages is required to correctly estimate the 
amount of change in the Tibetic clade (pushing back 
the node that splits Old Tibetan from the rest of the 
Tibetic languages).

However, the relationships between existing languages 
are the focus of our investigation, not the root or fossil-
ized languages. As expected, Xiahe, Alike, Batang, and 
Lhasa diverge from the rest of the existing languages 
first. According to this, Xiahe and Alike diverged from 
the rest of the languages around 900 years ago, and the 
eight target languages diverged within the last 600 years.

There are clear relationships between the phylo-
genetic structure and geographic distances between 
languages. Using the great circle distances between 
the main populations of these languages (based on 
the hometown of the informants) and the cophenetic 
distances in the phylogenetic trees, the correlations 
between the two are positive and highly significant, 
based on the Mantel test (for MCCT: Mantel r = 0.85, 

Figure 5. Neighbour net for the languages based on cognate differences.
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P < .001) and congruence among distance matrices (for 
MCCT: Kendall’s W = 0.93, P < .001; for posterior 
tree distribution: mean W = 0.896, min W = 0.77, max 
P = .022, for details see Koile et al. 2022). This cor-
relation is on a similar scale to previous studies of the 
relationship between geography and linguistic diver-
gence (e.g. Kolie et al. 2022). However, future analyses 
could take into account travel distance rather than 
geographic distance, especially since the topography of 
Nepal is an important factor in contact.

Some of the splits in the MCCT tree have good sup-
port in the posterior sample. For example, all trees in 
the posterior sample split the eight target languages 
from the four languages from Sagart et al. However, 
there are some less certain structures, as evident in 
some nodes with low representation in the posterior 
sample, which point to possible conflicting signals. Fig. 
7 shows a ‘densitree’ that plots every tree in the pos-
terior sample on top of each other. There are two major 
points of uncertainty. The first point is the structure 
that joins the northern languages with the Tibetan lan-
guages. In about half of all trees, Batang splits first, 
and then Lhasa splits from the Tibetan languages (Fig. 
7 top left, for similar analyses, see King et al. 2024). 
In contrast, in about 43% of trees, Batang and Lhasa 

are on their own branch, and in a small proportion of 
trees, it is Lhasa that splits first.

The second major point of uncertainty is the position 
of Tsum in the Tibetan languages (Fig. 7 bottom left). 
Three topologies represent 58% of the tree distribution 
(a considerable proportion considering there are over 
130,000 possible binary trees). The topology is identical 
to the consensus tree in each of these three topologies 
except for the position of Tsum. Tsum is placed either 
with Yolmo and Kagate (relatively distant languages in 
the Southeast), with Nubri and Gyalsumdo (relatively 
near to the West), or with Nubri (its closest neighbour). 
These uncertainties suggest multiple sources of inherit-
ance for different concepts, which might have occurred 
through borrowing or contact, and are consistent with 
the conflicting signal shown in the Neighbour Net. To 
dig a little deeper into this uncertainty, Table 2 shows 
how cognate sets in Tsum are shared with the three other 
languages it is typically placed with. These reveal some 
interesting patterns. In general, there are many different 
patterns of sharing cognates, suggesting a complex his-
tory of relationships between the languages. Some of 
these have some obvious geographical explanations. 
For example, Tsum shares a cognate for WHEAT with 
Kagate, which is located 160 km to the Southeast in the 

Figure 6. The Maximum Clade Credibility Tree. Branch lengths are scaled to represent years since the present day, shown on the 
bottom axis. Numbers at nodes represent the percentage of trees in the posterior sample that include the given split. The insert shows 
the full tree with the most recent common ancestor with Old Chinese.
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10 D.N. Dhakal et al.

Tibetan district and grows the most wheat (USDA 2024). 
On the other hand, Tsum shares a cognate for BARLEY 
with Gyalsumdo, 85 km to the West, which is closer to 
the districts that grow the most barley (USDA 2024). 
These seem like clear candidates for areal effects.

The MCCT shares a lot of structure with the 
Glottolog tree (Fig. 8). For example, Glottolog lists 

Jirel and Sherpa as a monophyletic pair and 99% of 
trees in the Bayesian estimate were consistent with 
this, showing good agreement. There is similar support 
for Xiahe and Alike (100% of trees) and Kagate and 
Yolmo (99% of trees). Other common pairs are less 
frequently represented such as Nubri and Gyalsumdo 
(67%). Other parts of the Glottolog tree are less 

Figure 7. Left: Densitree of the posterior sample of trees, with the consensus tree overlaid as a solid line. The apparent vertical line for 
Old Tibetan is an artefact of this language being fossilized at 1,200 years. Top right: the distribution of topologies for the northern part of 
the tree. Bottom right: the topology of the target languages that is represented in 58% of the tree distribution, with the uncertainty of 
the location of Tsum represented.

Table 2. A table showing how cognates present in Tsum are present (green) or absent (red) in three other languages. For example, Tsum, 
Gyalsumdo, and Kagate have shared cognates for RIVER, but do not share cognates for RIVER in Nubri. Patterns where cognates are 
not present in Tsum are not shown.

Tsum Gyalsumdo Nubri Kagate CONCEPT

TRUE TRUE FALSE TRUE RIVER, MUD, MOSQUITO, FATHER, GOOD, WHERE, THAT, HAIL

TRUE TRUE TRUE FALSE EAR, FRUIT, HOT, RIGHT, WE (INCLUSIVE), MIDDAY, HEAR, SMOKE

TRUE TRUE FALSE FALSE BARLEY, COME

TRUE FALSE TRUE TRUE HOUSE, WOMAN, THIS, GIVE, STICK

TRUE FALSE FALSE TRUE SKIN, WHEAT, WIFE, WALK, RUN, THROW

TRUE FALSE TRUE FALSE WET, ALL, FAECES
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supported by the data. For example, only 3% of the 
Bayesian trees included Kagate, Yolmo, Tsum, Nubri, 
and Gyalsumdo as an exclusive clade. The major dif-
ference is that the Bayesian tree suggests some reso-
lutions to the polytomies in the Glottolog tree. The 
Bayesian tree has a high confidence that Lowa splits 
before the rest of the target languages, but as discussed 
above there is less certainty about the position of Tsum.

The structure of this study’s tree is compatible with 
Sagart et al.’s tree, which is not surprising given this 
was the source of some of the data. Fig. 9 compares the 
branch lengths of the two trees, showing that the cur-
rent tree has a more recent time for the split between 
Xiahe and Alike and an older time for the other two 
splits. The differences may be attributed to the slightly 
different subset of concepts analysed, but these are the 
median node ages, and the 95% HPDs for each node 
overlap between the two trees, suggesting that the dif-
ferences may not be significant.

Fig. 10 compares the common parts of M. Zhang 
et al.’s tree, Z. Zhang et al.’s tree, and the MCCT tree 
from the current study. The two previous trees suggest 
that the Southwest Tibetic languages diverged before 
the northern languages, whereas the current tree sug-
gests the opposite. In terms of dates, the current tree’s 
common ancestor of Southwestern Tibetic and North-
Eastern Tibetic is similar to H. Zhang et al.’s tree, but 
is shallower than M. Zhang et al.’s study. While esti-
mates of time depths can be affected by the amount 
of data (more data = more variation = longer time 
depth), this is an unlikely explanation for this differ-
ence since H. Zhang’s tree has the most languages.

Conclusion
In this project, we collected lexical data from eight lan-
guages, used digital tools to identify cognates, and le-
veraged previous resources to estimate a phylogenetic 
tree of relations between them. The results suggest that 
the languages diverged within the last 600 years, and 
the overall structure of the tree shows good agreement 
with previous linguistic classification. There are now 

Figure 8. Comparison between the structures of the Glottolog tree (left) and Bayesian tree (right). Branch lengths on the left are not 
meaningful. Colours mark matching sub-clades for ease of comparison.

Figure 9. Comparison between the overlapping parts of the tree 
by Sagart et al. (dark green) and the current tree (light red). The 
transparent red bars show the 95% Height Posterior Density for 
each node of the current tree. Both have Old Tibetan fossilized at 
around 1,200 years.
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several different phylogenetic analyses of Sino-Tibetan. 
One of the central disagreements is the placement of 
Southwestern Tibetic in the divergence from other 
branches of Tibetic languages. The MCCT estimated 
in this study agrees more with the tree from Glottolog 
and Sagart et al. (placing the divergence more recently), 
rather than the tree from M. Zhang et al. or H. Zhang 
et al. In fact, the Glottolog tree and the current MCCT 
tree suggest a linguistic inheritance from North to 
South, whereas the other two trees suggest a linguistic 
inheritance from South to North. However, more work 
needs to be done to support this geographic interpret-
ation. For example, the placement of Central Tibetan, 
Southwestern Tibetan and Kham-Hor clades is not 
well resolved in the posterior distribution of this study, 
suggesting that further data collection and modelling 
are required to resolve this question. The source of the 
uncertainty is the amount of conflicting signals in the 
data, suggesting that different concepts have different 
patterns of inheritance. This is likely due to language 
contact, and indeed there are known complex contact 
dynamics in this region (see Hildebrandt et al. 2023).

Further work still is required to relate this linguistic 
inheritance to population movement and wider history. 
Indeed, the history of languages in Nepal provides the crit-
ical evidence that differentiates various theories of popu-
lation movement in Sino-Tibetan: Van Driem (2005) and 
LaPolla (2001) suggest population movement from North 
West to South East Nepal, Blench (2009) suggests move-
ment from South of Nepal to the North, and the recent 

Bayesian phylogenetic trees suggest movement from South 
East to North West Nepal. Therefore, obtaining more data 
on the wide variety of languages in Nepal is critical to 
making progress on these debates (see King et al. 2024 
for a similar approach to sampling Philippine languages 
to clarify Malayo-Polynesian history).

However, the current results also point to a more 
complex historical relationship between the languages 
than simple binary branching varieties. The partial cognate 
coding at the morpheme level was critical for identifying 
cognates. It also had a considerable influence on the final 
cognate coding. Compared to our initial (non-partial) 
cognate coding, 37% of concepts had some change with 
a total of 70 splits and mergers, and the MCCT had a 
slightly different topology and less overall posterior sup-
port. It may be the case that other Sino-Tibetan analyses 
could benefit from this more detailed approach. More 
generally, rather than trying to reach further back in time 
and wider in geographic scope, it may be more inform-
ative, and more sustainable, to concentrate on collecting 
and compiling linguistic data on sampling families in more 
depth. In this way, we hope that small-scale projects like 
this one can engage with the cutting edge of the field and 
contribute to the wider picture of linguistic history.

Supplementary Data
Supplementary data is available at Journal of Language 
Evolution Journal online.

Figure 10. Comparisons between common languages from M. Zhang et al.’s tree (top), H. Zhang et al.’s tree (bottom) and the current 
Bayesian tree. Numbers indicate years before present. Colours mark matching sub-clades for ease of comparison.
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