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A B S T R A C T

In search of a sustainable and green economy, many initiatives have been undertaken to promote clean energy
and enhance local flexibility. Residential flexibility, achieved through home appliances capable of adjusting their
consumption profiles, offers a feasible solution for operators to address challenges such as congestion and
balancing in distribution systems. This paper considered an improved approach for aggregators to provide
flexibility in distribution systems. By leveraging load flexibility resources, the model facilitates the rescheduling
of real-time and shifting appliances to meet the demands of Balance Responsible Parties (BRPs) or Distribution
System Operators (DSOs). This study uses a number of approaches to solve the recommended model effectively
despite the problem’s inherent complexity. An extensive test case with twenty residential houses equipped with
seven types of appliances each is run in order to confirm and compare the optimization algorithms’ performance.
The results show that by rescheduling home appliance loads across 24 hours, the aggregator may effectively
accommodate flexibility requests from DSOs/BRPs while optimizing the expenses associated with user
compensation. To further improve the optimization process, this study uses a new Reinforced Learning Quantum
Inspired Grey Wolf Optimization (RLQIGWO). Through the integration of reinforcement learning and quantum
mechanics principles into the original grey wolf optimizer, RLQIGWO achieves better performance in load
balancing, resource utilization, and execution of tasks. The findings demonstrate that the proposed RLQIGWO
improves the efficacy and competence of flexibility options in distribution networks, paving the way to a more
adaptable and strong energy management strategy.

1. Introduction

The environmental crisis has increased the European Union’s
concern about the significant impact of the energy sector on the envi-
ronment. The EU has launched a number of initiatives targeted at pro-
moting energy sustainability in order to address issues (Mata et al.,
2020). These strategies centre on encouraging clean energy sources,
including renewable energy, and making use of local flexibility to shift
the economy toward one that is more environmentally friendly,
low-carbon, and sustainable. The development of a smart grid, which

promises major advantages, including effective energy management and
the seamless integration of renewable energy sources, is key to this shift
(Haider et al., 2016; de Lavoreille et al., 2022). But these developments
also present new difficulties for grid management and operation, espe-
cially in distribution networks. The complexity of controlling energy
distribution and consumption in smart grids calls for advanced ap-
proaches. Deploying enhanced communication capabilities is essential
for Demand-Side Management (DSM) and Demand Response (DR) plans
to be implemented successfully (Luo et al., 2022; Paterakis et al., 2015;
Palensky and Dietrich, 2011). These solutions take advantage of home
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appliances’ flexibility to allow end users to actively assist in fixing dis-
tribution network issues. Energy flexibility is a key component of the
energy market strategy and is described as the ability to change load
profiles by shifting, lowering, or reducing consumption over different
periods (Azizi et al., 2021; Lu et al., 2022).

Future power systems are going to develop into much more flexible
systems that can constantly adjust their operating points to match var-
iations in generation and demand in real-time. In order to manage the
rapidly changing nature of future power systems, it is necessary to install
a variety of technical ancillary services, also known as flexibility ser-
vices, in response to this increased requirement for flexibility
(Golmohamadi et al., 2021; Brunner et al., 2020). Typically, flexibility
services are purchased to meet the needs for flexibility at the local and
systemic levels. Locally, flexibility services help distribution system
operators (DSOs) make their electrical distribution networks more
flexible (Chinde et al., 2021). DSOs can more effectively control local
grid efficiency and stability thanks to these services. These flexibility
services for DSOs and TSOs are sourced from flexible energy resources
(FERs) (Mugnini et al., 2019; Mekonnen et al., 2012; Kilkki et al., 2018).
At the moment, the majority of FERs utilized to provide flexibility ser-
vices across the system are conventional fuel-based generators. It is the
responsibility of these generators to provide a steady supply of power
and balance the system. In a similar vein, DSOs handle local flexibility
requirements by using conventional controllers and devices. However,
relying just on these traditional methods is not enough for power sys-
tems in the future, particularly considering the significant penetration of
renewable energy sources that are predicted (Luo et al., 2023;
Anvari-Moghaddam et al., 2015; Chen et al., 2018).

Renewable energy generation is intermittent, which adds another
layer of complexity and calls for more sophisticated and adaptable
flexibility solutions. New forms of FERs must be incorporated by both
DSOs and TSOs in order to meet future flexibility demands (Al Zahr
et al., 2022; Ghazvini et al., 2024). Distribution networks’ smart and
engaged home consumers offer a very attractive source of flexibility.
Flexible devices that can be regulated in accordance with system oper-
ators’ needs are a feature of these smart houses. Enhancing the flexibility
of the appliance allows home consumers to sell their flexibility to DSOs
and TSOs, thereby earning money in exchange for their flexible capac-
ities. System operators can optimize the flexibility of active residential
consumers connected to distribution systems through this dynamic
interaction (Finck et al., 2020). Including residential users in flexible
markets and integrating smart home technologies can make power
systems more resilient and capable of responding to fluctuations in
generation and demand in real-time. By increasing grid stability and
efficiency and enabling consumers to participate in the energy
ecosystem actively, this approach helps to create a more adaptable and
sustainable power system in the future (Asadi and Golmohamadi, 2022;
Bahmani et al., 2022).

A clearly defined set of procedures and active participation from all
parties are necessary for the effective running of these local energy
communities. Aggregators guarantee that these procedures are specified
precisely and followed, facilitating smooth transactive energy exchanges
(Sousa et al., 2018; Kiljander et al., 2019). This is the process of pur-
chasing and selling energy inside the local network in order to maximize
the use of available resources and take care of certain local limitations,
such as distributing the load more evenly or reducing congestion in the
distribution network. Aggregators are utilized in practice to enable
real-time monitoring and management of energy consumption by uti-
lizing smart grid infrastructure and advanced communication technol-
ogies. They can then react to real-time signals from DSOs and TSOs by
dynamically adjusting the aggregated load (Lezama et al., 2020; Elghi-
tani and Zhuang, 2018). When there is a large penetration of renewable
sources, this capability becomes especially important because the fluc-
tuation in generation calls for a flexible and responsive demand side. In
addition, aggregators are better equipped to handle home appliance
rescheduling when complex optimization algorithms are integrated into

the system. Exact control over flexible resources is made possible by
these algorithms, which guarantee that demands for flexibility are ful-
filled effectively and that participating consumers profit economically to
the fullest extent possible (Elghitani and Zhuang, 2018; Lezama et al.,
2017; Lipari et al., 2018). Aggregators harness distributed energy re-
sources’ full potential by enabling small customers to contribute to
system stability and efficiency actively and it fosters a low-carbon,
sustainable energy future in addition to supporting the integration of
renewable energy sources by offering a manageable buffer. Aggregators
enable a decentralized approach that improves the power system’s
resilience and adaptability by removing the need for conventional
centralized control techniques and establishing amore stable framework
for energy management (Lampropoulos et al., 2018; Bezmaslov et al.,
2022; Khajeh et al., 2022).

This work builds upon the paradigm first presented by Sousa et al.
(2018) by adding an aggregator similar to Lezama et al. (2020), that
oversees the community of Home Energy Management Systems (HEMS).
The aggregator’s job is to reschedule household appliances so that the
grid is more flexible. With the help of this improved model, aggregators
can provide DSOs and BRPs with customizable services that maximize
resource use in exchange for financial remuneration. This work utilizes a
sophisticated Grey Wolf Optimizer (GWO) called the Reinforced
Learning Quantum Inspired Grey Wolf Optimization (RLQIGWO) algo-
rithm due to the complex nature of the fundamental mathematical
formulation. The purpose of this algorithm is to quickly identify the best
solution for shifting home appliances around so that the next day is
flexible. The model’s ability to manage the complex and dynamic as-
pects of resource management and energy demand is improved by the
RLQIGWO algorithm, which offers a reliable solution for
next-generation energy systems. The main objective is to guarantee that
these requests are fulfilled effectively and to keep the expenses of paying
end users for their involvement to a minimum. The RLQIGWO algo-
rithm, which incorporates quantum computing concepts (Lampropoulos
et al., 2018; Bezmaslov et al., 2022) and reinforcement learning (Yin
et al., 2023; Hu and Yu, 2023; Sundar Ganesh et al., 2024) into the GWO
framework (Mirjalili et al., 2014; Premkumar et al., 2024), is presented
in this paper due to the complexity of the problem. By combining the
advantages of adaptive learning from reinforcement learning with the
exploration powers of quantum computing, this hybrid technique seeks
to improve the algorithm’s performance. A thorough case study with
twenty residential homes furnished with seven varieties of household
appliances is carried out to evaluate and contrast the effectiveness of the
evolutionary algorithms. The findings reveal that the aggregator can
successfully fulfil flexibility requests from DSOs/BRPs by rescheduling
home appliance loads over 24 hours while also optimizing the costs
connected with user compensation. Moreover, the incorporation of
RLQIGWO demonstrates superior performance in task execution,
resource utilization, and load balancing compared to existing algo-
rithms. The effective utilization of energy flexibility involves engaging
residential consumers to adjust their energy usage patterns in response
to signals from grid operators. By leveraging the flexibility of home
appliances, consumers can contribute to alleviating congestion,
balancing loads, and enhancing the overall resilience of distribution
networks. This approach not only helps in managing peak demand and
integrating renewable energy sources more effectively but also offers
economic benefits to consumers who participate in demand response
programs. The major contributions of this study are as follows.

• The model considered in this study integrates the flexibility of both
devices to increase/reduction of energy consumption by home ap-
pliances within the DSO/aggregator framework.

• The model accounts for comprehensive consumption profiles of ap-
pliances, capturing the specifics of both real-time and shifting
reduction/increase capabilities.

• Each appliance’s baseline profile includes precise details on duration
and start times, enhancing the accuracy of the flexibility provision.
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• The study employed the RLQIGWO algorithm to handle scalable
optimization challenges, extending its applicability to many appli-
ances and devices. The performance comparison is also made
considering other state-of-the-art algorithms.

• The study also introduced a compensation mechanism for shifting
devices based on an activation structure rather than the energy
managed, ensuring fair and efficient remuneration for flexibility
provision.

The paper is organized as follows: Section 2 provides a review of
existing energy management systems that utilize aggregators, situating
the proposed work within the current methods. Section 3 details the
problem description and presents the mathematical modelling that
supports the model considered in this study. Section 4 presents the
RLQIGWO algorithm as an effective tool for solving the considered
problem. Section 5 outlines the case study, which is based on real load
profiles of various home appliances and also presents and analyzes the
results of different case studies. Section 6 concludes with a summary of
the findings and suggestions for future research directions.

2. Related works

Numerous researches have examined how residential consumers and
intelligent homes can take part in the delivery of flexibility services in
the framework of residential flexibility. Many research investigations
have focused on using active residential consumers to provide local
flexibility. For instance, one study proposed a centralized control system
for smart home appliances aimed at delivering local flexibility services,
where the DSO sets dynamic tariffs and daily network tariffs to manage
distribution network congestion. However, this study did not address
the facility of the wider flexibility services (Fotouhi Ghazvini et al.,
2019). Additionally, the authors of (Lipari et al., 2018) examined the
provision of local services through aggregated commercial customers,
focusing primarily on the aggregation method and the interaction be-
tween the DSO and the aggregator rather than on the scheduling of
appliances and the flexible capacity potential of the customers. In
response to DSO demands for flexibility, an additional study presented a
real-time rescheduling approach for shiftable appliances. Evolutionary
algorithms were used to tackle the scheduling problem. However, the
operational limitations of many appliances were not taken into consid-
eration in this study, including household thermal comfort needs and
how these affect appliance operations (Lezama et al., 2020). In their
work (Olivella-Rosell et al., 2018), the authors outlined a market
framework that enables households to engage in local flexibility ser-
vices. While they provided a thorough model, they needed precise
mathematical representations of household equipment and their vari-
able functions. In addition, the authors of Monteiro et al. (2020) sug-
gested using flexible energy supplies to solve DSOs’ operating problems.
These studies, however, frequently need to pay more attention to the
thorough modelling of such adaptable energy sources.

Diverse aggregator representations have been explored in the liter-
ature to aggregate flexibility and energy for various objectives. Opti-
mization techniques are commonly employed in these studies. For
instance, the authors of Olivella-Rosell et al. (2018) and Roos et al.
(2014) introduced a load aggregator for energy consumer portfolios. In
order to reduce overall consumption costs, this aggregator gathers
flexibility from loads and storage using an optimizationmodel. Although
the model depicts each customer’s physical system, it does not take into
consideration moving loads of equipment or their complicated profiles.
The study suggests a potential 4% reduction in portfolio energy costs,
although the high costs and inefficiency of batteries remain a challenge.
For aggregators to increase their involvement in local and wholesale
energy markets, especially the day-ahead wholesale energy market, a
number of studies suggest the best bidding strategies. The authors of Di
Somma et al. (2019) and Wang et al. (2020) developed an optimization
model for aggregator participation in the day-ahead market, considering

demand flexibility. This model, based on a stochastic mixed-integer
linear programming (MILP) approach, accounts for uncertainties in
intermittent generation and market prices to determine optimal bidding
policies that maximize expected profits. Using an ising spin-based
model, the authors of Prieto-Castrillo et al. (2018) investigated con-
sumer demand flexibility in a regional power trading scenario. More
relationships at lower levels help all parties engaged, according to this
large-scale investigation that assessed the cumulative advantages for all
involved individuals and the overall aggregation profit, which rises with
the number of aggregators. The authors of Carreiro et al. (2015) pre-
sented the Energy Box Aggregator (EBAg), a mediator between
end-users and system operators (SO). EBAg coordinates large-scale
flexibility with installed devices, gathering demand-side flexibility
from clusters of end-users to meet system service requirements. By
adjusting power demand within a planning horizon, EBAg helps balance
load and supply, mitigate peaks, and manage the intermittent behaviour
of renewable sources. In order to reduce the difference in load flexibility
offered by each cluster and to maximize aggregator profits, the model
takes a multi-objective optimization approach, taking into account
payments to end-user groups and income from the SO. This method
provides an option to invest in reserve and peak generating capacity
while improving overall system efficiency (Essiet et al., 2019; Almeida
et al., 2024).

Several studies have examined the capability of smart homes to
provide flexibility using detailed mathematical representations of ap-
pliances. For instance, the authors (Gasca et al., 2022) projected two
approaches for controlling Thermostatically Controllable Loads (TCLs)
and computing their available flexibility. While this research utilized
mathematical models for TCL appliances, it did not assess the flexibility
potential of other types of flexible appliances. The authors of Jacobsen
et al. (2015) developed an ICT-based architecture for managing, fore-
casting, aggregating, and scheduling loads for numerous end-users. This
scalable infrastructure, centred around an aggregator, facilitates resi-
dential participation in DR programs. After validating the findings with
200,000 homes in a large-scale simulation, the study concluded that
end-user compensation plans that are suitable might result in a more
environmentally friendly and safe energy supply. The authors of Firoozi
et al. (2020) proposed the creation of local energy communities by
nearby residential customers in order to offer frequency restoration re-
serves as an across-the-system service, but this study focused solely on
electric vehicles and battery energy storage as shared flexible energy
resources. In another study, the authors of Patnam and Pindoriya (2021)
offered a comprehensive analysis of how smart houses can participate in
DR programs, either individually or in aggregate. However, the study
did not include individual mathematical models of household appli-
ances. Additionally, the authors of Hui et al. (2017) proposed the ag-
gregation of household air conditioners to play active roles in providing
operating reserves. Further, the authors of Paridari and Nordström
(2020) introduced a new method for forecasting the flexibility and
scheduling of their water heaters to deliver frequency suppression re-
serves for TSOs. The authors of Abapour et al. (2020) proposed a
competitive framework where DR aggregators offer their services to
network operators. The programme use Nash equilibrium to address the
challenge, resulting in a 7% rise in network operator revenues. It is
based on price elasticity and consumer benefit functions.

For EV flexibility aggregation for auxiliary services, the authors of
Wu et al. (2016) established a stochastic optimization model. A bi-level
problem is transformed into a MILP problem that can be solved using
programming methods with equilibrium constraints by this model,
which also includes conditional value at risk to quantify uncertainties in
the EV bidding process. The authors of Spinola et al. (2018) introduced
an approach using clustering techniques combined with metaheuristics
to aggregate distributed resources. This ensures the necessary resources
and energy amounts for every cluster for day-ahead operations. The
authors of Henriquez et al. (2018) presented an approach to find the
optimal process of a demand response aggregator in wholesale
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electricity markets. The model includes load curtailment and flexible
loads while accounting for market price uncertainties and balancing
requirements impacting aggregator activities. A market-based method
for aggregators was established by the authors of Olivella-Rosell et al.
(2018), who described the relationships between operational methods
and local market parties. The study suggests that such a local market
could delay grid upgrades, reduce energy costs, and increase grid
capacity.

This paper considered an aggregator positioned between the BRP/
DSO and customers, as similar to (Lezama et al., 2020). The role of this is
to collect flexibility from residential households to meet the DSO’s
flexibility needs with day-ahead planning. The following sections elab-
orate on the specific details and assumptions underlying this approach.

Problem Formulation
This section outlines the framework and key assumptions of the

proposed model. It also offers the mathematical structure of an opti-
mization model with the objective of reducing the aggregator’s expenses
related to flexibility provision.

2.1. Aggregator flexibility

The usage of current Home Energy Management Systems (HEMS) at
the end-user level to control appliances with shifting abilities in
response to aggregator demands for flexibility has been reported in
(Sousa et al., 2018). The HEMS optimized the shifting times of various
appliances and rescheduled them to exploit financial returns for the
flexibility provided. The model considered in this study is illustrated in
Fig. 1, and the selected model is described as follows (Basit et al., 2017;
Lezama et al., 2019):

• The focus shifts to the aggregator’s role in managing HEMS with
different DR-capable devices.

• Two types of DR devices are considered: those whose consumption
can be shifted to different periods and those with real-time control
capabilities.

• The aggregator is equipped to respond to flexibility requests from a
DSO or a BRP, which provide monetary compensation for each
power unit of flexibility provisioned.

• The aggregator uses a flexibility management system to reschedule
appliances to align closely with the flexibility curve required by the
DSO. End-users can register their devices for flexibility provision and
configure preferences such as allowed shiftable times, expected

remuneration for flexibility activation, and prioritization of devices
for activation.

• The necessary infrastructure, including smart metering systems,
communication lines, and HEMS, is assumed to be in place.

• Both the DSO/BRP and the aggregator have access to baseline power
consumption forecasts provided by a third party, representing
normal consumption if no DR is activated.

2.2. Formulation of optimization model

By compensating households that take part in the DR programme
according to their preferences and modifications to their baseline con-
sumption profiles, the aggregator seeks to match a flexibility request
from the DSO or BRP. The problem considered in this study is formu-
lated as a Mixed-Integer Non-Linear Programming (MINLP) problem, as
discussed in (Lezama et al., 2020).

Let denote the following parameters. Set A: A = {1,…,NI} as the
collection of all appliances with the ability to shift their operating times
and Set B: B = {1,…,NJ} as the collection of all appliances capable of
reducing their power consumption, recorded in the aggregator’s Energy
Management System (EMS). The appliance’s characteristics are dis-
cussed as follows. (i) Shifting Capabilities: Each appliance iwith shifting
capabilities is defined by the tuple: Ai = [tstart(i),O(i), pA(i, k) ] ∈ A,
where tstart(i) is the baseline start time for the device i,O(i) represents the
duration of the operation for appliance i, and pA(i, k) denotes the power
profile of appliance i during the interval k = {1,…,O(i)}; (ii) Real-time
Control Capabilities: Each appliance jwith real-time control capabilities
is defined by the tuple: [Bj = [pB(j), Intstart(j, t) ] ∈ B], where pB(j) is the
maximum power consumption of appliance j and Intstart(j, t) is the
baseline intensity of appliance j at time t.

It is possible for users to customize their settings using the HEMS
interface. The user-defined tuple for appliances that have shifting ca-
pabilities is as follows:

PrefA(i) = [tallow(i),Dallow(i),CA(i) ] (1)

where tallow(i) is the earliest permissible start time for device i, Dallow(i) is
the duration for which the aggregator can control the device i, and CA(i)
is the expected remuneration in EUR for shifting the operation of
appliance i within the permissible window. Given such parameters, the
constraints for shifting appliances of Set A are defined as follows:

tallow(i) ≤ tnew(i) ≤ tallow(i)+Dallow(i) (2)

Fig. 1. Model considered in this study.

M. Premkumar et al. Energy Reports 12 (2024) 4696–4716 

4699 



where tnew(i) is the new starting time for appliance i. For appliances with
reduction capabilities, the user-defined tuple is:

PrefB(j) = [tallow(j),Dallow(j), Imin(j), Imax(j),CB(j) ] (3)

where: tallow(j) and Dallow(j) define the allowed periods for intensity
modifications, Imin(j) and Imax(j) are the minimum and maximum
permissible intensity adjustments for appliance j, and CB(j) is the
remuneration expected in EUR/kWh for the power increase or reduction
within the allowed window. The constraints for modifying the power
profiles of appliances of Set B are as follows.

Imin(j) ≤ Intnew(j) ≤ Imax(j) (4)

Intnew(j,t) =

{
Intnew(j,t) iftallow(j) ≤ t ≤ tallow(j) + Dallow(j)
Intstart(j,t) otherwise (5)

where Intnew(j,t) is a variable within the range [0,1] for each t ∈ NT,
representing the percentage modification of the baseline profile. The
flexibility provided by the aggregator, Fagg(t) is defined as the difference
between the baseline consumption profile and the new scheduled pro-
file:

Fagg(t) = Pbase(t) − Pflex(t) (6)

where: Pbase(t) is the baseline consumption profile and Pflex(t) is the
resulting consumption profile after rescheduling appliances. Remember
that an impartial third party should establish the baseline profile and
should indicate the anticipated power usage in the event that there are
no changes or rescheduling. In order for the aggregator to calculate the
flexibility provided, it is assumed that it has access to each household’s
baseline consumption data. The following equations capture the base-
line profile of all devices.

Pbase(t) =
∑NI

i=1
Abase(i, t)+

∑NJ

j=1
Bbase(j, t) (7)

Eq. (7) represents the total power consumption at any given time t,
combining the power usage of all devices with shifting abilities (set A)
and reduction abilities (set B).

Abase(i,t) =

{
pA(i,t− tstart(i)+1) iftstart(i) ≤ t ≤ tstart(i) + Ot(i) − 1

0 otherwise (8)

Eq. (8) defines the power consumption profile Abase(i,t) of an appliance
i with shifting capabilities at time t. The function tstart(i) indicates the
baseline start time of the appliance andOt(i) represents the duration of its
operation. For example, if a washing machine starts its baseline process
at tstart(i) = 5 (1:00 am) and runs for O(i) = 7 periods (105 minutes), it
consumes power pA(i, t) during this interval.

Bbase(j, t) = pB(j)⋅Intstart(j, t) (9)

Eq. (9) defines the power consumption profile Bbase(j, t) of an appli-
ance j with reduction capabilities at time t. The term pB(j) is the
maximum power of device j, and Intstart(j, t) is the baseline power of the
device at time t, which ranges between 0 and 1, presenting the con-
sumption in percentage.

The aggregator is responsible for determining the new starting pe-
riods tnew(i) for shifting devices and new powers Intnew(j, t) for reduction
devices. The new consumption profile is defined as follows:

Pflex(t) =
∑NI

i=1
Aflex(i, t)+

∑NJ

j=1
Bflex(j, t) (10)

Eq. (10) represents the total power consumption at any given time t,
after the aggregator has optimized the starting times and intensities of
the appliances.

Aflex(i,t) =

{
pA(i,t− tnew(i)+1) iftnew(i) ≤ t ≤ tnew(i) + Ot(i) − 1

0 otherwise (11)

Eq. (11) describes the power consumption profile Aflex(i,t) of an
appliance i with shifting capabilities at time t after rescheduling. Here,
tnew(i) is the new starting time optimized by the aggregator.

Bflex(j, t) = pB(j)⋅Intnew(j, t) (12)

Eq. (12) describes the power consumption profile Bflex(j, t) of an
appliance j with reduction capabilities at time t after the aggregator has
determined the new intensity Intnew(j, t). Therefore, the input parameters
and decision variables are summarized as follows. (i) Input Parameters:
tstart(i),O(i), pA(i, t), pB(j), and Intstart(j, t); (ii) Decision Variables: tnew(i)
and Intnew(j, t).

The objective function is the minimization of the total compensation
provided to families plus a penalty for any discrepancy in the flexibility
obtained by the DSO/BRP in order to maximize the aggregator’s prof-
itability. The objective function is represented as follows:

Minimizef =

(
∑NI

i=1
RemA(i)+

∑NJ

j=1
RemB(j)

)

+CDSO⋅Fmatch (13)

The remuneration paid to households for shifting the operation of
appliance i is defined as:

RemA(i) =

{
CA(i) iftstart(i) ∕= tnew(i)
0 otherwise (14)

where: CA(i) is a flat payment in EUR given to the household for shifting
the operation of appliance i. This payment is made regardless of the
number of periods the appliance is shifted. The remuneration for
modifying the baseline profile of appliance j with reduction capabilities
is given by:

RemB(j) = CB(j)⋅
∑T

t=1

⃒
⃒Bbase(j, t) − Bflex(j, t)

⃒
⃒ (15)

where: CB(j) is the compensation in EUR per kWh, Bbase(j, t) denotes the
baseline power consumption and Bflex(j, t) is the adjusted power con-
sumption at time t. The penalty for the mismatch between the flexibility
provided by the aggregator

(
Fagg(t)

)
and the flexibility procured by the

DSO (FDSO(t) ) is calculated as follows.

Fmatch =
∑T

t=1

⃒
⃒Fagg(t) − FDSO(t)

⃒
⃒ (16)

where: CDSO is the penalty rate in EUR per kWh for any discrepancy in
each period t. By minimizing the total compensation paid to homes and
the penalties incurred because of flexibility mismatches, the objective
function makes sure that the aggregator maximizes overall revenues.
The selected model in this study takes into account all fines and in-
centives required for properly running the DR program.

3. Reinforced learning quantum inspired grey wolf optimization
algorithm

Inspired by the social structure and hunting habits of grey wolves,
the GWO is a well-known metaheuristic algorithm (Mirjalili et al.,
2014). Despite its effectiveness, GWO occasionally experiences early
convergence and a lack of diversity in the search field. In order to
overcome the drawbacks of GWO, the RLQIGWO method combines
quantum-inspired techniques to improve exploration capabilities with
reinforced learning to update search agents’ placements adaptively.

3.1. Grey Wolf Optimizer (GWO)

The GWO algorithm mimics the leadership hierarchy and hunting
strategy of grey wolves in nature (Mirjalili et al., 2014). The hierarchy is
divided into four levels: (i) Alpha (α) wolves are the leaders whose so-
lution is represented as the best solution; (ii) Beta (β) wolves are the
second-best solution, assisting the alpha wolves; (iii) Delta (δ) wolves
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are the third-best solutions, subordinate to alpha and beta wolves; (iv)
Omega (ω) wolves are the remaining wolves, following the others.

Wolves encircle prey using the following equations:

D =
⃒
⃒C⋅Xp − X

⃒
⃒ (17)

X(t+1) = Xp − A⋅D (18)

where Xp is the position vector of the prey, X is the position vector of a

grey wolf, and A and C are coefficient vectors.
The hunting behaviour is guided by the alpha, beta, and delta

wolves, which are considered to have better knowledge about the po-
tential location of the prey. The positions are updated as follows:

X1 = Xα − A1⋅|C1⋅Xα − X| (19)

X2 = Xβ − A2⋅
⃒
⃒C2⋅Xβ − X

⃒
⃒ (20)

X3 = Xδ − A3⋅|C3⋅Xδ − X| (21)

X(t+1) =
X1 + X2 + X3

3
(22)

3.2. Reinforced-learning-based position update

The purpose of Reinforcement Learning (RL) in the proposed algo-
rithm is to help in adapting the search agent’s positions based on past
experiences and the received feedback (fitness values) (Hu and Yu,
2023; Mazyavkina et al., 2021). In Q-learning, the agent maintains a
Q-table that stores Q-values for state-action pairs. In the RLQIGWO, the
state is represented by the current position of the wolf, and the action is
the movement to a new position. The Q-value update rule is given by:

Q(s, a)←Q(s, a)+ α
[

r+ γmax
aʹ

Q(ś , aʹ) − Q(s, a)
]

(23)

where: Q(s, a) is the Q-value for state s and action a, α is the learning rate
(how much new information overrides old information), r is the reward
received after taking action a from state s (in RLQIGWO, the fitness
value), γ is the discount factor (importance of future rewards), maxaʹQ(ś ,
aʹ) is the maximum Q-value for the next state ś . In the RLQIGWO al-
gorithm, the positions are updated based on the Q-table as follows:

Q = 0 (Q table initialization) (24)
The Q table values are updated as follows.

Q(i, j)←Q(i, j)+ α(f(i) − Q(i, j) ) (25)

where: Q(i, j) is the Q-value for the jth dimension of the ith search agent,
and f(i) is the fitness value of the ith search agent. Finally, the wolf po-
sition is updated as follows.

X(i, j)←X(i, j)+Q(i, j) (26)

where: X(i, j) is the position of the jth dimension of the ith search agent.
The pseudocode for the reinforced-learning-based position update is
provided in Algorithm 1.

Algorithm 1. : Pseudocode for the Reinforced-Learning-Based Posi-
tion Update

3.3. Quantum-inspired based position update

The quantum-inspired update enhances the GWO by addressing
some of the limitations of the classical GWO, such as premature
convergence and insufficient exploration of the search space (Gu and
Zhou, 2019; Nie et al., 2017; Wang et al., 2012). The quantum super-
position technique and the addition of random angles guarantee that the
search agents cover a larger portion of the search space. By doing so, it
becomes easier to find superior global solutions and avoid local optima.
The best solutions (alpha, beta, and delta) have varying effects on each
search agent’s position through the use of quantum-inspired updates.
When these factors are combined using the sine and cosine functions, the
population becomes more diverse and variable, allowing for a deeper
examination. Quantum tunnelling, simulated through the
quantum-inspired position updates, allows search agents to escape local
optima. The property of quantum tunnelling is crucial in ensuring that
the algorithm does not get stuck in suboptimal solutions and can
continue to search for the global optimum. The quantum-inspired
mechanism balances exploration and exploitation by adjusting posi-
tions based on the best wolves and a random quantum component.

Quantum mechanics is a fundamental theory in physics that de-
scribes the physical properties of nature at the scale of atoms and sub-
atomic particles. Quantum mechanics introduces several key concepts
that differ significantly from classical mechanics. The principles of
quantum mechanics relevant to optimization algorithms include su-
perposition, entanglement, and quantum state representation. The
principle of superposition states that a quantum system can exist in
multiple states simultaneously. In contrast to classical bits, which can be
either 0 or 1, quantum bits (qubits) can be in a state that is a linear
combination of both 0 and 1:

|ψ〉 = α|0〉+ β|1〉 (27)

where |α|2 + |β|2 = 1. A quantum state can be represented as a proba-
bility amplitude, and measurements collapse the state into one of the
basis states with a certain probability. Entanglement is a phenomenon
where the quantum states of two or more objects are interconnected,
such that the state of one object cannot be described independently of
the state of the other objects, even when a large distance separates the

Initialize Q-table Q with zeros 
Set learning rate 
For each search agent : 

For each dimension : 
        Evaluate fitness 
        Update Q-value: 

        Update position based on Q-value: 

        Boundary checking: 
            If , then 
            If , then 
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objects. Quantum tunnelling allows particles to pass through potential
barriers that they would not be able to cross, according to classical
mechanics. This property helps in escaping local minima in optimization
problems.

The quantum-inspired update leverages the principle of super-
position to enhance the diversity and exploration capabilities of the
search process in optimization. The new position is influenced by the
positions of the best solutions (alpha, beta, and delta wolves in GWO)
and a random component representing the quantum superposition. Each
search agent’s position is considered a quantum state influenced by the

alpha, beta, and delta positions. A random angle θ is introduced to
simulate quantum superposition:

θ = 2π⋅rand (28)

where: rand generates a random number in the range [0, 1]. The new
position is computed as a linear combination of the influences of the
alpha, beta, and delta wolves, weighted by sine and cosine functions to
introduce diversity:

r = |sin(θ)⋅X1 + cos(θ)⋅X2 +X3 | (29)

where: X1,X2,X3 are the positions influenced by the alpha, beta, and

delta wolves, respectively. The calculated position is scaled to fit within
the problem’s boundaries:

Xʹ(i, j) = r⋅(ub(j) − lb(j) )+ lb(j) (30)

where: ub(j) and lb(j) are the upper and lower bounds of the jth dimen-
sion, respectively, and Xʹ(i, j) is the new position of the jth dimension of
the ith search agent. The pseudocode for the reinforced-learning-based
position update is provided in Algorithm 2.

Algorithm 2. : Pseudocode for the Quantum-Inspired Position Update

The proposed RLQIGWO algorithm is a new optimization algorithm
that combines the social hierarchy and hunting behaviour of grey wolves
(GWO) with RL and quantum-inspired mechanisms. This combination
enhances the exploration and exploitation capabilities of the algorithm,
making it more efficient at solving complex optimization problems. In
the RLQIGWO algorithm, both RL-based position updates and quantum-
inspired position updates are combined to enhance the search process.
The steps are as follows.

• Calculate the fitness of each search agent.
• Update the positions of the alpha, beta, and delta wolves based on
their fitness.

For each search agent : 
For each dimension : 

        Generate a random angle  in the range 
        Calculate the quantum-inspired position: 

| ( ) ( ) ( ) ( ) ( )|
        Scale the position to the problem boundaries: 

( ) ( ) ( ) ( )
        Boundary checking: 
            If ), then )
            If ), then )

Fig. 2. Flowchart of the proposed RLQIGWO.

M. Premkumar et al. Energy Reports 12 (2024) 4696–4716 

4702 



• Calculate random angle θ, compute new position r using super-
position and scale the new position to problem boundaries.

• Update Q-values using the fitness values and adjust the positions
based on Q-values.

• Ensure the positions remain within the specified boundaries.
• Return the best fitness and position.

The pseudocode of the proposed RLQIGWO algorithm is provided in
Algorithm 3. The flowchart of the proposed RLQIGWO algorithm is
shown in Fig. 2.

Algorithm 3. : Pseudocode for the Proposed RLQIGWO Algorithm

The RLQIGWO algorithm effectively combines the strengths of GWO,
reinforcement learning, and quantum-inspired mechanisms. This new
approach enhances the exploration and exploitation capabilities of the
optimizer, making it suitable for solving complex and high-dimensional
optimization problems. The adaptive learning and quantum-inspired
updates help in avoiding local optima and ensure a diverse search
space exploration, leading to more robust and efficient optimization
results.

3.4. Complexity

The time complexity of the RLQIGWO algorithm can be determined
by analyzing the operations performed during initialization and each
iteration of the main loop. The initialization phase has a time complexity
of O(N× dim) (dim denotes the problem dimension), the position up-
date for all search agents and dimensions is O(N× dim), and combining
all these steps, the time complexity for each iteration is
[O
(
N× Tf +N× dim

)
. Given that Tf is the dominant term, the overall

time complexity for T iterations is O
(
T× N× Tf +T× N× dim

)
]. The

storage requirements of the algorithm determine the space complexity.
The space complexity for the position storage is O(N× dim), leader
position storage isO(dim), Q-table storage is O(N× dim), and the fitness
value storage is O(N). The overall space complexity is
O(N× dim+dim+N+T).

4. Results and discussions

This section details the case study considered in this study, along
with the control parameter settings of the state-of-the-art algorithms,
and discusses the results obtained for different case studies, including
the benchmark problem analysis.

4.1. Results of benchmark problems

To validate the performance of the proposed algorithm, 5 traditional
CEC benchmark problems, i.e., F1-F5, are considered with the different
problem dimensions to check the scalability and adaptability of the

proposed algorithm. The functions F1-F5 are unimodal test functions
with variable problem dimensions. These functions are selected to
validate the scalability and adaptability of the proposed algorithm, and
mostly, these functions are used to assess the exploration ability of any
algorithms. The performance is compared with five other algorithms,
such as Quantum-Inspired Particle Swarm Optimization (QPSO)
(Agrawal et al., 2021), Oppositional Based Learning-Grey Wolf Opti-
mizer (OBLGWO) (Yu et al., 2021), Successful History-Based Adaptive
DE Variants with Linear Population Size Reduction (LSHADE)
(Mohamed et al., 2019), Reinforcement Learning-Artificial Bee Colony
(RLABC) algorithm (Cui et al., 2022), and the GWO. The parameter
settings of all algorithms for the benchmark problems are selected based
on the original version. The population size is selected as 30, and the
maximum iterations are selected as 500 for all algorithms.

The statistical results, such as the minimum (MIN), mean (MEAN),
maximum (MAX), standard deviation (STD)of the objective function
values, and Runtime (RT) are included in Table 1 for the 30, 100, and
500 problem dimensions. The outcomes recorded in Table 1 show that
for most of the benchmark functions, including different dimensions, the
proposed RLQIGWO is performing better. This statement is proved by
analyzing the MIN, MEAN, and STD values. All these values are
computed after 30 individual executions due to the stochastic nature of
all algorithms for a fair comparison. After careful observations, it is
noticed that the RLABC algorithm is also performing better for larger
dimensions. The proposed algorithm performs equally, and other algo-
rithms struggle to handle the large dimension problems. The

Initialize parameters: population size ( ), maximum iterations ( ), and learning rate ( ) 
Initialize random positions of search agents within bounds and their solutions 
Initialize Q-table  with zeros 
For each iteration from 1 to : 
    Evaluate fitness for each search agent 
    Update alpha, beta, and delta wolves based on fitness     

For each search agent : 
For each dimension : 

            Calculate , , and  and calculate distances 
            Update positions  using alpha, beta, and delta wolves 
            Quantum-Inspired Update: 

            Reinforced Learning Update: 

            Boundary checking: 
                If ), then )
                If ), then )
Return: Best score and best position.
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Table 1
Statistical analysis of benchmark problems for different problem dimensions.

Functions Dim Algorithm MIN MAX MEAN STD RT

F1 30 RLQIGWO 5.17E− 123 2.20E− 115 4.40E− 116 9.85E− 116 0.088
GWO 7.87E− 29 3.13E− 27 9.07E− 28 1.31E− 27 0.069
RLABC 8.95E− 107 2.39E− 97 4.77E− 98 1.07E− 97 0.109
OBLGWO 4.73E− 82 8.92E− 80 3.27E− 80 3.85E− 80 2.384
QPSO 5.88E+02 2.42E+03 1.43E+03 8.67E+02 0.156
LSHADE 3.39E− 42 1.41E− 40 3.62E− 41 5.89E− 41 0.416

F2 RLQIGWO 2.62E− 63 1.23E− 60 2.71E− 61 5.35E− 61 0.072
GWO 4.40E− 17 2.50E− 16 1.32E− 16 7.70E− 17 0.091
RLABC 1.67E− 56 3.75E− 52 8.82E− 53 1.61E− 52 0.081
OBLGWO 1.46E− 57 1.66E− 50 3.39E− 51 7.40E− 51 2.478
QPSO 1.96E+01 4.65E+01 2.99E+01 1.04E+01 0.172
LSHADE 1.08E− 24 1.04E− 23 3.46E− 24 3.91E− 24 0.325

F3 RLQIGWO 2.90E− 107 3.22E− 102 6.45E− 103 1.44E− 102 0.234
GWO 1.55E− 07 1.75E− 05 5.11E− 06 7.15E− 06 0.209
RLABC 2.87E− 97 1.95E− 80 3.89E− 81 8.70E− 81 0.291
OBLGWO 9.04E+03 5.66E+04 3.91E+04 2.01E+04 2.491
QPSO 1.39E+04 5.84E+04 3.58E+04 1.87E+04 0.194
LSHADE 2.01E− 13 3.86E− 10 9.21E− 11 1.66E− 10 0.359

F4 RLQIGWO 8.18E− 58 4.96E− 52 9.92E− 53 2.22E− 52 0.078
GWO 1.49E− 07 7.24E− 07 3.97E− 07 2.65E− 07 0.069
RLABC 9.28E− 55 1.44E− 47 2.87E− 48 6.43E− 48 0.088
OBLGWO 6.44E+00 6.99E+01 4.28E+01 2.65E+01 2.491
QPSO 4.57E+01 7.42E+01 6.48E+01 1.12E+01 0.178
LSHADE 1.16E− 11 4.58E− 10 1.96E− 10 2.05E− 10 0.425

F5 RLQIGWO 2.17E+01 2.31E+01 2.26E+01 6.56E− 01 0.091
GWO 2.62E+01 2.72E+01 2.68E+01 5.28E− 01 0.094
RLABC 1.22E− 03 3.09E− 02 1.61E− 02 1.23E− 02 0.144
OBLGWO 2.71E+01 2.81E+01 2.76E+01 4.18E− 01 2.509
QPSO 1.03E+05 5.02E+06 1.35E+06 2.06E+06 0.147
LSHADE 2.51E+01 2.55E+01 2.53E+01 1.38E− 01 0.394

F1 100 RLQIGWO 3.32E− 119 2.15E− 108 4.30E− 109 9.60E− 109 0.153
GWO 3.45E− 13 3.96E− 12 1.87E− 12 1.69E− 12 0.153
RLABC 3.70E− 109 3.46E− 94 6.95E− 95 1.55E− 94 0.193
OBLGWO 1.94E− 80 3.52E− 75 8.05E− 76 1.53E− 75 2.294
QPSO 1.07E+05 1.28E+05 1.16E+05 8.97E+03 0.269
LSHADE 4.18E− 30 2.19E− 28 5.13E− 29 9.36E− 29 0.463

F2 RLQIGWO 1.11E− 62 8.69E− 59 2.47E− 59 3.60E− 59 0.156
GWO 3.63E− 08 7.10E− 08 5.63E− 08 1.26E− 08 0.147
RLABC 4.78E− 57 8.63E− 47 1.73E− 47 3.86E− 47 0.194
OBLGWO 9.23E− 56 1.97E− 50 5.67E− 51 8.20E− 51 2.588
QPSO 2.91E+02 3.53E+02 3.27E+02 2.28E+01 0.313
LSHADE 7.41E− 18 1.55E− 17 1.11E− 17 3.09E− 18 0.397

F3 RLQIGWO 3.72E− 95 2.77E− 90 7.83E− 91 1.20E− 90 0.528
GWO 9.26E+01 4.59E+02 2.21E+02 1.39E+02 0.503
RLABC 6.13E− 85 1.41E− 59 3.48E− 60 6.11E− 60 0.716
OBLGWO 6.18E+05 1.11E+06 9.00E+05 2.17E+05 2.809
QPSO 2.10E+05 4.18E+05 2.67E+05 8.76E+04 0.663
LSHADE 1.32E− 01 1.42E+02 3.48E+01 6.14E+01 0.563

F4 RLQIGWO 5.87E− 53 3.83E− 50 9.23E− 51 1.64E− 50 0.166
GWO 3.51E− 01 1.73E+00 8.46E− 01 5.22E− 01 0.147
RLABC 8.51E− 55 3.32E− 47 6.65E− 48 1.49E− 47 0.250
OBLGWO 8.43E+00 9.68E+01 7.78E+01 3.88E+01 2.559
QPSO 8.80E+01 9.53E+01 9.26E+01 2.78E+00 0.316
LSHADE 3.26E− 05 1.87E− 02 3.91E− 03 8.26E− 03 0.350

F5 RLQIGWO 9.52E+01 9.81E+01 9.62E+01 1.18E+00 0.169
GWO 9.66E+01 9.78E+01 9.74E+01 5.31E− 01 0.169
RLABC 2.61E− 03 5.74E− 02 3.34E− 02 2.37E− 02 0.184
OBLGWO 9.80E+01 9.84E+01 9.82E+01 1.52E− 01 2.584
QPSO 1.58E+08 2.91E+08 2.54E+08 5.42E+07 0.288
LSHADE 9.57E+01 9.79E+01 9.64E+01 9.55E− 01 0.394

F1 500 RLQIGWO 5.86E− 115 1.47E− 106 5.28E− 107 5.76E− 107 0.544
GWO 1.40E− 03 1.71E− 03 1.56E− 03 1.20E− 04 0.519
RLABC 3.43E− 112 5.58E− 89 1.12E− 89 2.50E− 89 0.791
OBLGWO 7.19E− 78 1.10E− 70 2.43E− 71 4.79E− 71 2.788
QPSO 1.13E+06 1.26E+06 1.22E+06 5.20E+04 1.100
LSHADE 4.40E− 23 3.34E− 22 1.69E− 22 1.21E− 22 1.025

F2 RLQIGWO 2.72E− 58 3.09E− 55 1.08E− 55 1.49E− 55 0.575
GWO 1.05E− 02 1.59E− 02 1.34E− 02 1.97E− 03 0.503
RLABC 4.23E− 54 2.36E− 52 5.77E− 53 1.00E− 52 0.744
OBLGWO 1.32E− 54 6.60E− 48 1.42E− 48 2.90E− 48 2.828
QPSO 2.60E+137 2.37E+156 4.76E+155 6.55E+04 1.194
LSHADE 3.43E− 14 9.98E− 14 6.87E− 14 2.68E− 14 1.047

F3 RLQIGWO 9.53E− 87 2.16E− 77 4.37E− 78 9.62E− 78 2.369
GWO 1.94E+05 3.03E+05 2.44E+05 4.38E+04 2.319

(continued on next page)
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performance is also verified based on the computational time. For the
same, the RT values are recorded in Table 1. Based on the RT values, it is
obvious that the original GWO has less RT values. The RT values of the
proposed RLQIGWO are slightly greater than the original GWO but
lesser than other selected algorithms. Therefore, based on the statistical
metrics and RT values, it is clear that the proposed algorithm is superior
to the other selected algorithms. The superior performance of the pro-
posed algorithm is due to the fact that the proper balancing between the
exploration and exploitation using the reinforced learning and the
quantum principles. The results also proved that the proposed algorithm
is more adaptable and able to solve large-dimension problems due to
more scalability.

In order to visualize the convergence behaviour of all algorithms for
different problem dimensions, the convergence curves are plotted and
shown in Fig. 3. After careful observation of Fig. 3; it is noticed that the
proposed algorithm is performing better with faster convergence than
the other algorithms. Similarly, the convergence behaviour of RLABC is
also equally better than the proposed algorithm, especially when the
problem dimensions are high. Another variant of GWO, i.e., OBLGWO, is
performing well for low-dimension problems but has a poorer perfor-
mance than the original GWO when the problem dimensions are
increased. Excluding Function F5, the proposed algorithm shows better
performance for all functions of all dimensions.

The sensitivity of the proposed algorithm is validated by adjusting
the different learning rates. As per the earlier discussions, the proposed
algorithm has the learning rate as the algorithmic-specific parameters.
Therefore, the sensitivity analysis is made by adjusting the learning rate.
The learning rates are selected as 0.05, 0.1, 0.15, 0.2, and 0.25 by
keeping the maximum number of iterations as 500 and the population
size as 30. Three tests functions, such as F1, F2, and F3, are considered
with the problem dimensions of 30. The convergence graphs of all
functions with different learning rates are shown in Fig. 5. In addition,
the fitness values of all test functions with different learning rates are
recorded in Table 2.

By observing Table 2 and after careful observations, it is decided to
go with the learning rate of 0.05. There is less impact of the learning rate
on the convergence rate. The convergence speeds of different learning
rates are almost similar. There is a minor difference with respect to
fitness values. For real-world problems, it is often recommended to use a
lower learning rate to ensure stable convergence, even though it may
require slightly higher iterations and slightly increase the computational
burden.

4.2. Descriptions of the data and the case study

In this analysis, this paper suggests that the aggregator exercises
direct control over certain household devices registered by users
through voluntary flexibility contracts. These contracts allow users to

set preferences via their HEMS. Unlike the study by Sousa et al. (2018),
the study in this paper includes both shifting and real-time devices. The
key distinctions between these two types of appliances are highlighted
as follows (Basit et al., 2017): (i) Shifting appliances have a set con-
sumption schedule that can be shifted to a different time, either earlier
or later, typically incentivized by the aggregator and are highly suitable
for providing flexibility in energy management. For instance, dish-
washers, tumble dryers, and washing machines; (ii) Real-time appli-
ances allow for minor adjustments in their energy consumption during
operation, either increasing or decreasing their load and offer limited
flexibility, as changes depend on the immediate needs and priorities of
users. For instance, lighting, air conditioners, desktop computers, and
televisions.

This study examines households equipped with either shifting or
real-time devices. Specifically, the households include (i) Shifting de-
vices represented in Fig. 5, including washing machines, tumble dryers,
and dishwashers, and (ii) Real-time device consumption patterns
depicted in Fig. 6, including lighting, air conditioners, desktop com-
puters, and televisions. Characteristic consumption profiles and de-
scriptions of these devices are summarized by Stamminger (2009). The
authors of Curtis (2017) conducted a study on DR aggregators, revealing
that a minimum of 200 kW of DR is required for financial viability.
Based on the consumption profiles in this study, it is essential to
aggregate 20 households with like characteristics to meet this threshold.
To simulate this, this study has generated 20 profiles for every appliance
type by means of a stochastic function with a uniform distribution,
varying by 5 % around the typical profiles shown in Figs. 5 and 6.
Table 3 outlines the consumption patterns and types of devices
considered.

With 20 similar households, a total maximum consumption of about
217 kW is attained. The baseline profiles (i.e., the starting time tstart(i))
of devices Ai and Bj were created by distributing the appliances as fol-
lows: 10 % from periods 1–40 (00:00–10:00), 30 % from periods 41–56
(10:00–14:00), 10 % from periods 57–76 (14:00–19:00), and 50 % from
periods 77–88 (19:00–22:00). This distribution strategy aims to repli-
cate a typical daily energy consumption pattern. Fig. 7 displays the
resulting baseline pattern, represented by the vector Pbase(t). This vector
includes 96 power consumption values corresponding to the aggregated
energy use of all appliances over 24 hours in 15-minute intervals. From
Fig. 7, it is observed that the peak hours of consumption are recognized
between 10:00–14:00 and 19:00–23:00 hours.

To model user preferences for shifting devices, this study utilized a
randomized uniform function. This function generated permissible
operation windows ranging from 0 to 64 intervals (16 hours). The ex-
pected compensation was set to fluctuate by ±30 %, around 0.2 EUR,
simulating various levels of user participation. For real-time devices,
another stochastic uniform function was applied to determine allowable
power modifications. These ranged from 0 to 0.4, translating to up to

Table 1 (continued )

Functions Dim Algorithm MIN MAX MEAN STD RT

RLABC 2.87E− 74 4.65E− 43 9.30E− 44 2.08E− 43 4.575
OBLGWO 1.40E+07 3.49E+07 2.73E+07 9.14E+06 4.691
QPSO 4.73E+06 6.09E+06 5.28E+06 4.96E+05 3.013
LSHADE 1.41E+03 1.65E+05 6.30E+04 6.41E+04 2.769

F4 RLQIGWO 4.73E− 49 6.15E− 40 1.23E− 40 2.75E− 40 0.503
GWO 6.08E+01 7.18E+01 6.65E+01 4.74E+00 0.478
RLABC 2.68E− 54 4.31E− 51 1.18E− 51 1.86E− 51 0.938
OBLGWO 5.60E+01 9.61E+01 7.95E+01 1.64E+01 2.816
QPSO 9.84E+01 9.91E+01 9.88E+01 2.76E− 01 1.103
LSHADE 4.67E+01 9.77E+01 7.62E+01 2.56E+01 0.931

F5 RLQIGWO 4.94E+02 4.96E+02 4.95E+02 9.14E− 01 0.606
GWO 4.98E+02 4.98E+02 4.98E+02 2.40E− 01 0.531
RLABC 2.31E− 03 6.00E− 01 2.18E− 01 2.44E− 01 0.978
OBLGWO 4.96E+02 4.97E+02 4.96E+02 3.64E− 01 2.794
QPSO 5.08E+09 5.44E+09 5.27E+09 1.38E+08 1.094
LSHADE 4.97E+02 4.98E+02 4.98E+02 1.24E− 01 1.016
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Fig. 3. Convergence curves for the problems with dimensions: (a) 30 dimensions, (b) 100 dimensions, (c) 500 dimensions.
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40 % of the power of the devices. The probable compensation for these
modifications varied by ±30 %, around 0.09 EUR per kWh adjusted.
The foundation of the studied model is the idea that a DSO or BRP would
seek to purchase flexibility from an aggregator. This concept is sup-
ported by frameworks like the universal smart energy framework,
established by the Backers et al. (2014), which formalizes the contrac-
tual relationships between aggregators and DSOs for trading flexibility.
The case study considered a scenario where the DSO requests flexibility
for the following day and the request is depicted in Fig. 8 and is char-
acterized as an input vector FDSO(t), which includes 96 intervals.

In Fig. 8, it is observed that the positive data indicate a rise in con-
sumption, and the negative data indicate a decrease in consumption.
These values span 24 hours, divided into 15-minute intervals, and
indicate the power requirements for up-regulation or down-regulation.
The case study integrates various assumptions to create a realistic
baseline and flexibility requests from the DSO. The study presents
different prices and consumption levels at different time intervals of the
day to reflect the average daily consumption profile and user behaviour.
The proposedmodel seeks to offer a thorough scenario for examining the
interactions among DSOs, aggregators, and customers inside a DR
framework. It does this by taking into account both shifting and real-

time device preferences. Through the integration of diverse user be-
haviours and market conditions, the model provides a significant un-
derstanding of the pragmatic elements of flexibility trading within the
energy industry.

4.3. Parameter settings

This section discusses the parameter settings for the proposed flexi-
bility management model of the following algorithms: QPSO (Agrawal
et al., 2021), OBLGWO (Yu et al., 2021), LSHADE (Mohamed et al.,
2019), RLABC algorithm (Cui et al., 2022), and the GWO. To guarantee
optimal performance, the settings of the comparing algorithms and the
proposed RLQIGWO are usually adjusted according to the problem’s
complexity. To improve exploration and exploitation, the OBLGWO in-
corporates oppositional-based learning into the GWO. The parameters
for OBLGWO are opposition-based learning frequency at every 50 iter-
ations, the parameter a decreases linearly from 2 to 0 throughout iter-
ations, while A and C are vectors with components in the range [0, 2] and
are recalculated at each iteration. The parameter settings for LSHADE
are scale factor and crossover rate, and these are adaptively controlled
based on success-history mechanisms and the initial values are often set

Fig. 4. Convergence curves for the different learning rates: (a) Function F1, (b) Function F2, (c) Function F3.

M. Premkumar et al. Energy Reports 12 (2024) 4696–4716 

4707 



to 0.5. QPSO integrates quantum mechanics principles into PSO to
enhance the search capabilities. The parameter settings for QPSO are a
contraction-expansion coefficient between 0.5 and 1.0, inertia weight is
0.9, and social and cognitive factors are 1.5. The RLABC algorithm
combines reinforcement learning techniques with the ABC algorithm to
improve the foraging behaviour of bees. The parameter settings for
RLABC are half of the population size, the number of scout bees is 5 % of
the population size, learning rate, discount factor, and
exploration-exploitation balance are set as 0.05, 0.6, and 0.5, respec-
tively. The parameter settings for GWO and RLQIGWO are similar to
OBLGWO. Additionally, the learning rate for RLQIGWO is set as 0.05.
The population size for all the algorithms is set as 30, and the maximum
number of iterations is set as 10000. The algorithms are implemented in

the MATLAB software platform and executed in a laptop with an Intel i5
processor with a clock frequency of 4.44 GHz and 16 GB memory. Each
algorithm is executed 30 times individually for a fair comparison.

4.4. Performance comparison

This study conducted a comprehensive performance comparison of
several algorithms, including RLQIGWO, to evaluate their convergence
abilities and cost-optimization effectiveness for the aggregator. Table 4
details the statistics for the fitness values obtained by the algorithms.
These statistics include the MIN, MEAN, MAX, and STD of the objective
function values. Additionally, Table 4 lists the mean compensation
compensated by the aggregator to users (RemA and RemB), penalties
compensated to the DSO due to flexibility mismatches (DSOmismatch), and
the mean time for computation by each algorithm to find a solution. The
results indicate that algorithms such as RLQIGWO, RLABC, and LSHADE
achieve satisfactory solutions within similar optimization times, except
for LSHADE, which takes twice as long as RLQIGWO. Other algorithms,
including QPSO, GWO, and OBLGWO, exhibit similar poor average
fitness values. This variability can be attributed to the parameter
sensitivity inherent to the algorithms. Overall, the proposed RLQIGWO
achieved the best MIN and MEAN fitness values, QPSO showed the
lowest standard deviation but had the overall poorest performance, and
GWO and OBLGWO had the worst average fitness values, followed by
QPSO, which, although better than GWO and OBLGWO, was still poorer
to RLQIGWO, RLABC, and LSHADE.

To further validate the performance and robustness of the algo-
rithms, this study analyzed their convergence behaviour. Fig. 9 illus-
trates the mean convergence curves for the selected algorithms. The
following observations were made: (i) QPSO, GWO, and OBLGWO
exhibited similar poor convergence curves; (ii) RLQIGWO, RLABC, and

Fig. 5. Consumption patterns (15 min interval) of devices with shifting abilities: (a) Dishwasher, (b) Tumble dryer, (c) Washing machine.

Table 2
Fitness values for different learning rates of various test functions.

Function Learning Rate Best Fitness

F1 0.05 3.50E− 131
0.1 1.11E− 122
0.15 6.21E− 116
0.2 2.26E− 126
0.25 3.72E− 124

F2 0.05 7.00E− 64
0.1 1.24E− 61
0.15 8.97E− 60
0.2 2.00E− 63
0.25 3.62E− 64

F3 0.05 3.99E− 117
0.1 2.16E− 117
0.15 1.59E− 123
0.2 1.76E− 116
0.25 6.36E− 119
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LSHADE displayed similar convergence curves but RLQIGWO showed
the best average fitness value with superior convergence characteristics;
(iii) the proposed RLQIGWO achieved a final average fitness comparable
to the best-performing algorithms despite having a similar convergence
curve. To provide a deeper understanding of the resulting profiles,
remuneration, and flexibility matching, this study focused on the best
solution found by RLQIGWO, one of the top performers. The detailed
analysis highlights: (i) RLQIGWO’s superior fitness values indicate its
effectiveness in minimizing the aggregator’s costs; (ii) The proposed
algorithm successfully balances remuneration to users and penalties
paid to the DSO, optimizing overall performance; (iii) The convergence
analysis confirms RLQIGWO’s robustness in finding optimal solutions
efficiently.

The RLQIGWO algorithm outperforms other algorithms in terms of
convergence capabilities and cost minimization for several key reasons,
such as adaptive learning, dynamic decision-making, enhanced explo-
ration, and diverse solution generation. The RL component of RLQIGWO
enables effective exploration and it utilizes the search space by enabling
it to learn and refine its solution over time adaptively. Using RL, the
algorithm can dynamically modify its parameters to guide the proposed
algorithm to provide diverse solutions. RLQIGWO has a quantum me-
chanics concept that offers improved exploration possibilities. The
proposed RLQIGWO algorithm investigates several possible solutions
because of the laws of quantum physics, which lowers the possibility of
becoming stuck in local optima. Finding global optima depends on the
quantum mechanics framework, which also facilitates the generation of
diverse solutions and ensures a wider search space. The proposed
RLQIGWO balances exploration and exploitation by adaptively adjust-
ing parameters depending on the state. The proposed RLQIGWO solves
the flexibility management problem effectively due to its combination
with RL, quantum-inspired processes, and GWO. Among the evaluated
algorithms, RLQIGWO is the most efficient due to its exceptional
convergence skills and ability to minimize aggregator costs. This
detailed evaluation highlights the importance of parameter tuning and
adaptive mechanisms in enhancing algorithm performance.

In addition to the above mentioned algorithms, the performance also
compared with the traditional PSO algorithm (Eberhart and Kennedy,
1995), and two other new algorithms, called Global-Best guided Firefly
Algorithm (GBFA) (Zare et al., 2023), and Fata morgana algorithm
(FATA) (Qi et al., 2024). The algorithmic parameters are selected based
on the original version. The results obtained by the PSO and FATA is not
satisfied and it is less than RLQIGWO, QPSO, LSHADE, OBLGWO,
RLABC, GBFA, and GWO due to their inability to handle the constrained
real-world problems. The results obtained by the GBFA is comparable
but still worse than the proposed algorithm. Table 4 also recorded the

Fig. 6. Consumption patterns (15 min intervals) of appliances with real-time capabilities: (a) Television, (b) Desktop, (c) Air conditioner, (d) Lighting system.

Table 3
Power and energy consumption of houses with different appliances (Lezama
et al., 2020).

Appliances Peak power
(kW)

Energy
(kWh)

Remuneration
(EUR)

Shifting Devices
Dishwasher 2 5.34 ±30 % of 0.2
Tumble dryer 2 10.84
Washing machine 2.5 5.77
Real-Time Devices
Air conditioner 3 22.20 ±30 % of 0.09
Lighting system 1 12.00
Desktop 0.12 0.96
Television 0.2 2.40

Aggregated (single
house)

10.82 59.51 ​

Aggregated (20
homes)

216.4 1190.20 ​
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mean Friedman’s Ranking Test (FRT) values. Based on the mean FRT
values, the proposed algorithm stands first among all algorithms, fol-
lowed by RLABC, LSHADE, QPSO, GBFA, OBLGWO, GWO, FATA, and
PSO.

4.5. Rescheduling analysis for flexibility provision

As per the objective function, the proposed model aims to find the
optimal rescheduling of household appliances to adapt the baseline
consumption pattern, as illustrated in Fig. 7 and align it with the flexi-
bility demanded by the operator, as shown in Fig. 8. The comparison

Fig. 7. Baseline consumption profile.

Fig. 8. DSO’s request for flexibility for the next 24 hours (15 min intervals).

Table 4
Statistical results of all algorithms, including penalties, remuneration, and computational time.

Algorithms Objective Function Values (EUR) Aggregator Cost (EUR) Computation
Time (Sec.)

Mean FRT

MIN MAX MEAN STD RemA and RemB DSOmismatch

RLQIGWO 13.9910 15.3209 14.7772 0.3855 9.7858 4.9914 4.2584 1.0
QPSO 21.0081 21.9244 21.5843 0.2784 12.1974 9.3869 6.7265 4.0
LSHADE 14.5450 18.6878 16.6344 1.1486 10.4862 6.1482 8.0141 3.0
OBLGWO 25.4454 27.1225 26.3051 0.6186 12.8867 13.4184 4.4363 6.5
RLABC 14.3255 16.4719 15.4762 0.5669 10.1506 5.3256 4.5793 2.0
GWO 25.4454 28.1526 26.5793 0.8066 12.7452 13.8341 4.2569 6.5
PSO 25.8915 29.4715 27.3941 0.9783 12.9741 14.4200 4.2743 9.0
GBFA 22.8285 24.9769 23.1453 0.4934 12.1478 10.9975 7.4189 5.0
FATA 25.5332 27.2458 26.1197 0.5983 12.8543 13.4408 6.7937 8.0
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between the baseline profile and the adapted profile after employing the
optimization framework is illustrated in Fig. 10. Consumption during
peak hours is significantly reduced, adhering to the flexibility demand
from the operator. There is a noticeable increase in power consumption
during non-peak hours, indicating a shift to earlier hours of the day. It is
important to note that these modifications can only be implemented if
the DSO activates the procured flexibility. The aggregator and the DSO
must have a contract in place specifying compensation and settlement
guidelines for this process to run effectively. To evaluate the effective-
ness of the flexibility matching, Fig. 11 shows the flexibility demanded
by the operator alongside the flexibility provisioned by the aggregator
after device rescheduling. The aggregator is able to reschedule devices
in a manner that approximates the flexibility demanded by the operator
to a considerable degree. From the aggregator’s perspective, modifying
the baseline schedule involves deviating from the best scheduling of
devices. The aggregator’s ability to handle energy resources optimally is
predicated on its technological capabilities. To reduce the compensation

needed for offering flexibility, the aggregator seeks to accomplish the
necessary changes with the least expensive devices. The fitness function
is designed to allow the aggregator to accept some penalty for flexibility
mismatches if it results in a lower overall cost. For example, if the cost of
shifting or adjusting consumption is high, it might be more cost-effective
to incur a penalty. The model’s approach to rescheduling optimizes the
balance between reducing peak-hour consumption and increasing non-
peak-hour usage, aligning closely with the DSO’s flexibility requests.
Through effective contractual agreements and strategic cost manage-
ment, the aggregator can provide the required flexibility while mini-
mizing costs and penalties, ultimately enhancing the efficiency and
reliability of the energy system.

Additionally, this study investigates the impact of flexibility pro-
vided by different types of devices, specifically focusing on real-time and
shiftable devices. The distinction in their flexibility contributions is
pivotal in determining the compensation mechanisms within the DR
program. Fig. 12 presents the rescheduling and baseline profiles for

Fig. 9. Average fitness curve obtained by all selected algorithms.

Fig. 10. Baseline and new profile after rescheduling to adopt the flexibility request.
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shifting devices (Fig. 12a), and their flexibility provision (Fig. 12b).
Shifting devices demonstrate a substantial contribution to flexibility,
particularly during peak times. At 20 hours, i.e., 80th 15 Min interval,
the maximum flexibility given by shifting devices for reduction achieves
6 kW, as shown in Fig. 12(b). Fig. 13 provides similar data for real-time
devices. Real-time devices contribute significantly less to flexibility
compared to shifting devices. The maximum flexibility offered by real-
time devices is nearer to 900 W at 19 hours, i.e., 76th 15 Min interval,
as indicated in Fig. 13(b). The observed differences in flexibility con-
tributions between shifting and real-time appliances can be attributed to
the following primary factors: (i) By decreasing the load during the
initially planned period and raising the load during the shifted period,
shifting devices have two effects on the baseline profile; (ii) The
aggregator compensates users by paying ±30 % of 0.2 EUR for shifting
the pattern to another allowed interval, which is often more cost-
effective than compensating in EUR/kWh, as required for real-time ap-
pliances; (iii) Since their load may be accurately adjusted during a
specified period without affecting future scheduled events, real-time
appliances provide superior control; (iv) Due to their precise control
capabilities, real-time devices are valuable for avoiding penalty mis-
matches by making targeted adjustments.

Fig. 12(a) shows the baseline and rescheduled profiles after optimi-
zation. The rescheduling involves shifting consumption from peak to
non-peak periods. Fig. 12(b) illustrates the flexibility provision by
shifting devices. Peaks in flexibility are evident around certain hours,
indicating substantial shifts in load.

Fig. 13(a) displays the baseline and adjusted profiles for real-time
devices. Adjustments are smaller and more frequent, reflecting the
limited but precise flexibility of real-time devices. Fig. 13(b) shows the
flexibility provided by real-time devices. The flexibility contribution is
lower compared to shifting devices but offers fine-tuned control. This
analysis highlights the crucial role of shifting and real-time devices in
providing flexibility within a DR program. Shifting devices offer sig-
nificant flexibility through dual impacts on the baseline profile and cost-
effective compensation mechanisms. In contrast, real-time devices,
despite their lower flexibility contribution, provide precise control to
avoid penalties, ensuring balanced and efficient energy management. In
order to evaluate the effect of the DSO’s penalty on the mismatch in the
flexibility provided by the aggregator, this research additionally carried
out an extra experiment. In order to do this, the penalty cost is adjusted
between 0.05 and 1 EUR, and the suggested RLQIGWO algorithm is used
to carry out the optimization process. This results in the lowest fitness

Fig. 11. DSO Flexibility and rescheduled flexibility provision.

Fig. 12. Profiles of Set A devices; (a) Baseline and rescheduling, (b) Flexibility provision.
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value, as will be covered in the evaluation of performance section. This
study also intended to assess the degree of flexibility offered and the
compensation that various device types received. Table 5 provides a
detailed summary of the flexibility offered by the aggregator, divided
down by the types of appliances that are being utilized, as well as the
associated compensation and fines that the aggregator has to pay. When
the DSO levies a small fine, the aggregator chooses to pay the fine
instead of turning on flexibility.

For example, the flexibility of Set B appliances is reduced to zero by
the aggregator at a penalty of 0.05 EUR. It makes sense as the real-time
device activation price (Set B) is larger than the penalty, at ±30 % of
0.09 EUR/kWh. As the penalty costs increase above the activation cost
of Set B devices (e.g., 0.1 EUR and above), the aggregator starts utilizing
the flexibility provided by these devices. Sometimes, the aggregator
collects more flexibility overall than what the DSO requests. Figs. 13(b)
and 12(b) illustrate that during hours 6–8, the aggregator increases
consumption with some Set A devices while simultaneously decreasing
consumption with Set B devices. One potential solution to improve
flexibility matching and reduce penalties is the usage of market-based
policies. These strategies eliminate the transitional between users and
the operator, allowing for more direct and efficient transactions. How-
ever, implementing such a decentralized optimization approach poses
significant challenges. The additional experiment demonstrates that the
penalty cost levied by the operator significantly influences the

aggregator’s strategy for providing flexibility. At lower penalty costs,
the aggregator finds it more economical to pay the penalty rather than
activate costly flexibility. Conversely, higher penalty costs incentivize
the aggregator to utilize available flexibility to avoid penalties.
Balancing flexibility provision between increasing and decreasing con-
sumption across different devices is crucial for achieving optimal results.

4.6. Limitations and challenges

The present system is predicated on flexible compensation and
penalty rates assuming fixed monetary rates for the flexibility, which
makes cost computation and engagement by users easy. But in practice,
these rates may vary over time because of factors such as market
structure, demand for energy, and even the users themselves. In addi-
tion, dynamic pricing is tied to user behaviour and user provision of
flexibility. For instance, users can be willing to give more flexibility at
peak periods given high energy prices, whilst there could be less
participation in opting for cheaper or no incentives in off-peak periods.
Such variability implies that the flat rates model in its current with no
changes to user charges may not be able to take into account all the
interrelations as they would be expected to in the current energymarket.
As such, this should be the focus of subsequent studies in order to imitate
how the fluctuations in the incentives offered to the exploitation of
flexibility sources change on its usage. In the proposed model, the

Fig. 13. Profiles of Set B devices; (a) Baseline and rescheduling, (b) Flexibility provision.

Table 5
Flexibility and aggregator cost during DSO penalty variations.

CDSO in EUR/kWh Flexibility in kW Aggregator Price in EUR

FlexA FlexB Total RemA RemB Penalty Total

0.05 23.4542 0.0000 23.4542 0.1554 0.0000 1.3366 1.4921
0.1 49.0200 23.6668 72.6868 0.7013 0.6213 1.3307 2.6533
0.3 113.8280 29.2873 143.1153 5.4821 1.2252 3.5941 10.3015
0.5 122.0860 39.7571 161.8431 9.5114 1.2981 2.8117 13.6211
0.7 128.5000 47.0885 175.5885 10.4823 1.4700 4.4357 16.3880
0.9 117.7060 39.7674 157.4734 9.6026 1.3939 7.4644 18.4609
1 128.2580 47.1918 175.4498 9.4315 1.4774 8.0578 18.9666
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relationships among DSOs, aggregation, and users are treated in a
simplistic way and with a clear-cut agreement on the roles and terms of
the parties involved. However, it can be seen that these relationships are
not that simplistic. Other stakeholders, such as regulatory bodies, energy
suppliers, and others, are often involved in a complex network of re-
lationships. Each of these parties may have distinct goals and compli-
ance, e.g. regional restrictions and motivation structures, which might
make the aggregator’s job of flexibility management more complex. For
instance, differing priorities among stakeholders could influence how
flexibility is provisioned, remunerated, and utilized. These complicated
contractual dynamics are likely to affect the overall efficiency and cost-
effectiveness of the flexibility provision, and further research is needed
to model these complexities more accurately.

Another limitation of the current model has to do with the under-
standing of the users as if they are the same with regard to participation
in the demand response programs. However, this is not true as, based on
previous studies, user behaviour is multi-faceted. It can change due to a
variety of reasons, including individual motivation, economic status,
environmental issues, as well as the perceived incentive to join a de-
mand response program. For instance, users who consume more elec-
tricity may also adjust their consumption patterns but are also less
responsive to financial incentives. This behavioural diversity brings in
unpredictabilities in forecasting how much flexibility that would be
expected is going to be available. In addition, technological barriers
such as the use of old machines that cannot carry out the tasks required
or poor network connectivity might also affect responsiveness. It is
important to acknowledge this variability in user engagement so as to
enhance the reliability and strength of the provision of flexibility when
applied in practice. The proposed model has been shown to be effective
within a small and bounded system, but extending it to a large distri-
bution network is problematic. The more connected devices, users, and
stakeholders, the higher the challenge of managing and enhancing
flexibility in real time. For example, the need to process more extensive
data sets and the need for coordination to achieve flexibility across
thousands of devices may be unsustainable in areas with limited tech-
nology or resources. In large-scale implementations, optimization al-
gorithms not only have to process more data, but they also have to do it
quickly and adapt to changes in supply and demand. It is possible that
the model can become less efficient and effective at this scale, and some
new computational resources and optimization methods, for example,
decentralized or cloud-based, should be included.

The model in this study is currently built with some assumptions on
the structure of the energy system, including the regulatory framework
and market structures. However, the energy systems that exist in
different regions are very different and may work under different cir-
cumstances. For instance, some may have heavily regulated markets for
energy, while others may have relatively more open markets for the
energy business. These differences can greatly affect the application of
the proposed model. While in some systems, technical infrastructure like
smart meters or advanced grid management systems can be present in
many places, in other systems, the lack of infrastructure can hinder the
aggregator from managing flexibility effectively. It is also important to
note that the model’s flexibility to different regional circumstances,
market regulations, and energy systems will be key to its applicability.
Future research should examine the model’s applicability to other en-
ergy systems and take into account local legislation, market conditions,
and available facilities. The considered model has good results in ideal
conditions, but when it is applied to real-life large-scale energy systems,
several things could be improved. Real energy systems are much more
complicated than the simplified models used in simulation and may
contain many interdependent parts, external connections and possible
sources of disruption. There may be variable user activity, regional
infrastructural factors, and some technical factors which may not be
envisaged at the time of modelling but can be a challenge when the
model is being applied. For instance, in a large-scale energy system,
outages, weather conditions, or variations in energy demand could alter

flexibility requirements, and it would not be possible to satisfy the DSO’s
demand with the procured flexibility. The extent to which the model can
be scaled up and be accurate and efficient in such unpredictable settings
will be informed by more work on flexible, scalable and robust opti-
mization techniques.

While the considered model demonstrates strong potential in
controlled environments, the practical challenges of dynamic pricing,
complex contractual relationships, variable user engagement, scaling to
larger systems, and diverse energy infrastructures must be addressed to
ensure its effectiveness in real-world applications. Future work should
focus on refining the model to account for these real-world complexities,
such as incorporating dynamic pricing models, expanding user behav-
iour modelling, and improving scalability. Additionally, decentralized
optimization approaches and advanced computational resources may be
necessary to handle the increased complexity and variability of real-
world energy systems, ensuring that the model remains both efficient
and adaptable in diverse, large-scale applications.

5. Conclusions and future directions

This study introduced a robust mathematical framework designed to
aid aggregators in optimizing the management of household devices for
flexibility facilities. Through the use of the proposed methodology,
aggregators can minimize the expenses related to rescheduling home
appliances and simultaneously react to DSOs’ requests for flexibility.
Two device types were included in our analysis: Set A, which had
shifting capabilities, and Set B, which had real-time energy adjustment
capabilities. The problem’s inherent large-scale, non-linear character
was addressed by using state-of-the-art algorithms as the main optimi-
zation tools to derive close to optimal solutions, including RLQIGWO,
RLABC, QPSO, GWO, OBLGWO, PSO, FATA, GBFA, and LSHADE. Ac-
cording to the results, aggregators may more effectively match the
flexibility they offer with the demands of the DSO and lower the fees
they have to pay users for their contributions to flexibility by using the
suggested model. RLQIGWO was found to be the most efficient algo-
rithm out of all the selected algorithms. Because of the way it integrated
a quantum-inspired method for a good diverse solution, reinforcement
learning for adaptive improvement, and the GWO’s inherent capabilities
for effective search procedures, the proposed RLQIGWO algorithm
performed better than other approaches. The findings of this study have
significant suggestions for the broader field of smart grid management
and DR strategies. The flexibility management model, with the
RLQIGWO algorithm, provides a viable path for enhancing the optimi-
zation of DR strategies and flexibility management. By improving the
efficiency and cost-effectiveness of flexibility provision, this work con-
tributes to the development of more adaptive and responsive energy
management systems. These flexibility models are critical for the future
of sustainable and resilient power grids. The integration of RLQIGWO
could lead to smarter, more dynamic interactions between aggregators
and DSOs. These models ultimately support the transition to a more
flexible and efficient energy market.

The contractual connections between DSOs, aggregators, and users,
including fixed monetary rates, indicate areas that guarantee further
research. By doing away with middlemen and promoting direct trans-
actions, investigating decentralized market-based techniques may also
improve flexibility provision. Enhancing the model to learn the
requirement to balance rising and falling loads at the same time also be
essential. To further enhance the model’s efficiency, real-time data and
strong forecasting techniques can be used to predict user behaviour and
energy demand. Finally, the application of self-tuning and adaptive
techniques strengthens optimization robustness in different
circumstances.
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