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Supplementary Note 1: Sample preparation for grid loading 

 

Figure S1. FT-IR spectra of microcrystal batches recovered after suspension in the following antisolvents: a) 1-butanol, 

b) benzyl alcohol, c) chloroform, d) diethyl ether compared to e) a sample from the acetonitrile mixture and f) SNP.2H2O 

obtained from a ground sample from the stock bottle. The data confirm that no change in the crystal form is observed 

by suspending the microcrystals in any of the tested antisolvents. 

 

Figure S2. PXRD patterns of microcrystal batches recovered after suspension in the following antisolvents: a) 1-butanol, 

b) benzyl alcohol, c) chloroform, d) diethyl ether compared to e) a sample from the acetonitrile mixture and f) SNP.2H2O 
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obtained from a ground sample from the stock bottle. The data confirm that no change in the crystal form is observed 

by suspending the microcrystals in any of the tested antisolvents.  
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Supplementary Note 2: Sample preparation (grid loading) 
 

 

Figure S3. Images of SNP.2H2O crystals suspended in various antisolvents: a) benzyl alcohol, b) chloroform, c) diethyl 

ether, and d) 1-butanol taken 5 seconds after agitating (top row) and polarized optical micrographs of a small aliquot 

of crystals pipetted onto a microscopy slide. The images show that 1-butanol provided the most even suspension of 

crystals for distribution onto the fixed-target silicon nitride serial grids. 

 

Figure S4. PXRD of a) a recovered SNP.2H2O microcrystal batch following suspension in 1-butanol for a period of 6 

months compared to b) SNP.2H2O obtained from a ground sample from the stock bottle. 
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Method for creating the 1-butanol suspension for sample delivery onto the grids 

 

To create the 1-butanol suspension, a microcrystal batch in the mother liquor was transferred to a 1.5 mL 

microcentrifuge tube and the crystals allowed to settle naturally, before the supernatant was carefully removed by 

pipette. 1 mL of 1-butanol antisolvent was then added to the crystals and the tube was agitated to produce an even 

suspension. This produced a crystal suspension of 0.16 g/g, from which a series of concentrations were produced by 

serial dilution (0.08, 0.04, 0.02 g/g) which were trialed for the best sample loadings. Preparation of a crystal suspension 

of SNP.2H2O by this method was sufficiently stable to prepare grids either in the home-lab or following transportation 

to Diamond Light Source. 

 

 

 

Figure S5. Graphical diagram to illustrate the sample loading procedure onto the fixed-target serial chip by pipetting 5 

µL of the SNP stock solution onto the surface of the grid, before spreading with the pipette tip and removing the 1-

butanol by vacuum filtration. 

 

 

 

Figure S6. Images of the bespoke 3D-printed resin puck used for sample loading of the fixed-target serial grids. 
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Supplementary Note 3: Data Collection 
Serial crystallography experiments were performed on the Small Molecule Crystallography Beamline I19 at Diamond 

Light Source, using a dual air-bearing fixed-χ diffractometer equipped with a Dectris Pilatus 2M pixel-array photon-

counting detector in Experiment Hutch 1 (EH1). Three linear piezo stages from PM-Bearings (RTP-1510-0.1 micron) are 

mounted on the air-bearing phi (𝜑) axis, which has a 40 °/s rotation speed. To improve the indexing success rate, the 

number of reflections per image were maximized by using high-energy X-rays, which also provided high diffraction 

resolution (> 0.6 Å) in a single detector position. The X-ray wavelength was tuned to the Ag edge (0.4859 Å, 25.5140 

keV) and a detector distance of 160 mm was used. All data collections were conducted at room temperature (RT, 20°C). 

The 400-well grid was loaded with SNP.2H2O microcrystals, as described above, and mounted on the diffractometer 

using a modified magnetic base manually orientated to be approximately normal to the X-ray beam path and on-axis 

viewing system. A custom Fixed Target Serial Crystallography collection graphical user interface (GUI) (Figure S7), 

developed on Beamline I19, was implemented to enable user-friendly alignment and set up of the data collection.  

 

 
Figure S7. GUI developed for set-up and collection of SR-FT-SSX datasets on Beamline I19-1 at Diamond Light Source. 

 

Collecting small wedges on a fixed-target grid requires determination of the coordinates (sample stage x, y, and z), in 

reference to the diffractometer center of rotation, at each grid position. Once these coordinates are established, the 

sample stage can be precisely moved to the desired well, allowing the crystal within that well to be rotated around the 

𝜑 axis without precessing in or out of the X-ray beam. 

First, the top-left well is visually aligned in the sample stage x-z plane using the on-axis viewing camera. The y position 

(focus) is located by rotating the 𝜑 axis by 25° and then adjusting the sample stage y-axis to bring the well back to the 

center of the rotation crosshair. The coordinates are saved in the collection GUI, and this process is repeated for the 

top-right and bottom-left wells. The x, y and z coordinates for all other grid positions can then be calculated based on 

these three reference points. 

Data collection follows a traditional "snake scan" pattern: starting from the top-left corner, the scan proceeds left to 

right across the first row of the serial chip, then shifts down to the next row and moves right to left, and so on (see 

main manuscript Figure 2c) across the total 400 wells. Diffraction images are taken over a 5° rotation at each crystal 

(50 images total, 0.1° image width). To minimize overhead times, the rotation of the 𝜑-axis is alternated between 

forward and backward directions from one well to the next, eliminating the need to return to the starting 𝜑 position 
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for each collection. Additionally, to avoid significant overheads from starting and stopping the Pilatus detector for each 

well, a multi-trigger collection mode is employed so that data is collected from multiple wells in a single sequence.  
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Supplementary Note 4: Data Processing 
 

This Note provides an overview of the procedures for data processing on SR-FT-SSX data collected for small molecule 

systems as utilized in this publication. This was achieved via a series of scripts that were written specifically for the 

target system SNP.2H2O and SR-FT-SSX experiments conducted in Experimental Hutch 1 (EH1) on Beamline I19 at 

Diamond Light Source. However, these scripts may serve as a starting template for others to conduct similar 

experiments. 

One of the biggest challenges in the processing of SR-FT-SSX data is handling the large number of datasets produced, 

in this instance 400 per collection. Though automation is essential when handling such a large quantity of data, we 

recommend first visually inspecting the frames produced during data collection and manually processing a small 

number of wells through DIALS. This initial assessment step helps to identify what necessary parameters may be 

required, which can then be directly applied to the batch processing scripts.  

 

Chipreader.py script 

Chipreader.py automatically generates and executes the required input scripts for the software Xia2 to process the 

partial datasets from all 400 wells through DIALS,1 producing partial structures from each well occupied by a suitable 

crystal. The mandatory inputs are the path to the data collection directory and the mode of indexing to be conducted, 

which for this study was either: 

i) a real_space_grid_search approach, where the user is also required to provide the known unit cell 

parameters and space group (Route A in the main manuscript), or 

ii) a 3-dimensional fast Fourier transform (fft3d) approach, used for autoindexing and ab initio determination 

of unit parameters (Route B in the main manuscript). 

 

 

Figure S8. An example section of the .CSV files generated by chipreader.py containing structure quality descriptors for 

the wells collected during the SR-FT-SSX experiment.  

 

By running Chipreader.py, the user submits each partial dataset collected on the individual crystal through a routine 

DIALS processing regime, which is treated as if it is a standard (though incomplete) single crystal X-ray data collection. 

Thus, each partial dataset is first subject to spot (reflection) finding, indexing (through the specified mode of indexing 

as described above), integration and scaling procedures.  

 

Once Chipreader.py has finished with the processing of all of the wells a .CSV file is generated, populated with the 

structure quality descriptors for the wells that were successfully processed through DIALS, as shown in Figure S8. The 

user is then able to assess the data and filter based on their chosen structure quality descriptors, such as: 
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• High resolution limit 

• Low resolution limit 

• Completeness 

• Multiplicity 

• I/𝜎(I) 

• 𝑅merge(𝐼) 

• 𝑅meas(𝐼) 

• 𝑅pim(𝐼) 

• 𝐶𝐶1/2 

• Total observations 

• Total unique observations 

• Unit cell parameters 

• Crystal system 

• Space group 

Three criteria were used to filter the data in this work: percentage of spots indexed, I/𝜎(I), and Rpim. For distributions 

of these parameters across samples in the serial grid see Figure S9. Only wells with datasets exceeding these quality 

criteria were scaled and merged  to produce the final combined structures. 

 

Figure S9. Visual representations of the fixed-target grid well positions in real space mapped to their dataset quality 

factor values i.e. selection criteria used to select the most successful partial datasets) in the iterative processing route 

used to generate structure 1: a) 𝑅pim (yellow = high (poor) value, orange = low (good) value, blue = no value/crystal), 

b) % of spots indexed (yellow = low (poor) % value, orange = high (good) % value and blue = no value/crystal) and c) 

I/𝜎(I) (yellow = low (poor) value, orange = high (good) value, blue = no value/crystal), alongside histogram 

representations of the structure quality factors d) 𝑅pim, e) % of spots indexed and f) I/𝜎(I). 

 

For SNP.2H2O, the percentage of spots indexed was selected as the first metric of choice, with a high value indicating a 

singly occupied well. I/𝜎(I) was also selected as it illustrates the strength of diffraction and represents the reliability of 
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the data. A third data filtering step was carried out using 𝑅pim as a structure quality factor. For details on each of the 

available structure quality factors, see Supplementary Note 5. 

The limits of the percentage of spots indexed (50%), I/𝜎(I) (6.0) and 𝑅pim (5%), were selected via an iterative process 

to maximise the number of datasets selected for merging, without reducing overall data quality. Using these cutoff 

values for the data produced by indexing via fft3d and real_space_grid_search gave 28 and 66 datasets, respectively, 

which were used to generate crystal structures 1 and 2, as discussed in the manuscript. For the purposes of this work, 

the limits were kept consistent between the two structures to allow direct comparison of the two indexing methods. 

It is noted that further improvements on merged data quality could be achieved by tweaking the limits on the chosen 

criteria, but this was not carried out as the resulting merged data was of sufficiently high quality.  

 

Scaling data, structure solution and refinement 

The merged dataset is produced by calling the DIALS.scale command towards the selected partial datasets from the 

chosen wells, which configures a “Multiscaler” regime to scale the individual datasets being merged to account for any 

variation in the diffraction data due to experimental factors such as crystal-to-crystal size variations or fluctuations in 

the synchrotron beam. Scaling of multiple datasets from different crystals is possible for our method because within 

our partial datasets collection on individual crystals we have sufficient coverage of reciprocal space, and good sampling 

of the reflection profiles due to our thin-slicing rotative approach. An example output from the Multiscaler merging 

process is archived with the data processing scripts online and can be accessed via the Figshare link provided in the 

Data Availability statement. Once complete, standard SHELX .INS and .HKL files are output that can be reprocessed 

through a space group determination program of choice. Following this, a unit cell refinement is conducted on the 

scaled dataset to provide estimated standard deviations. The final data is then exported in SHELX format for structure 

solution and refinement. In this publication, the final structures were solved with SHELXT2 and refined by full matrix 

least squares on F2 using SHELXL3 via the Olex2 GUI.4 Hydrogen atom positions were determined from the Fourier 

electron density difference map, then refined using a riding model. The hydrogen atom isotropic displacement 

parameters were fixed to 𝑈iso(𝐻)= 1.2 × the parent oxygen atom.  

 

Use of SR-FT-SSX to study unknown systems 

To illustrate the capability and power of the SR-FT-SSX to study unknown crystal systems, the same data has been 

processed via two representative processing pathways, as outlined in the SR-FT-SSX workflow (Scheme 1). To this effect 

we generated structures 1 and 2 in an iterative fashion. Following grid loading and data collection in steps 1 and 2, the 

data was first processed with the script chipreader.py by selecting to use the autoindexing mode of route B. Using the 

fft3d method all 400 wells have been indexed and integrated through xia2 in step 3. From the wells that successfully 

indexed and integrated, the unit cell parameters, crystal system and space group found are then collated into a .CSV 

file as per Figure S8.  

Data is then filtered to determine the most commonly occurring unit cell parameters, crystal system, and space group. 

Of the 166 wells which could be indexed by fft3d, 103 had the correct unit cell parameters for SNP.2H2O. By merging 

correctly indexed wells which also satisfied the chosen Rpim, % of spots indexed, and I/σ cutoffs, a good quality crystal 

structure 1 was then generated, albeit with a low overall completeness (95.3%).  Full parameters for 1 are listed in 

Table 1. Although DIALS mistakenly determined the space group of 1 to be Pmmm, upon solving the combined structure 

with SHELXT the correct space group Pnnm was found.  

A further refined structure 2 was then obtained by reprocessing the data (route A in the flow diagram) using the 

parameters obtained from structure 1. The use of real space grid search indexing proved powerful for increasing the 

number of datasets available for data scaling and merging for structure 2, with 221 datasets being indexed which all 

had the correct unit cell parameters, more than doubling the number of datasets obtained without providing any 

known cell parameters. This proves the validity of using this iterative, 2-step approach to generate the best possible 

combined final structure. Visual comparisons of the spread of data obtained across the grid by both fft3d and real 

space grid search can be seen in Figures S9 and 3.  
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Comparisons of the spread of experimentally determined unit cell parameters and volumes can be seen in Figures S10 

and S11. The unit cell parameters determined by real space grid search were incredibly well defined at the correct 

values for sodium nitroprusside (a=6.2, b=11.9, c=15.6, α=90, β=90, γ=90). The highest frequency unit cell parameters 

found by fft3d were also the correct values, however while the c length was largely only the correct value with a few 

outliers the a and b lengths were occasionally determined in the wrong order, resulting in the bimodal distribution of 

both dimensions in Figure S10.  

 

 

 

Figure S10. Histograms illustrating the distribution of unit cell parameters indexed during the data processing of 1 and 

2 by 3D fast Fourier transform or real space grid searching methods respectively. 
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Figure S11. Histograms illustrating the distribution of volumes found during the data processing of 1 and 2 by 3D fast 

Fourier transform or real space grid searching methods respectively. 

Single crystal dataset information 

Empirical formula Na2[FeC5N6O]·2H2O 
Formula weight 297.95 
Wavelength (Å) 1.5 
Temperature / K 294.4 
Crystal system orthorhombic 
Space group Pnnm 

a (Å) 6.2035(3) 
b (Å) 11.8984(5) 
c (Å) 15.5536(7) 

Volume (Å3) 1148.04(9) 
Z 4 

ρcalcg/cm3 1.724 
μ/mm‑1 11.387 
F(000) 592.0 

Crystal size/mm3 0.06 x 0.04 x 0.02 
Total reflections 3995 

Unique reflections 1231 
Mean I/𝜎(I)  28.1 
Redundancy 3.6 

R1 (%) [I>2𝜎(I)] 0.0279 
wR2 (%) [all data] 0.0726 

GooF on F2 1.072 
Completeness (%) 99.3 

Largest peak/hole (eÅ-3)  0.29/-0.32 
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Table S1. Crystal data for a representative SNP single crystal from the produced microcrystal batch collected on an in-

house RIGAKU Synergy-R diffractometer. 
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Supplementary Note 5: Structure Quality Factors 
 

It was not trivial to select a structure quality factor to assess overall data quality. Assessment of data quality is available 

through multiple R-factors (Rmerge, Rmeas, and Rpim) or alternatively CC1/2 which is routinely used as a structure quality 

factor of choice in for macromolecular crystals. The equations to calculate Rmerge, Rmeas, Rpim, and CC1/2 are shown in 

equations S1 – S4. 

𝑅𝑚𝑒𝑟𝑔𝑒 =
∑ ∑ |𝐼𝑖 − 𝐼|𝑛

𝑖ℎ𝑘𝑙

∑ ∑ 𝐼𝑖
𝑛
𝑖ℎ𝑘𝑙

 

Equation S1. The equation to calculate the precision of unmerged data indicator R-factor Rmerge.5 

𝑅𝑚𝑒𝑎𝑠 =

∑ √
𝑛

𝑛 − 1
∑ |𝐼𝑖 − 𝐼|𝑛

𝑖ℎ𝑘𝑙

∑ ∑ 𝐼𝑖
𝑛
𝑖ℎ𝑘𝑙

 

Equation S2. The equation to calculate the unbiased unmerged precision indicator R-factor Rmeas.5 

𝑅𝑝𝑖𝑚 =
∑ √ 1

𝑛 − 1
∑ |𝐼𝑖 − 𝐼|𝑛

𝑖ℎ𝑘𝑙

∑ ∑ 𝐼𝑖
𝑛
𝑖ℎ𝑘𝑙

 

Equation S3. The equation to calculate the merged precision R-factor indicator Rpim.6 

𝐶𝐶1/2 =
1

1 + 𝛼𝑅diff
2  

Equation S4. The equation to calculate the Pearson correlation coefficient CC1/2.7 

CC1/2 is typically chosen as the metric of choice in macromolecular crystallography (MX) as it is able to detect weak 

signals typically present in higher resolution shells of crystallographic data for protein crystals. CC1/2 values are 

calculated for thin resolution shells to observe their dependence with increasing resolution. CC1/2 is calculated by 

considering Rdiff which is defined as the average fractional intensity difference of two half datasets consisting of two 

non-overlapping equally sized sets of the measurements taken for each reflection.7 In general, protein crystals are 

poorer diffractors than small molecule crystals and their diffraction pattern does not achieve the same resolution. The 

high resolution cut-off for the SNP.2H2O crystals used in this study is dmin = 0.6 Å and there remains suitably strong 

diffraction intensity even at this resolution, thus CC1/2 is not observed to deviate significantly from 1, as shown in Figure 

S8. We therefore decided that this metric was not informative for our crystals and instead referred to other R-factors. 

 Rmeas is not considered as the values are typically greater than those obtained for Rpim and Rmerge. Rpim was favoured as 

it takes into account an increase in precision with the square root of the number of independent reflections.6 It is 

important to note however that all R-factors become less meaningful upon merging and scaling of multiple datasets of 

varying quality. This is due to the fact that each reflection is weighted equally rather than with respect to the quality 

of the data.8  However, as our crystallization approach generates highly consistent microcrystal batches of SNP.2H2O 

with a narrow size distribution and consistent plate-like habit (see Figure 1, main manuscript), we did not observe 

significant variability in the diffraction quality obtained across the fixed-target grid. Thus, we are confident that our use 

of Rpim as a structure quality factor is valid in this case. Furthermore, by filtering the data according to multiple structure 

quality factors (including signal-to-noise, I/σ(I), and % of spots indexed, as well as Rpim) we aim to account for the 

shortcomings of individual metrics and increase the overall quality of the final merged crystal structure.  
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Supplementary Note 6: Unit Cell Parameters from Fewer Numbers of Frames 
 

For the purposes of achieving higher quality crystal structures with greater completeness, structures 1 and 2 were 

processed using all 50 frames collected over a 5° wedge at each well position that was selected according to the 

structure quality factors, as described in the main manuscript. However, further investigation confirmed that this large 

a number of frames is not always required to enable indexing of the SNP.2H2O unit cell via either the 3-dimensional 

fast Fourier transform (fft3d, enabling ab initio determination of unit cell parameters, Route B in the manuscript) or 

the real space grid search methods (requiring the known unit cell parameters to be input at the start of processing, 

Route A in the manuscript). Test data processing runs with the Route B, fft3d approach showed that reasonable unit 

cell parameters could be determined ab initio from as few as 3 frames when the data were processed through DIALS 

manually, although this was limited to grid wells that produced strong diffraction with a high % of spots matching the 

indexed unit cell (i.e. indicating an individual single crystal was occupying that well). To illustrate this capability, a 

strongly-diffracting crystal (grid well position 025), with a very high value of % spots indexed, was processed under 

various different conditions: 

i) All 50 frames, processed via the automated pipeline using the fft3d indexing method (A-FFT3D), Route B 

ii) All 50 frames, processed manually through DIALS using the fft3d indexing method (M-FFT3D), Route B 

iii) 10 frames only, processed manually through DIALS using the fft3d indexing method (M-FFT3D), Route B 

iv) 5 frames only, processed manually through DIALS using the fft3d indexing method (M-FFT3D), Route B 

v) 3 frames only, processed manually through DIALS using the fft3d indexing method (M-FFT3D), Route B 

vi) All 50 frames, processed via the automated pipeline using the real-space grid search indexing method, 

with known unit cell parameters provided (A-RSGS), Route A 

vii) All 50 frames, processed manually through DIALS using the real-space grid search indexing method, with 

known unit cell parameters provided (A-RSGS), Route A 

viii) Only 3 frames, processed manually through DIALS using the real-space grid search indexing method, with 

known unit cell parameters provided (A-RSGS), Route A 

The results are summarized in Table S2 below and the corresponding outputs from the DIALS processing software are 

included in Figures S12-19. Table S2 confirms that reasonable unit cell parameters can be determined from all of the 

processing routes tested, although it is clear that the accuracy and reliability of the unit cell parameters decreases as 

the number of frames used also decreases. 

 

Indexing 
method 

Number of  
frames 

Number of 
reflections 

Unit cell parameters 

a / Å b / Å c / Å α / ° β / ° γ / ° 

A-FFT3D 50 289 6.20119(11) 11.8969(3) 15.5632(9) 90.007(3) 90.014(4) 89.9929(16) 

M-FFT3D 50 306 6.20113(10) 11.8969(3) 15.5629(9) 90.000(3) 89.986(3) 89.9930(15) 

M-FFT3D 10 65 6.2008(2) 11.8977(7) 15.562(2) 90.017(9) 89.986(7) 89.988(4) 

M-FFT3D 5 41 6.2021(5) 11.8989(13) 15.559(4) 89.965(18) 89.990(15) 90.005(6) 

M-FFT3D 3 24 6.2008(7) 11.891(2) 15.554(6) 90.05(3) 89.91(3) 90.004(10) 

A-RSGS 50 289 6.20151(11) 11.8976(3) 15.5647(9) 90.0 90.0 90.0 

M-RSGS 50 306 6.20144(10) 11.8976(3) 15.5647(9) 90.0 90.0 90.0 

M-RSGS 3 24 6.2067(7) 11.902(2) 15.593(6) 90.0 90.0 90.0 

Table S2. Unit cell parameters determined from the different indexing methods and numbers of frames tested. 
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Figure S12. DIALS refined crystal model output from indexing via the automated pipeline using the fft3d method on 50 

frames obtained for well 025. 

 

Figure S13. DIALS refined crystal model output from indexing via manual processing using the fft3d method on 50 

frames obtained for well 025. 

 

 

Figure S14. DIALS refined crystal model output from indexing via manual processing using the fft3d method on 10 

frames obtained for well 025. 

 

 

Figure S15. DIALS refined crystal model output from indexing via manual processing using the fft3d method on 5 frames 

obtained for well 025. 
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Figure S16. DIALS refined crystal model output from indexing via manual processing using the fft3d method on 3 frames 

obtained for well 025. 

 

Figure S17. DIALS refined crystal model output from indexing via the automated pipeline using the 

real_space_grid_search method on 50 frames obtained for well 025. 

 

 

Figure S18. DIALS refined crystal model output from indexing via manual processing using the real_space_grid_search 

method on 50 frames obtained for well 025. 
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Figure S19. DIALS refined crystal model output from indexing via manual processing using the real_space_grid_search 

method on 3 frames obtained for well 025. 
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