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A B S T R A C T 

The MeerKAT International GHz Tiered Extragalactic Exploration Surv e y (MIGHTEE) is one of the large surv e y projects 
using the MeerKAT telescope, co v ering four fields that have a wealth of ancillary data available. We present Data Release 1 of 
the MIGHTEE continuum surv e y, releasing total intensity images and catalogues o v er ∼20 de g 

2 , across three fields at ∼1.2–
1.3 GHz. This includes 4.2 de g 

2 o v er the Cosmic Evolution Surv e y (COSMOS) field, 14.4 de g 

2 o v er the XMM Large-Scale 
Structure (XMM-LSS) field and deeper imaging o v er 1.5 de g 

2 of the Extended Chandra Deep Field South (CDFS). We release 
images at both a lower resolution (7–9 arcsec) and higher resolution ( ∼ 5 arcsec). These images have central rms sensitivities 
of ∼ 1 . 3 −2.7 μJy beam 

−1 ( ∼ 1 . 2 −3.6 μJy beam 

−1 ) in the lower (higher) resolution images, respectively. We also release 
catalogues comprised of ∼144 000 ( ∼114 000) sources using the lower (higher) resolution images. We compare the astrometry 

and flux-density calibration with the Early Science data in the COSMOS and XMM-LSS fields and previous radio observations 
in the CDFS field, finding broad agreement. Furthermore, we extend the source counts at the ∼10 μJy level to these larger areas 
( ∼ 20 deg 

2 ) and, using the areal co v erage of MIGHTEE we measure the sample variance for differing areas of sky. We find a 
typical sample variance of 10 –20 per cent for 0.3 and 0.5 de g 

2 subre gions at S 1 . 4 ≤ 200 μJy, which increases at brighter flux 

densities, given the lower source density and expected higher galaxy bias for these sources. 

Key words: catalogues – surv e ys – radio continuum: galaxies – radio continuum: general. 
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 I N T RO D U C T I O N  

adio surv e ys pro vide a dust-free view of the acti ve Uni verse.
t relatively high radio flux density (e.g. at 1.4 GHz, S 1 . 4 � 1
Jy), radio surv e ys can co v er huge swathes of sky quickly (e.g.
ecker, White & Helfand 1995 ; Condon et al. 1998 ; Mauch et al.
003 ; Lacy et al. 2020 ; McConnell et al. 2020 ), providing a census
f the rare, bright radio source population o v er the vast majority
 E-mail: Catherine.Hale@physics.ox.ac.uk (CLH); Ian.Heywood@physics. 
x.ac.uk (IH); Matt.Jarvis@physics.ox.ac.uk (MJJ) 
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f cosmic time. Surv e ys at these relativ ely high flux densities
re dominated by sources where the radio emission arises from 

ynchrotron radiation from jets and lobes as a result of accretion
n to the central supermassive black holes in galaxies (known as
ctive galactic nuclei, or AGN) and observations of these sources 
rovides a plethora of information on the physical conditions of 
hese high-energy phenomena. The fact that we are able to observe
hese AGN across the vast majority of cosmic time (e.g. De Breuck
t al. 2000 ; Jarvis et al. 2009 ; Saxena et al. 2018 ), means we are also
ble to trace the evolution of radio-loud AGN (e.g. Jarvis et al. 2001 ;
illott et al. 2001 ; Clewley & Jarvis 2004 ; Rigby et al. 2011 ). This

llows insights into their relation to their host galaxy properties (e.g.
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cLure et al. 1999 ; Dunlop et al. 2003 ; G ̈urkan, Hardcastle & Jarvis
014 ; Saxena et al. 2019 ) and their larger scale environment (e.g.
awlings & Jarvis 2004 ; McNamara & Nulsen 2007 ; Fabian 2012 ;
agliocchetti 2022 ) to be studied. Such surv e ys hav e rev ealed how

adio AGN populations are related to their accretion rate (e.g. Best &
eckman 2012 ; Heckman & Best 2014 ; Mingo et al. 2014 ; Whittam

t al. 2018 ) through both positive and negative feedback processes
e.g. Bower et al. 2006 ; Croton et al. 2006 ; Hardcastle, Evans &
roston 2007 ; Fernandes et al. 2015 ; Kalfountzou et al. 2017 ). 
In addition to the synchrotron radiation that is emitted due to

he accretion activity on to supermassive black holes, radio surv e ys
re also able to detect the integrated synchrotron emission from the
osmic rays accelerated due to the young massive stars becoming
upernovae (e.g. Condon 1992 ). Given that the radio emission has a
ong wavelength in relation to the size of dust grains, the radio waves
re able to penetrate any dusty regions in the host galaxies, or along
he line of sight, and thus potentially provide a dust-free measurement
f the star formation rate in galaxies. As such, radio surv e ys pro vide
n important tracer of both star formation and AGN activity across
osmic time. The wide and shallow surv e ys, highlighted abo v e, are
nly able to detect these star-forming galaxies (SFGs) at relatively
ow redshift (e.g. Yun, Reddy & Condon 2001 ; Bell 2003 ; Mauch &
adler 2007 ; Jarvis et al. 2010 ). In order to probe SFGs (and low-

uminosity AGN) across a wide redshift range, radio surv e ys much
eeper than the mJy regime (at 1.4 GHz) are required. This is
emonstrated by recent cross-matched and classified radio data from
oth the LOw Frequency Array (LOFAR) Deep Fields (Kondapally
t al. 2022 ; Best et al. 2023 ) and the MeerKAT International GHz
iered Extragalactic Exploration Surv e y (MIGHTEE) Early Science
ES; Whittam et al. 2022 , 2024 ), which show that SFGs have a
ypical median redshift of z ∼0.1 for S 1 . 4 GHz ≥1 mJy, increasing to
 ∼ 0 . 8 −0.9 across the full, deeper, samples. 

Indeed, we have seen significant progress in our understanding
f how radio emission may trace star formation and low-luminosity
GN in distant galaxies. This is from both wider surv e ys which
robe the sub-mJy regime, e.g. the Faint Images of the Radio Sky
urv e y (FIRST; White et al. 1997 ) and the LOFAR Two-metre
k y Surv e y (LoTSS; Shimwell et al. 2022 ) and deep surv e ys o v er
maller areas (e.g. Bondi et al. 2003 ; Smol ̌ci ́c et al. 2017a ; Heywood
t al. 2020 ; Sabater et al. 2021 ). SFGs become a more dominant
opulation for deeper surv e ys, and their star formation rate is often
nvestigated through the study of the far-infrared–radio correlation
FIRC e.g. Garrett 2002 ; Appleton et al. 2004 ; Ivison et al. 2010 ;
elhaize et al. 2017 ). Several recent studies hav e inv estigated the
ass dependence of the FIRC or the relationship of radio luminosity-

o-star formation rate. These studies demonstrate that the observed
volution in the such relationships with redshift could be largely
xplained by introducing a stellar-mass dependence (e.g. G ̈urkan
t al. 2018 ; Delvecchio et al. 2021 ; Smith et al. 2021 ), with other work
onsidering its luminosity dependence (see Matthews et al. 2021b ).
ue to the fact that the ancillary data that are required to measure

he stellar masses of galaxies detected at both far-infrared and radio
avelengths is flux-limited, those galaxies that are observed at higher

edshifts necessarily also have higher average stellar masses than
he galaxies observed in the lo w-redshift Uni verse. Alternati vely,
he dependence could also be related to the morphology of the
alaxy (Moln ́ar et al. 2018 ), which is in turn also correlated with
he mass, with ellipticals generally being more massive than spirals
n flux-limited samples. Thus, the combination of deep radio data
nd deep multiwavelength data is essential for such studies, allowing
he possibility of redshifts, host galaxies, and galaxy properties to
e identified for the radio sources. This is the main reason why
NRAS 536, 2187–2211 (2025) 
he new generation of deep radio surv e ys, such as the focus of
his paper namely the MIGHTEE (Jarvis et al. 2018 ) surv e y, are
esigned to o v erlap with those extragalactic deep fields with the best
ultiwavelength data. 
These recent deeper radio surv e ys hav e also been used to measure

he radio emission due to AGN activity to much lower luminosi-
ies, demonstrating that the space–density evolution is luminosity
ependent (e.g. Rigby et al. 2015 ; Yuan et al. 2017 ; Ceraj et al.
018 ; Šlaus et al. 2020 ; Kondapally et al. 2022 ) and that the
orrespondence between radio-luminosity and accretion rate (e.g.
ingo et al. 2014 ; Whittam et al. 2018 ), host galaxy properties (e.g.
adcliffe et al. 2021 ; Delvecchio et al. 2022 ; Ji et al. 2022 ; Best et al.
023 ), and the underlying dark matter haloes (e.g. Lindsay, Jarvis &
cAlpine 2014 ; Hale et al. 2018 ; Alonso et al. 2021 ) is complicated.

urthermore, these surv e ys are deep enough to begin to probe the
adio emission from large samples of those AGN classified as radio
uiet (e.g. White et al. 2015 , 2017 ; Panessa et al. 2019 ; Ceraj et al.
020 ; Macfarlane et al. 2021 ). 
Thus, we are entering a realm of detailed understanding of

volution of star formation and AGN activity in galaxies from
heir radio emission. Ho we ver, the interdependencies between star
ormation and AGN activity also highlights the need to combine
eep radio observations with deep multiwavelength data covering
 wide enough area to fully sample the radio luminosity function
or SFGs and all types of AGN, abo v e and below the knee in
espective luminosity functions. These interdependencies also need
o be studied in the context of whilst enabling the role of the
nvironment to be investig ated, whilst mitig ating the effects of
osmic variance. 

The MIGHTEE Surv e y (Jarvis et al. 2018 ) is a radio surv e y using
he MeerKAT telescope (Jonas 2009 ; Jonas & MeerKAT Team 2018 )
iming to provide this combination of depth and area, o v er some
f the most well-studied extragalactic deep fields accessible from
he Southern hemisphere, in order to accelerate our understanding
f galaxy and AGN evolution. The ES Data Release from this
urv e y co v ered an area of 1.6 de g 2 in the Cosmic Evolution Surv e y
COSMOS) field and 3.5 deg 2 in the XMM Large-Scale Structure
XMM-LSS) field (Heywood et al. 2022 ), and provided the basis
or investigations across the full range of science outlined abo v e,
ncluding the disco v ery of two giant radio galaxies (Delhaize et al.
021 ), investigations of the FIRC to high redshift (An et al. 2021 ;
elvecchio et al. 2021 ), probing the accretion rates to much lower

adio luminosities than previously possible (Whittam et al. 2022 )
nd measuring the contribution of SFGs and AGN to the radio sky
ackground temperature (Hale et al. 2023 ). 
In this paper, we describe the processing of the MIGHTEE data

 v er an e xtended area in each of the COSMOS and XMM-LSS fields
which are the final MIGHTEE L -band images of these fields), along
ith a very deep single pointing exposure centred on the Chandra
eep Field South (CDFS, denoted in this work as CDFS-DEEP).
his is known as MIGHTEE Data Release 1 (DR1). The deep
bservations of the CDFS field are taken as part of the Looking
t the Distant Universe with the MeerKAT Array (LADUMA; Blyth

t al. 2018 ) surv e y, whose main science goals are to determine the
ole of neutral atomic Hydrogen in galaxy evolution. We describe
he observations and data processing, including a description of the
f fecti v e frequenc y maps o v er all fields, in Section 2 . We outline
ow the radio source and component catalogues are constructed in
ection 3 . In Section 4 , we provide an overview of the quality of the
ata in terms of astrometric uncertainties and the flux-density scale,
nd in Section 5 , we present the source counts across the three fields,
hich comprise the deepest radio continuum data ever released over
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ev eral de gree-scale areas of sk y. We also present results on the lev el
f sample variance between the three fields as a function of flux-
ensity and surv e y area. We summarize the results of these analyses
nd draw conclusions in Section 6 . 

 OBSERVATIONS  A N D  DATA  PROCESSING  

his work makes use of a total of 86 individual MeerKAT tracks
t L -band (856–1711 MHz) totalling 709.2 h, with 22, 45, and 19
ointings respectively in COSMOS, XMM-LSS, and CDFS-DEEP. 
he total on-target time in each field is 139.6 h (COSMOS), 297.9 h

XMM-LSS), and 126.7 h (CDFS-DEEP). For the COSMOS and 
MM-LSS fields, the images released in this DR1 are the final 
 -band observations for these fields. A larger area of the CDFS
eld will be released in a future L -band data release, for which

he expected coverage is shown in appendix C1 of Heywood et al.
 2022 ) and will consist of 291 h of on source time. Alongside this
here will additionally be L -band observations of the European Large 
rea ISO Surv e y (ELAIS) S1 field, totalling 72 h on source. Further
etails of the observations and pointings for each field are provided 
n Appendix A in Tables A1–A3 . The data processing took place on
 per-track basis up to the mosaicking point, and followed a similar
rocedure to that described in detail by Heywood et al. ( 2022 ), with
cripts available online in the OXKAT repository (Heywood 2020 ). As
or the ES data of Heywood et al. ( 2022 ), primary calibrators were
bserved at least twice within a block for 5–10 min, with secondary
alibrators visited regularly throughout the target observations but for 
 shorter duration ( ∼2–3 min). The underlying software packages 
ere containerized using SINGULARITY (Kurtzer, Sochat & Bauer 
017 ), and the majority of the data processing took place on the ilifu
luster, 1 in Cape Town. A brief summary of the procedure is given
s follows. 

.1 Flagging, calibration, and imaging 

he data were retrieved in Measurement Set format from the 
outh African Radio Astronomy Observatory archive, 2 and were 

mmediately averaged down to 1024 frequency channels (836 kHz 
n width) in the process. 3 Following initial flagging of the data, 
andpass, delay and time-dependent gain solutions were derived 
sing the primary and secondary calibrators using CASA (CASA 

eam et al. 2022 ). The solutions were applied to the target data,
hich were flagged using the TRICOLOUR software (Hugo et al. 
022 ), which implements the SUMTHRESHOLD algorithm (Offringa 
t al. 2010 ) optimized for MeerKAT and accelerated using DASK-MS 

Perkins 2022 ). 
The flagged and reference-calibrated target data were then imaged 

sing WSCLEAN (Offringa et al. 2014 ), with deconvolution proceed- 
ng blindly, terminating with a relati vely shallo w threshold where the
eak residual drops below 20 μJy beam 

−1 . The same algorithm that
s implemented in the BREIZORRO (Ramaila, Smirnov & Heywood 
023 ) tool was then used to construct a mask from this initial
mage for a subsequent round of constrained deconvolution. The 
econd round is deeper, forming a highly complete sky model, with 
he deconvolution within the masked region terminating at a peak 
esidual of 1 μJy beam 

−1 . The model visibilities corresponding to 
 https:// www.ilifu.ac.za/ 
 https:// archive.sarao.ac.za/ 
 The total number of channels in each observations are given in Tables A1 –
3 . 

t
v
a
t
5

6

he spectral clean component model derived from this second round 
f deconvolution were used as the basis for a single round of phase
nd delay self-calibration using the CUBICAL package (Kenyon et al. 
018 ), and the self-calibrated data were re-imaged. 
Visual inspection occurs at this stage, and if it is deemed necessary

o subtract a strong problematic source from the field then the
ata were re-imaged at higher spectral resolution with a refined 
econvolution mask, and a direction-dependent peeling, 4 step was 
erformed using CUBICAL . In total, peeling was required for 14 of
he 45 pointings in XMM-LSS, only one of the 22 pointings in
OSMOS, and all of the 19 pointings in CDFS-DEEP. 
Whether a source has been peeled or not, the final stage of

he processing for each MeerKAT track involved imaging of the 
ata using DDFACET (Tasse et al. 2018 , 2023 ). Residual direction-
ependent errors (DDEs) were solved for by manually identifying 
0–20 sources across the field of view. These sources are generally
nes that are bright enough to provide high signal-to-noise ratio 
SNR) gain solutions, and exhibit residual point spread function- 
ike structures due to the the DDEs. At L -band, the DDEs are
ominated by the antenna primary beam pattern coupled with 
tochastic pointing errors that differ from antenna to antenna, thus 
his subset of sources is generally uniformly distributed around the 
ank of the main lobe of the primary beam, and into the sidelobes. A

esselation algorithm partitions the sky according to their positions, 
nd direction-dependent gain terms are solved for on a per-tessel 
asis, with solution intervals of 5 min in time and 107 MHz in
requency, using the KILLMS package (Smirnov & Tasse 2015 ; Tasse
023 ). Two subsequent rounds of imaging with DDFACET applying 
hese directional solutions resulted in the final images, with each run
roducing an image at two different resolutions via two different 
alues (0.0 and −1.2) of the Briggs ( 1995 ) robust parameter. 

.2 Mosaicking 

or each target field (including CDFS-DEEP), the images produced 
rom each individual MeerKAT observation were combined in the 
mage domain. First, the constituent pointings were all homogenized 
o a common resolution, namely a circular Gaussian beam with a
ull width at half-maximum (FWHM) dictated by the largest value 
f the fitted beam major axis from the set of images of a given
eld. The clean component model image was directly convolved 
ith this Gaussian, whereas the residual image was convolved 
ith a homogenization kernel computed using the PYPHER package 

Boucaud et al. 2016 ) prior to being summed with the convolved
odel. Following this, each convolved image was primary beam 

orrected, using a model of the MeerKAT Stokes I beam e v aluated
t the nominal band-centre frequency using the KATBEAM 

5 library. 
he Stokes I beam model was also azimuthally averaged in order

o average out the asymmetries in the MeerKAT main lobe. The
esulting homogenized, primary beam corrected images were then 
inearly mosaicked using the MONTAGE 6 toolkit, using the square of 
MNRAS 536, 2187–2211 (2025) 

he term here, as the subtraction of problematic sources from the field of 
iew in our processing is more accurately described as a differential gains 
pproach (Smirnov 2011 ) with only a single additional solvable gain term in 
he Measurement Equation. 
 https:// github.com/ ska-sa/ katbeam 

 http:// montage.ipac.caltech.edu/ 

https://www.ilifu.ac.za/
https://archive.sarao.ac.za/
https://github.com/ska-sa/katbeam
http://montage.ipac.caltech.edu/
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he primary beam (equi v alent to v ariance weighting) as a weighting
unction. 

A comparison of the final images for each of the three fields at
oth Briggs’ weightings are presented in Fig. 1 . We also show a
omparison of selected regions within this data release compared
o the MIGHTEE ES data in Fig. 2 . These regions were chosen to
nclude areas near the edge of the Heywood et al. ( 2022 ) ES image, as
hese areas are mosaicked with additional data in this data release and
herefore can show an impro v ement in sensitivity. For COSMOS and
MM-LSS, the DR1 images are the final L -band continuum images

rom the MIGHTEE surv e y. F or further details of these additional
ointings, see appendix C of Heywood et al. ( 2022 ). 

.3 Effecti v e frequency maps 

 ollowing He ywood et al. ( 2022 ), ef fecti v e frequenc y maps are
enerated for each field to provide information of the typical
requency at a source location when effects such as the primary beam
nd flagging are accounted for. Such maps were generated using the
ame methodology as for the ES data by using linear mosaics of the
requency values in eight sub-bands, with a weighting function that
s the primary beam response e v aluated at that sub-band frequency,
nd weighted further by the inverse of the square of the sub-band
mage noise (please refer to section 3.2 of Heywood et al. 2022 , for
 more detailed explanation). 

We present these ef fecti v e frequenc y mosaics for each of the
hree fields in Fig. 3 . The patterns caused by the o v erlap of the
ifferent pointings in the COSMOS and XMM-LSS fields are clearly
isible and these maps are found to have typically lower effective
requencies in the outer regions of the image mosaics. The ef fecti ve
requencies of the high-resolution images have, in general, lower
requency values compared to the lower resolution images. This is
ue to the fact that the lower resolution images are produced with
 higher weighting of the short spacings, which are more prone to
adio frequency interference (RFI, see Mauch et al. 2020 ). Since the
ajority of the RFI in MeerKAT’s L band occupies the lower half

f the band, this serves to raise the ef fecti v e frequenc y of the lower
esolution maps. 

Whilst the ef fecti v e frequenc y is reported within the catalogues of
ources (see Section 3 ), we do not apply any corrections to the flux
ensity of the images or those recorded in the catalogue. Any such
orrection would need to assume a spectral shape for the source,
iven by the spectral index, α. 7 Different scientific studies and use
ases may require the assumption of different spectral indices or may
ant to measure the spectral indices directly. We therefore leave it

o the users of to appropriately apply any frequency corrections to
he measured source flux densities, or images, as necessary for their
ork. Not accounting for such an effect could lead up to an ∼8
er cent offset in the ratio of the flux densities from the minimum
nd maximum frequency values across the image, when scaled to a
ommon frequency (and assuming α = 0 . 7). 

 R A D I O  C ATA L O G U E S  

o detect radio sources and create a catalogue of their source
roperties, we make use of the Python Blob Detection and Source
NRAS 536, 2187–2211 (2025) 

 Where a spectral index is assumed in this work we use the relation S ν ∝ ν−α

o relate the frequency, ν, to the spectral flux-density measurements, S ν and 
ill assume a value of α = 0.7, unless otherwise stated. 

8

9

s
1

h

inder ( PYBDSF ; Mohan & Rafferty 2015 ). 8 The general practice
f PYBDSF makes use of a sliding box to first derive root mean
quare (rms) and sky background maps for an image, after which
slands of emission which exceed a user determined threshold are
dentified. For these islands, the emission is modelled using either a
ingle Gaussian component or a combination of multiple Gaussian
omponents, which are used to build up a source model. For the ES
IGHTEE data (Heywood et al. 2022 ), PYBDSF was used with a

ypical standard configuration where a 3 σ threshold on flux within
he image to detect islands of emission was used to ensure high
ompleteness for both point and extended sources, but only those
ources which satisfied at least a 5 σ peak emission threshold criteria
ere included in the final source catalogue, 9 alongside the associated
aussian component catalogue. 
For this work, we use PYBDSF in a modified method relative to

he ES data to produce the source and component catalogues. Such
 change is employed in order to extract maximal information from
he images, which are limited by confusion at the sensitivity and
esolution of these data products. A similar approach is also being
sed in deep radio observations with LOFAR (Shimwell et al., in
reparation). As discussed in Heywood et al. ( 2022 ) and in Section 2 ,
he MIGHTEE continuum imaging data are affected by confusion
nd as such, this will affect our ability to measure the noise in the
mage reliably. When determining the rms maps, PYBDSF uses a
liding box to generate a varying rms map across the full field. The
ize of such a box can either be determined by PYBDSF itself or
pecified by the user. 10 Such an rms map is generated prior to the
dentification (and hence removal) of any sources already within the
mage. Therefore, when there is a high source density, the measured
ms will increase due to the sources responsible for ele v ating the
onfusion noise. An ele v ated rms due to this source confusion will
dversely affect the detection of sources across the image, reducing
he number of sources which reach the threshold needed to be
onsidered ‘detected’ by PYBDSF . Due to the high source density
n the MIGHTEE images we therefore adopt a two-step process for
he source finding and catalogue generation, first removing sources
rom the image to calculate a more accurate rms map and using this
ms map for source detection. 

More formally, we first run PYBDSF on the image using the
etection parameters: 
bdsf.process image(image, thresh isl = 3., 
thresh pix = 5., mean map = ̀ zero’, rms box =
where image is the file name of the image, thresh isl

s the threshold for detecting an island of emission to then be
t with Gaussian components, and thresh pix is the criterion
hich determines which sources are included within the final source

atalogue. The mean map is the same shape as the input image,
eflecting the background emission within the image. We set this
o zero at all locations within the image. Finally, rms box is a
arameter used to quantify the size of the box used to determine the
ms in terms of pixels (where our pixel scale within the images are
.1 arcsec), as well as the step size used to mo v e this sliding box
cross the image. Such values were chosen to ensure consistent box
izes were used across the three fields and to a v oid too large a box
ize which could smooth o v er noise variations. 
 https:// pybdsf.readthedocs.io/ 
 Note this 5 σ threshold is based on image values, and so some catalogued 
ources may appear to have peak SNR slightly less than 5 σ . 
0 See the guidance at https:// pybdsf.readthedocs.io/ en/ latest/ process image. 
tml#term-rms box for appropriate rms box scales to use. 

https://pybdsf.readthedocs.io/
https://pybdsf.readthedocs.io/en/latest/process_image.html#term-rms_box
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Figure 1. The brightness distributions for each of the MIGHTEE DR1 images which are released with this work. This is shown for COSMOS (top row), 
the deep pointing in CDFS (middle row), and XMM-LSS (bottom row) for the high-resolution images (left: 5.2, 5.5, and 5.0 arcsec beam FWHM, each field 
respectively) and the low-resolution images (right: 8.9, 7.3, and 8.9 arcsec beam FWHM, respectiv ely). F or the COSMOS and XMM-LSS fields, the extent of 
the pointings of the ES data of Heywood et al. ( 2022 ) are indicated by purple circles. 
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Figure 2. Comparisons of the brightness images for a zoomed-in region of the DR1 images (left) released with this work compared to the same region within the 
ES data (right) of Heywood et al. ( 2022 ) for the COSMOS high-resolution images (first row) and low-resolution images (second row), and the high-resolution 
images of the XMM-LSS field (third row) and the XMM-LSS low-resolution images (fourth row). The regions are chosen to co v er ∼0.4 ◦× 0.4 ◦ o v er a re gion 
that is towards the outer regions of a pointing in the ES data to the south of the field which has not been mosaicked with neighbouring pointings, as it has been 
in DR1. 
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Figure 3. Ef fecti v e frequenc y maps for COSMOS (left), CDFS-DEEP (centre), and XMM-LSS (right) fields for the high-resolution images (top row) and 
low-resolution images (middle row). Also shown (bottom row) are the histograms of the ef fecti v e frequenc y pix el values within the images for the high (red) 
and low (blue) resolution images. 
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After running PYBDSF , we save the residual map which is
enerated from PYBDSF , i.e. the image with the source model 
f the Gaussian components of ‘detected sources’ subtracted. This 
hould therefore give a better representation of the background, with 
right sources remo v ed. We again use PYBDSF , with the parameters
escribed abo v e, on the residual image to generate the rms map. This
ms image generated in the second run of PYBDSF should provide 
n impro v ed estimate of the true rms of the image, with a reduced
umber of sources. Of course, due to the confused nature of the
IGHTEE data, there will be remaining sources of emission within 

he residual image and, as such, the rms will still be ele v ated, though
his will be reduced compared to the rms measured using the initial
YBDSF run. This rms image is then used to impro v e the source
etection for the final catalogues. 
To obtain the final source and component catalogues, we perform 

 final run with PYBDSF in which we supply the original MIGHTEE
mage and use the parameters described abo v e, but supply the rms

ap generated abo v e as an input ( rms map ), instead of allowing
YBDSF to internally generate such a map. To do this, we use: 
rmsmean map filename = [mean map, rms map] 
where the mean map is again a map consisting solely of zeros
 v er the image. From this final PYBDSF run, we obtain source and
aussian component catalogues for each of the three fields for both

he low- and high-resolution images. The total number of sources 
nd components detected by PYBDSF are shown in Table 1 . 

As shown in Table 1 , we detect a total of 143 837 sources (154 314
aussian components) across the three fields (totalling 20.1 deg 2 ) in

he lower resolution images and 114 225 sources (121 647 Gaussian
omponents) in the corresponding higher resolution images. We 
elease both the source and Gaussian-component catalogues sepa- 
ately for the three fields and provide an example of the first five
ows of the source catalogue from the COSMOS field in Table B1 .
he Gaussian catalogue contains the same columns as the source 
atalogue, with an additional Gaussian component ID. Measured 
roperties in the Gaussian catalogue such as flux densities, positions, 
nd shapes relate to the individual Gaussian components which are 
sed to model a source, unless otherwise stated, as described in
ttps://pybdsf.readthedocs.io . 
MNRAS 536, 2187–2211 (2025) 
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Table 1. Tables describing the images and catalogues of the MIGHTEE DR1 catalogues and images. Given are the area and resolution of the images, 
alongside the number of sources and Gaussian components detected with PYBDSF , as described in Section 3 . Additionally, the thermal rms noise within 
the image, the measured median rms sensitivity within the PYBDSF determined rms maps across the full image, and within a smaller 0 . 5 ◦ × 0 . 5 ◦ central 
region of the image, are also provided. The latter estimate demonstrates the typical sensitivity in the most sensitive regions that are not affected by the 
sensiti vity roll of f in the outer, non-mosaicked, regions. In the case of the mosaics, the thermal noise is estimated by mirroring the ne gativ e values in 
a histogram of pixel brightnesses and determining the standard deviation of a Gaussian fit to the resulting distribution. In the case of the CDFS-DEEP 
images, the thermal noise is measured in a region far from the phase centre where the primary beam attenuation is sufficient to provide a source-free 
re gion. F or the COSMOS and XMM-LSS fields where there is ES data from Heywood et al. ( 2022 ), we also give a comparison of the area observed and 
number of Gaussian components detected. 

CDFS-DEEP COSMOS XMM-LSS 

Resolution (arcsec) 5.5 7.3 5.2 8.9 5.0 8.9 

Area (sq. deg) 1.5 1.5 4.2 4.2 14.4 14.4 
Thermal rms sensitivity ( μJy beam 

−1 ) 0.9 0.6 2.2 1.6 3.4 1.5 
Median measured rms sensitivity ( μJy beam 

−1 ) 1.9 2.0 5.6 3.5 5.1 3.2 
Median measured central rms sensitivity ( μJy beam 

−1 ) 1.2 1.3 2.4 2.1 3.6 2.7 
Number of sources 21 152 17 866 20 886 28 267 72 187 97 684 
Number of Gaussian components 22 660 19 291 22 420 30 466 76 567 104 557 
Ratio of area, cf. Heywood et al. ( 2022 ) – – 2.8 2.8 4.1 4.1 
Ratio of Gaussian components, cf. Heywood et al. ( 2022 ) – – 4.9 3.0 7.1 5.1 
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 C A  TA L O G U E  VA LIDA  T I O N  

n this section, we present comparison of the astrometry and flux
ensity of our data to previous radio observations. As noted in
ale et al. ( 2023 ), differences in the MeerKAT baseline distribution

ompared to other telescopes or surv e y configurations could lead to
mission being resolved into multiple sources in one surv e y (where
nly one source is detected in another surv e y), or e xtended emission
eing resolved out entirely. This may affect the comparison of flux
ensities of sources which are resolved. We therefore compare the
OSMOS and XMM-LSS fields to the MIGHTEE ES data o v er

hese fields from Heywood et al. ( 2022 ). These cover overlapping
reas, but the mosaicking of many more pointings could affect the
easured properties of sources even within the regions which were

o v ered by the ES release, e.g. primary beam corrections between
if ferent observ ation tracks and smearing with distance from phase
entres is exacerbated by the mosaicking. Moreover, the improved
ensitivity within regions of DR1 that were previously the outer
dges of the ES data will now be less affected by the larger noise
eaks/troughs in the ES data, which would affect the accuracy of the
ux-density measurements. This means that the measurement of flux
ensities for sources within the ES region of MIGHTEE (especially
owards the outer edges) may differ from the measured properties of
he same sources in the DR1 region. As we use different methods to
etect and characterize sources (albeit both with PYBDSF ), this may
lso introduce differences in the measured source properties. In their
 ork, Heyw ood et al. ( 2022 ) make comparisons of the ES data to
ery Large Array (VLA) observations of the COSMOS (Schinnerer
t al. 2010 ) and XMM-LSS fields (Heywood et al. 2020 ) using
atalogues extracted with the same method as in Heywood et al.
 2022 ). We will discuss their findings in the appropriate sections of
strometric (Section 4.2 ) and flux-density (Section 4.3 ) accuracy.
etails of the location of each of the individual pointings that make

he final mosaicked images are presented in Appendix A . The outline
f the ES regions compared to DR1 can be seen in Fig. 1 . 
For the deep data within the CDFS-DEEP field, there are no

revious MIGHTEE data to compare with. We therefore compare to
bservations using the VLA (Miller et al. 2013 ) and the Australian
elescope Compact Array (ATCA; through the Australia Telescope
arge Area Surv e y, or ATLAS Data Release 3; Franzen et al.
NRAS 536, 2187–2211 (2025) 

t
s

015 ), both at 1.4 GHz. 11 The o v erlap between the co v erage of the
IGHTEE CDFS-DEEP data and the data of Miller et al. ( 2013 ) and

ranzen et al. ( 2015 ) is shown in Fig. 4 . These data are significantly
hallower than the MIGHTEE data, with the catalogues of Franzen
t al. ( 2015 ) having significantly lower source density, but co v ering
 larger area than that of Miller et al. ( 2013 ). 
he field of view between ∼ 1 . 4 −1.5 GHz and therefore we use the 1.4 GHz 
caled flux densities from their catalogue. 
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.1 Matching of catalogues 

o ensure a lik e-for-lik e comparison, we identify isolated sources
ithin the DR1 catalogue (and the matching catalogue) which have 
o neighbours within the 2 ×FWHM of the restoring beam of the
IGHTEE data (which is typically the limiting resolution). This is 

o a v oid sources which may be blended in one catalogue b ut not
he other. The only exception to this is for comparison to the work
f Franzen et al. ( 2015 ), where the angular resolution is larger than
hat of MIGHTEE, 16 arcsec × 7 arcsec. For these comparisons, the 
WHM assumed is 16 arcsec and the appropriate cut from that is

nstead adopted. We then match the DR1 catalogues to the surv e y
sed for comparison, using a matching radius given by the angular 
esolution of the MIGHTEE data and only compare those sources 
hich are defined as ‘single’ sources in PYBDSF ( S Code = S ).
e make a second catalogue with more stringent constraints, where 

nly unresolved, high SNR sources are compared. To do this, we 
estrict to sources which have high SNR in both the DR1 and
omparison data (peak SNR ≥10) and only use sources which are 
efined as unresolved in MIGHTEE, using the method implemented 
n Hale et al. ( 2021 ) and similar studies (e.g. Bondi et al. 2008 ;
mol ̌ci ́c et al. 2017a ; Heywood et al. 2022 ), where the SNR is used to
efine an envelope between the integrated-to-peak flux-density ratio 
 S I /S P ) as a function of SNR, within which sources in MIGHTEE are
onsidered unresolved. Sources that were identified as single sources 
n PYBDSF were used to define such an envelope, which would 
ontain 95 per cent of unresolved sources, and the envelopes used to
efine unresolved MIGHTEE DR1 sources are given in Appendix C ,
n Table C1 . 

.2 Astrometry 

n Fig. 5 , we present a comparison of the astrometry between the DR1
nd ES observations of Heywood et al. ( 2022 ) for the COSMOS and
MM-LSS fields using the two comparison catalogues described 

bo v e for both the low- and high-resolution images. In the ES
ata, Heywood et al. ( 2022 ) find subpixel offsets in RA and Dec.,
ith mean offsets (RA, Dec.) of ( −0.27 arcsec, −0.19 arcsec) in

he COSMOS field, and ( −0.20 arcsec, −0.43 arcsec) in the XMM-
SS field. The astrometric comparison to multiwavelength data 

s also presented in Whittam et al. ( 2024 ), with a mean offset
f ( −0.24 arcsec, −0.40 arcsec) in a subregion of the COSMOS
eld. As shown in Fig. 5 , the median astrometric offsets for our
ore permissive comparison catalogue are typically limited to 
 0.06 arcsec, with the uncertainties derived from the 16th and 84th

ercentiles ∼ 0 . 3 − 0 . 4 arcsec . The density of sources which can
e seen for the astrometric offsets demonstrate that most offsets 
re well within 1.1 arcsec (the image pixel size in both the high-
nd low-resolution images), suggesting that any effects of smearing 
ue to the mosaicking of pointings are having a negligible impact 
n the measured locations of sources. The comparison of the 
ore restrictive matched catalogues (with the additional SNR and 

nresolved criterion) show a similar offset magnitude compared to 
he more permissive catalogue, with a reduction in the percentile 
erived uncertainties to ∼ 0 . 15 − 0 . 2 arcsec. These comparisons
emonstrate that the astrometry in DR1 is consistent with that of
he ES data. 

For CDFS-DEEP, we compare the MIGHTEE data to VLA (Miller 
t al. 2013 ) and ATCA (Franzen et al. 2015 ) imaging in Fig. 6 . We
ote that there are far fewer sources to compare with in this field,
ue to the lower sensitivity and smaller area of the ATCA and VLA
ata, respectiv ely. Such surv e ys from the VLA and ATCA have been
ompared to each other in Franzen et al. ( 2015 ) and find mean offsets
n RA and Dec. of ∼0.1 arcsec for sources with SNR ≥ 20 in the
TCA data. The median offset to the ATCA data is ∼ 0 . 25 arcsec in
A and ∼ 0 . 35 arcsec in Dec., much smaller than the pixel resolution
f both the high- and low-resolution images. Comparing with the 
LA data, we find a similar offset in RA, but a smaller offset in Dec.
f ∼ 0 . 20 arcsec. Both are well within the 1.1 arcsec pixel size of
he MIGHTEE data. Whilst the majority of sources have consistent 
strometry, within a pixel, when compared to the work of Miller
t al. ( 2013 ), there are a significant number of sources which appear
o have larger astrometric uncertainties when compared to the work 
f Franzen et al. ( 2015 ), which appear to be typically more dispersed
n declination. As this is significantly less notable in the comparison
ith Miller et al. ( 2013 ), this may relate to the ATLAS observations,
hich have an elongated beam in the north–south direction (due to

he array configuration) and so any offsets may be more likely in
his direction. Franzen et al. ( 2015 ) do not see such large declination
ffsets compared to the data of Miller et al. ( 2013 ), which suggests
his relates to differences in the selection criteria used to match
ources to MIGHTEE. 

As in the work of Whittam et al. ( 2024 ), the astrometric accuracy
f these catalogues will be understood better through the cross- 
atching of the MIGHTEE detected sources to multiwavelength 

ost galaxies. Such analysis will be presented in future work. 

.3 Flux-density comparisons 

n this section, we compare the flux-density scale of these DR1
mages to that of the ES data in the COSMOS and XMM-LSS
elds in Fig. 7 for the more permissive cross-matched catalogue, 
nd in Fig. 8 when the additional SNR and unresolved criteria are
pplied. As discussed, the ES data have been compared to previous
urv e ys from the VLA in Heywood et al. ( 2022 ), where they run
he same source finder, PYBDSF , o v er the VLA image data to
ake source comparisons using a consistent source finding process. 
eywood et al. ( 2022 ) identify median flux-density ratios between

he MIGHTEE and VLA data of 0.95 (1.0) for the COSMOS (XMM-
SS) field. These more restrictive cuts are likely to have a much larger
ffect on the flux-density comparisons. This is because low SNR 

ources are much more likely to be affected by confusion, Eddington
ias (Eddington 1913 ) and measurement biases (see discussions for 
S data in Hale et al. 2023 ) which will all affect the measured
ux density of sources. This will be especially important in the outer
egions of the ES data where the rms is larger and so the measurement
f faint sources is more challenging. In DR1, the effect of mosaicing
ogether multiple pointings reduces the noise in the outer regions 
f the ES area, which are now fully within the DR1 mosaic, as can
e seen in Fig. 2 . As these DR1 images have dif ferent ef fecti ve
requency maps compared to the ES data, we scale the data to a
ommon frequency of 1.4 GHz. We similarly use a frequency of
.4 GHz when making comparison to the data of Miller et al. ( 2013 )
nd Franzen et al. ( 2015 ) in the CDFS field. 

As can be seen in Fig. 7 , at the highest flux densities the comparison
etween ES and DR1 follows an approximate 1-to-1 relationship, 
ith larger deviations from this found at lower flux densities. This

catter reduces when the additional SNR and unresolved criterion 
re applied (Fig. 8 ), with median ratios of the flux densities �
 per cent. In the COSMOS high-resolution images, though, this 
edian offset is more similar to 7 per cent, with the reason for the

arger offset unclear. In Figs 7 and 8 , sources are coloured based
n their peak SNR in the ES data, which highlights that the sources
hich significantly deviate from the 1-to-1 relation are at the lowest
MNRAS 536, 2187–2211 (2025) 
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Figure 5. Comparisons of the astrometric offsets between DR1 and the ES data from Heywood et al. ( 2022 ) for the COSMOS (upper) and XMM-LSS (lower) 
fields, for the high- (left) and low-resolution (right) catalogues. Shown are the offsets for both the single-component sources, as discussed in Section 4 (navy) 
as well as with the additional SNR and unresolved criterion discussed in Section 4 (red). The numbers quoted in the upper part of the scatter panel presents the 
number of sources which contribute to the comparisons as well as the median offset in RA and Dec. (with �X = X DR1 − X ES , for both RA and Dec.) and the 
associated errors from the 16th and 84th percentiles reported in arcseconds. The colour of the text is chosen to match the data plotted. The circles of radii of 1 
and 2 arcsec are included to guide the eye. The numbers provided in the lower part of the scatter plot quote the mean and standard error on the mean for the RA 

and Dec. offsets. 
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NR ( � 10). These sources appear to have an excess flux density
n the ES data compared to DR1. This can be understood due to
he higher noise of the ES data, which may cause an apparent boost
n the flux densities due to Eddington bias compared with DR1.
his is because fainter sources in the ES data may be preferentially
NRAS 536, 2187–2211 (2025) 
oosted to be detected abo v e the detection threshold, given the
arger noise in the ES data. This causes the median ratio of the
ux densities (shown in the histogram inset) to appear to deviate
rom the expected ratio of 1 by up to ∼20 per cent. In comparison,
ith the more stringent cuts applied to the data to ensure sources
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Figure 6. As for Fig. 5 for the astrometric of fsets, no w for the CDFS-DEEP field for the high- (left) and low-resolution (right) catalogues compared to data 
from ATCA (Franzen et al. 2015 , upper) and the VLA (Miller et al. 2013 , lower). 
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re unresolved and at high SNR, the median flux-density ratio is
loser to a ratio of 1 with median offsets typically constrained to
ithin ∼10 per cent. The boosting of flux in the ES data compared

o DR1 is more apparent in the low-resolution images where, as
iscussed, the combination of confusion and Eddington bias will be 
ore pre v alent. 
For CDFS-DEEP, we again compare to the work of Miller et al.

 2013 ) and Franzen et al. ( 2015 ). This introduces challenges in
omparing flux densities due to the different baseline configurations 
etween MeerKAT compared to the VLA and ATCA, which could 
ead to extended emission being resolved out, particularly in the 
LA data. The observations of Miller et al. ( 2013 ) are much higher

esolution (2.8 arcsec × 1.6 arcsec), whilst Franzen et al. ( 2015 )
ave a more elongated beam, but at more comparable resolution 
12 arcsec × 6 arcsec). For comparisons with Miller et al. ( 2013 ),
t may therefore be the case that sources which are unresolved in

IGHTEE still have emission resolved out in the VLA data of Miller
t al. ( 2013 ). Furthermore, there are also differences in the source
MNRAS 536, 2187–2211 (2025) 
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Figure 7. Comparisons of the integrated flux densities (scaled to 1.4 GHz) between DR1 and the ES data from Heywood et al. ( 2022 ) for the COSMOS (upper) 
and XMM-LSS (lower) fields, for the high- (left) and low-resolution (right) catalogues for the single-component sources matched with the matching criteria 
discussed in Section 4 . Sources are coloured by their peak SNR in the ES data and the inset shows the histogram of the ratio of the flux-density measurement in 
the ES data compared to DR1 for all sources plotted (grey) and for sources with SNR in ES ≥ 20 (blue). For each histogram, the vertical lines are the ratio of 1 
(black), and the coloured lines are the peak (dotted) and median (solid) values of the ratio, using the same colour scheme as the histogram. The black solid line 
indicates a 1-to-1 ratio, grey dashed lines indicate ratios of the flux densities of 0.9 and 1.1, and the grey dotted lines indicate flux-density ratios of 0.8 and 1.2. 
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nding algorithms that were used to generate the source catalogues
hich may also affect detections and characterizations of sources

see comparisons in e.g. Hopkins et al. 2015 ; Bonaldi et al. 2021 ;
oyce et al. 2023 ). 
The comparison of the flux density of MIGHTEE CDFS-DEEP

ources, when the more stringent cuts are applied, are shown in
ig. 9 . This results in a small number of sources available for
omparison. We find a good agreement between our observations
nd the catalogue of Miller et al. ( 2013 ), especially when making
omparisons to the high-resolution MIGHTEE data, with a median
ffset of � 5 per cent. However, we find a larger offset in the source
ux density compared to Franzen et al. ( 2015 ), with the MIGHTEE
ources appearing to have an excess in flux density compared to those
n the ATCA catalogue, with a median offset similar to ∼10 per cent.
he reasons for any remaining differences are unclear, although we
ote the difference in resolution, baseline distributions and source
xtraction software could all have an impact. We note, though, that
NRAS 536, 2187–2211 (2025) 
n their work, Franzen et al. ( 2015 ) find a typical 2 −3 per cent offset
o the surv e ys of Miller et al. ( 2013 ), again suggesting that our work
as a different selection of sources for comparison with MIGHTEE
han used in their work. 

 C O M B I N E D  1 . 4  G H  Z S O U R C E  C O U N T S  

n this section, we use our source catalogues to measure the Euclidean
ormalized source counts within the three deep fields. 12 We take
 similar approach to a number of works which consider the
ompleteness in radio images (see e.g. Smol ̌ci ́c et al. 2017a ; Hale
t al. 2021 ; Shimwell et al. 2022 ) and in the work of Hale et al. ( 2023 )
y injecting sources into an image and considering the reco v ery of
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Figure 8. As for Fig. 7 , the additional SNR and unresolved criteria applied to the COSMOS and XMM-LSS sources, as discussed in Section 4 . 
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ources by the source finder, PYBDSF . Ho we ver, such confused
mages present challenges to accurately measure and account for 
ncompleteness. F or e xample, an y sources injected in the image
ould add to the confusion noise, whereas injecting sources into 

he residual image will mean that the effects of source confusion 
nd source blending are likely to be underestimated. Furthermore, 
njecting a realistic number of sources into the residual image 
hat is consistent with the observed source counts, will add to the
ackground of < 1 σ sources which have not been removed from
he image when determining the rms map, significantly increasing 
he sky density of these faint sources. Finally, one could also create
mages which do not make use of the MIGHTEE images (or residual
mages) and instead theoretically account for the rms variations and 
rimary beam attenuation based on theoretical predictions from the 
elescopes known properties. However, such images also present 
hallenges in accurately including observational limitations of e.g. 
rtefacts, deconvolution issues as well as accurately including the 
rue morphology of sources in the image. 

In this work, we take the approach of directly injecting sources into
he image and reco v ering sources. This allows us to better account
or effects of confusion within this deep imaging ho we ver, as the
mage is already confused, it already contains a significant number of
ources both abo v e and below the detection threshold. This approach
s likely to be the most accurate in estimating and accounting for the
mage and source detection systematics, provided that the number of 
ources injected into the image is restricted to minimize additional 
ontribution to the confusion noise. For such simulations, we make 
se of the Tiered Radio Extragalactic Continuum Simulations (T- 
ECS, Bonaldi et al. 2019 , 2023 ) and inject a number of sources
irectly into the original image (2000 in CDFS-DEEP, 2500 in 
OSMOS and 7500 in XMM-LSS, or ∼10 per cent of the detected

ources per field) using a limiting 1.4 GHz flux density of 4 μJy
n COSMOS and XMM-LSS and 2 μJy in CDFS-DEEP (as CDFS-
EEP is deeper, see Table 1 ). As the ef fecti v e frequenc y changes

cross the field of view, we scale the flux density of simulated sources
sing the ef fecti v e frequenc y (and a spectral index of α = 0 . 7) at
he random locations. Each source is then injected in the image
sing to different source models depending on the source type, 
iscussed in Bonaldi et al. ( 2019 , 2023 ). This makes use of models
rom the GALSIM package (Rowe et al. 2015 ) and injects using
MNRAS 536, 2187–2211 (2025) 
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Figure 9. Comparisons of the integrated flux densities (scaled to 1.4 GHz) between MIGHTEE CDFS-DEEP data to Franzen et al. ( 2015 , upper panels) and 
Miller et al. ( 2013 , lower panels), for the high- (left) and low-resolution (right) catalogues for the catalogues made with the more stringent criteria discussed in 
Section 4 . Sources are coloured by their peak SNR in the non-MIGHTEE data and the inset shows the histogram of the ratio of the flux-density measurement in 
the non-MIGHTEE data compared to DR1. 
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he prescriptions used in the SIMUCLASS package 13 (Harrison et al.
020 ). 
After injecting these sources into the image, the final rms map

iscussed in Section 3 is used to re-extract the sources, using the final
tage of the source finding prescription discussed in Section 3 . In this
ork, our procedure of supplying the rms map used in the DR1 source

atalogue generation ensures that the number of simulated sources
njected in the image are not artificially inflating the measured noise
n the image which would be measured by PYBDSF . We repeat this
rocess to generate a total of 4000 simulations for each field. 
As we supply the PYBDSF rms map which was used for source

etection to produce the final continuum catalogue, the detected
ources will be a combination of the original sources in the image and
he simulated image. Therefore, when measuring the completeness
e use a different approach to that of Hale et al. ( 2023 ). We do not
NRAS 536, 2187–2211 (2025) 

3 https:// github.com/ itrharrison/ simuclass-public/ 

g  

h  

n  
mpose any matching radius when comparing our simulated sources
hat we detect to those injected in the image. Instead we calculate the
ompleteness by comparing the flux distributions of the total detected
ources with the total number of injected sources as well as those
ithin the image already. This allows us to better measure the true

ompleteness, accounting for the blending and grouping of sources.
ore formally, we consider the total completeness ( C) within a given

ux-density bin ( S to S + d S) to be: 

 ( S , S + d S ) = 

N Output sims ( S , S + d S ) −N sims N Image ( S , S + d S ) 

N Input sims ( S , S + d S ) 
, (1) 

here N Output sims ( S , S + d S ) is the number of sources detected by
YBDSF across all simulations with measured flux densities in

he given flux-density bin ( S → S + d S ). N Image ( S , S + d S ) is the
umber of sources within the DR1 catalogues (Section 3 ) in the
iven flux-density bin and N sims is the number of simulations (4000
ere for the default simulations). N Input sims ( S , S + d S ) is the total
umber of simulated sources injected across all of these simulations

https://github.com/itrharrison/simuclass-public/
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Table 2. Details of the number ( N ) and minimum 1.4 GHz flux-density 
limit ( S min ) of sources injected into the images of the three fields (CDFS- 
DEEP, COSMOS, and XMM-LSS) fields respectively, for the completeness 
simulations used in Section 5 . 

CDFS-DEEP COSMOS XMM-LSS 
Label S min N S min N S min N 

( μJy) ( μJy) ( μJy) 

Default 2 2000 4 2500 4 7500 
High flux 0 10 1000 10 2500 10 7500 
High flux 1 25 1000 25 2500 25 7500 
High flux 2 100 1000 100 2500 100 7500 
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ith simulated input flux densities within the given flux-density bin. 
he numerator accounts for the fact that the output catalogue for each
imulation is comprised of both the simulated sources and the real 
ources. We note that the flux bins considered in this calculation are
t 1.4 GHz and so the simulated input flux densities and measured
utput flux densities are first scaled to 1.4 GHz using the ef fecti ve
requency maps, prior to the calculation of the completeness. 

Calculating the total completeness using such a method accounts 
or the combined effects of (i) incompleteness due to sensitivity 
ariations, (ii) Eddington bias (Eddington 1913 ), (iii) incompleteness 
ue to the source finder, and (iv) measurement errors introduced from
he source finder. It also accounts for the effects of confusion and the
lending of sources which are in close proximity, as well as the effects
f source splitting where for e.g. the lobes of AGN are identified
s two separate sources, instead of being attributed to a single 
ource. This would not be properly probed if an exclusion radius
round sources already in the original image was imposed, which is
mportant to measure the true incompleteness of the catalogues. 

We note that, due to the expected source counts distribution, the 
ajority of sources injected into the image will be faint. Therefore 

o better understand the completeness at brighter flux densities, we 
enerate additional simulations where we adopt a higher minimum 

ux density for the simulated sources. The additional flux-density 
imits used and number of sources injected into the image are 
resented in Table 2 . To combine the simulations together, we use the
Default’ simulations (Table 2 ) up to 10 times the minimum of the
High Flux 0’ simulations. For each of the subsequent ‘High Flux’
imulations, we use them to determine the completeness abo v e 10 ×
he minimum flux-density limit of the simulation, having run 1000 
terations for each simulation. 

We estimate the associated uncertainties on the completeness mea- 
urements through combining subsets of simulations ( N sims, subset ) 
nto independent samples. To determine how many simulations 
hould be combined (denoted N sims, subset ), we calculate the number of
ources we expect to observe over the image area for each field, using
he counts distribution of T-RECS (Bonaldi et al. 2019 , 2023 ). We
hen compare how many simulations need to be combined (in each 
ux-density bin used for completeness, up to 10 mJy) such that the

otal number of sources matches the expected number of sources in T-
ECS. Using the median of the integer number of simulations which 

hould be combined, we generate a number of different ‘combined’ 
amples. We calculate the completeness in each of these combined 
amples, using equation (1) and use the standard deviation between 
hese subsamples for the uncertainty, as a function of flux density. 
ypically this results in ∼ 30 −40 independent samples per field to 
alculate the completeness when using the default simulations and 
ncreases when the ‘High Flux’ simulations are used. For comparison, 
e also consider the completeness we would measure from the 
efault simulations up to the highest flux densities ( > 0 . 1 mJy).
bo v e 0.1 mJy all the simulations described in Table 2 are combined

ogether to estimate the completeness and their associated errors. 
The completeness measurements are shown in Fig. 10 , colour 

oded by the simulations used. For each of the fields, these can be
een to rise steeply before peaking around a completeness of ∼1.2,
nd then declining to the expected value around a completeness 
f 1. This shows some differences between the completeness from 

ombining the simulations together at 10 × the minimum flux-density 
imit of the higher flux-density simulations, compared to only at the
ighest flux densities ( > 0 . 1 mJy). We discuss the effect on the
ource counts below. At the highest flux densities, the completeness 
an appear to drop below a value of 1. This may be in part due to
right, jetted source being split into multiple components, but could 
lso relate to the source models used by the simulation which if,
or example, led to too large sources, may affect their completeness
see e.g. the discussion of source sizes in TRECS from Asorey &
arkinson 2021 ). 
For the final corrected source counts for each field, we divide the

ource counts from sources within the catalogue of each field (with
he flux densities scaled to 1.4 GHz) by the completeness measured
n the given flux-density bin. We only consider flux densities within
he range from 5 × the minimum flux density of the ‘Default’
imulations (20 μJy for COSMOS and XMM-LSS, and 10 μJy for
DFS-DEEP) to 10 mJy. To determine the uncertainty on the source
ounts, we combine in quadrature the errors from both the Poissonian
ncertainties from the number counts using the method of Gehrels 
 1986 ) with the uncertainties from the completeness simulations (we
iscuss the effects of cosmic variance in Section 5.1 ). The raw and
orrected source counts for each field are presented in Fig. 11 ,
longside the model source counts from T-RECS (Bonaldi et al. 
023 ) and previous source counts from various surv e ys, conv erted
o 1.4 GHz, from the works of: de Zotti et al. ( 2010 ), Smol ̌ci ́c
t al. ( 2017a ), Mauch et al. ( 2020 ), van der Vlugt et al. ( 2021 ), and
atthews et al. ( 2021a ) and from the MIGHTEE ES data (Hale et al.

023 ). An estimate of the subthreshold source counts using a P ( D )
nalysis in the MeerKAT DEEP2 field from Matthews et al. ( 2021a )
s also shown. The results from the two methods used to combine
he completeness simulations typically show small differeneces in 
he sources counts. A table of the raw and corrected source counts is
rovided in Table D1 . 
Fig. 11 shows that the corrected source counts for the deep pointing

ithin CDFS are in good agreement with previous measurements 
f the source counts from der Vlugt et al. ( 2021 ), Matthews et al.
 2021a ), and Hale et al. ( 2023 ) (which are some of the deepest
ource counts currently available) and the simulated catalogues of 
onaldi et al. ( 2019 ). The source counts from COSMOS and XMM-
SS are lower than for CDFS-DEEP, across the flux-density range 
f ∼ 50 −200 μJy, but in agreement with Smol ̌ci ́c et al. ( 2017a ).
otably, in this range the raw source counts are generally larger than

he corrected source counts measurements, due to a completeness 
alue > 1. As discussed in Hale et al. ( 2023 ), a completeness greater
han 1 reflects the mo v ement of sources within flux-density bins,
eading to an apparent excess of sources compared to the number
f simulated sources that were injected. This will be in part due
o Eddington bias, which preferentially boosts the more abundant 
ainter flux-density objects to high fluxes, whereas fewer sources 
re shifted to fainter fluxes resulting in a net positive gain in certain
ux-density bins. This is also exacerbated by the merging/splitting of 
ources when they are in close proximity to each other (as may be the
ase in these images) and will also be affected by the fitting of source
y PYBDSF . These effects are dependent on the underlying true
MNRAS 536, 2187–2211 (2025) 
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Figure 10. Measured completeness as a function of flux density as described in Section 5 for the CDFS-DEEP (left), COSMOS (centre), and XMM-LSS (right) 
fields. The completeness values associated with the different simulations in the analysis, as presented in Table 2 are indicated by different mark ers: Def ault (red 
circles), High Flux 0 (gold triangles), High Flux 1 (blue diamonds), and High Flux 2 (purple squares). Finally, the completeness when the default simulations is 
combined with the completeness from all the simulations in Table 2 together are also shown (grey stars). 

Figure 11. Euclidean normalized 1.4 GHz source counts for the COSMOS (red), CDFS-DEEP (blue), and XMM-LSS (yellow) fields for the MIGHTEE DR1 
for both the corrected (filled markers) and raw (open markers) counts. The corrected source counts where the completeness is instead calculated from combining 
simulations abo v e 1 mJy are also given as coloured diamonds with grey outlines and are artificially offset in flux density for visibility. Also shown are source 
counts from the T-RECS simulations, Bonaldi et al. ( 2019 , 2023 , grey dot–dashed line); the SKADS simulated catalogues, Wilman et al. ( 2008 , grey dotted line) 
as well as counts from previous works of: Zotti et al. ( 2010, light grey circles), Smol ̌ci ́c et al. ( 2017a , light grey pentagons), Mauch et al. ( 2020 , grey squares), 
Matthews et al. ( 2021a , grey triangles), and der Vlugt et al. ( 2021 , black diamonds) as well as the subthreshold counts from the P ( D ) analysis of Matthews et al. 
( 2021a ). Source counts are presented at the median flux density of observed sources within the bin. 
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ource counts, as discussed in Hale et al. ( 2023 ), thus a reasonable
odel of the underlying sources counts is important to determine the

orrect completeness. 
The results from DR1 are also generally lower in the range S 1 . 4 ∼

 . 1 − 1 . 0 mJy compared to the ES results in the COSMOS field (Hale
t al. 2023 ). We note that the source counts in that regime for the
OSMOS ES field were, in general, larger than both the models from
-RECS and some deep source count observations from previous
urv e ys. This may be as a result of differences in accounting for the
ffects of confusion and the blending of sources in this work and the
ork of Hale et al. ( 2023 ) or may relate to differences in the flux scale
hen comparing the flux densities in the ES and DR1 data, as can be

een in Figs 7 and 8 . As demonstrated, these figures appear to suggest
n excess in the flux density of the ES data compared to DR1 for those
NRAS 536, 2187–2211 (2025) 
ources which are at low SNR, which will lead to differences in the
aw source counts. Ho we ver, whilst in Hale et al. ( 2023 ) evidence was
resented that a small number of sources with extended host galaxies
ere detected in MIGHTEE and not in the VLA 3 GHz COSMOS

urv e y and so Hale et al. ( 2023 ) attributed the larger source counts
bserved in their work compared to Smol ̌ci ́c et al. ( 2017a ) to be
n part due to resolution bias. Ho we ver, it may be the case that
 combination of effects are in play. The VLA 3 GHz COSMOS
urv e y may indeed be less sensitive to extended emission within the
eld, ho we ver it is also significantly less affected by the effects of
onfusion. In this work we have allowed confusion to be more readily
ncluded in our completeness calculations through not forcing any
adial constraints on simulated sources, prior to the calculation of
ompleteness. Therefore, confusion may be better accounted for in
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his work compared to the ES source counts of Hale et al. ( 2023 )
nd so this may explain the lower source counts in the COSMOS
nd XMM-LSS fields. Ho we ver, the work of der Vlugt et al. ( 2021 )
lso use much higher resolution observations than in this work but 
gree better with the results from the CDFS-DEEP field in this work.
he source counts in CDFS-DEEP are also in better agreement with 

hat of Matthews et al. ( 2021a ) and Bonaldi et al. ( 2023 ). In reality,
 combination of effects will contribute to the differences observed 
n the source counts presented in this work compared to previous 
tudies both with the MIGHTEE ES data and other work. These 
nclude, differences in the source finding strategies, cosmic variance, 
ux-scale offsets, and differences in accounting for incompleteness 
nd frequency variations across the image. Most notably, in this 
ork accounting for the effects of confusion and source blending is

hallenging and, whilst we have presented a method to account for
his, there may be remaining systematics. 

.1 Sample variance 

s can be seen from Fig. 11 and discussed in Section 5 , there are
ifferences between the three fields which are a result of sample 
ariance in the number of sources in different regions of the sky,
lthough we note that there may be residual observational effects, 
.g. flux offsets between fields, as well as the scatter due to the
oisson statistics alone. One of the key advantages of MIGHTEE is

ts ability to probe large regions of sky that will probe independent
ightlines and therefore different parts of the large-scale structure. 
arger sky surveys such as FIRST (Becker et al. 1995 ; Helfand,
hite & Becker 2015 ) and LoTSS (Shimwell et al. 2019 , 2022 )

llow larger areas to be probed and sample variance to be o v ercome
n much larger scales. Ho we v er, these surv e ys are typically shallower
han MIGHTEE, so can only constrain sample variance for brighter 
opulations. In this section, we compare the variance in the source 
ounts as a function of areal extent. We make comparisons to the
ork of Heywood, Jarvis & Condon ( 2013 ), who used the SKA
imulated Skies (SKADS, Wilman et al. 2008 ) catalogue to probe 

he expected sample variance. 
To do this, we consider the angular areas used in Heywood et al.

 2013 ) which can be sampled within the MIGHTEE area, across each
f the three fields (i.e. area � 1.5 deg 2 ) and where we can also define
10 subregions. This restricts us to areas of 0.1, 0.3, and 0.5 deg 2 .
or each area considered, we then estimate uncertainty due to sample 
ariance using our three fields. In doing so, we average the effects
f clustering and large-scale structure across a range of redshifts. 
ig. 12 presents the subregions we use for this analysis. Following 

he same method as described in Section 5 , we calculate the raw
ource counts along with the completeness o v er each subregion. 14 

sing this, we estimate the fractional sample variance from the mean 
nd standard deviation of the completeness corrected source counts 
 v er these subregions. 
A comparison of the fractional sample variance ( σ / μ) measured 

cross the subregions is shown in Fig. 13 (top panel) as a function
f flux density for the three areal regions considered (0.1, 0.3, and
.5 deg 2 ). We find a typical sample variance of 10–20 per cent for the
real subregions at S 1 . 4 ≤ 100 μJy. The sample variance increases 
n all cases to brighter flux densities as e xpected, giv en the lower
ource density and the expected higher galaxy bias for these sources
e.g. Lindsay et al. 2014 ; Magliocchetti et al. 2017 ; Hale et al. 2018 ;
4 Where we combine the different simulations using the 10 × minimum flux- 
ensity limit of the high flux-density simulations of Table 2 . 

o  

1

azumder, Chakraborty & Datta 2022 ), which will be dominated by
GN populations as opposed to the SFGs which dominate at fainter
ux densities (see e.g. Smol ̌ci ́c et al. 2017b ; Whittam et al. 2022 ;
est et al. 2023 ). 
We also show this as a ratio to the work of Heywood et al. ( 2013 ) in

ig. 13 (bottom panel) o v er the same flux density and areas. We find
hat the fractional sample variance is comparable when measured to 
hat by Heywood et al. ( 2013 ) from SKADS, across a wide range of
ux densities ( � 0.1 mJy), increasing to a factor of 2 −3 at fainter
ux densities. Heywood et al. ( 2013 ) defined the sample variance
 σS, per cent ) as the combination of the relative percentage errors due
o clustering (or cosmic variance, σCV , per cent ) and the error due to the
oisson counts ( σP , per cent ) of sources within the field: 

2 
S, per cent = σ 2 

CV , per cent + σ 2 
P , per cent . (2) 

Ho we ver, we note that this is an idealized situation in which
here are no incompleteness effects across the full area investigated. 
ur observations also include uncertainty from the completeness 

imulations on our measurements of the source counts. Therefore, 
o compare with the clustering uncertainty presented in Heywood 
t al. ( 2013 ), we should combine the variance from the Poissonian
ounts, cosmic variance, and completeness uncertainties. Thus, a 
irect comparison to the relative uncertainties due to cosmic variance 
or clustering of sources) is challenging to measure. This is espe-
ially true here, as our completeness corrections vary for different 
ubregions, principally due to the position within the field and their
roximity to bright sources and regions of higher noise. Therefore, 
e are unable to conclude that the excess in sample variance at faint
ux densities can be wholly attributed to an underestimate in the
ork of Heywood et al. ( 2013 ). 

 DI SCUSSI ON  A N D  C O N C L U S I O N S  

n this work, we present catalogues and images of the COSMOS,
MM-LSS, and CDFS fields from the MIGHTEE surv e y DR1, using

he MeerKAT telescope. These observations total ∼20 deg 2 across 
he three fields with 1.5 deg 2 in CDFS-DEEP, 4.2 deg 2 in COSMOS,
nd 14.4 deg 2 in XMM-LSS. Images are released at two angular
esolutions, one prioritizing resolution ( ∼5 arcsec) and the second 
rioritizing sensitivity at lower resolution 15 ( ∼ 7 − 9 arcsec). This 
esults in images with central rms sensitivities of ∼ 1 . 3 −2.7 μJy
eam 

−1 in the lower resolution images and ∼ 1 . 2 −3.6 μJy beam 

−1 

n the higher resolution images. This increases to ∼ 2 . 0 −3.5 μJy
eam 

−1 (lower resolution) and ∼ 1 . 9 −5.6 μJy beam 

−1 (higher reso-
ution) across the full area. Source finding and characterization using 
YBDSF identified a total of 143 817 sources in the lower resolution

mages and 114 225 sources in the higher resolution images, using a
ultistage source finding process that more accurately characterizes 

he rms across the areas observed. These observations present the 
argest areal observations at GHz frequencies, which reach an rms 
ensitivity ∼ a few μJy beam 

−1 depth. This allows a high density of
ources to be obtained, with � 6000 ( � 12000) sources per deg 2 in
he maximal sensitivity for the COSMOS and XMM-LSS (CDFS- 
EEP) fields, respectively, whilst also allowing the effects of sample 
ariance to be o v ercome. 

We compare the astrometry and flux-density measurements of 
hese catalogues to the ES MIGHTEE data of Heywood et al. ( 2022 )
or the COSMOS and XMM-LSS fields, and previous observations 
f Miller et al. ( 2013 ) and Franzen et al. ( 2015 ) for the CDFS-DEEP
MNRAS 536, 2187–2211 (2025) 

5 Though for the CDFS-DEEP imaging, both are of comparable sensitivity. 
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M

Figure 12. Regions used to define the cosmic variance within the fields. Grey points indicate the MIGHTEE radio sources across the full fields and the blue 
points indicate those in the smaller regions used to probe the sample v ariance. Sho wn are such regions for CDFS-DEEP (top row), COSMOS (middle row), and 
XMM-LSS (bottom row) for the 0.1, 0.3, and 0.5 de g 2 re gions from left to right. 
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elds. These comparisons show that astrometric offsets are typically
onstrained to within a pixel of the MIGHTEE data. Comparison of
ource flux densities show agreement with ES observations at high
NR, with an excess seen in the flux-density measurements of the
S data compared to the observations presented in this work, for
ources that were low SNR in the ES data. We attribute this to effects
f the higher noise in the ES data, which exacerbate Eddington bias
n the ES catalogue at faint flux densities in these confused images,
ogether with an impro v ement in the PyBDSF methodology used in
his work. For the CDFS field, differences in the flux densities are
een between previous CDFS field observations of Franzen et al.
 2015 ) using the ATCA telescope compared to the sources presented
n this work. Such offsets are reduced when compared to Miller et al.
 2013 ) at high SNR. The reasons for this are unclear, though we note
hat there are significant differences in both the telescopes used, their
onfigurations and the source finding algorithms used, which will all
ontribute to observed variations. 

Next, we consider the source counts distribution within the fields,
ompared to the results of the ES data of Hale et al. ( 2023 ),
imulations from T-RECS (Bonaldi et al. 2019 , 2023 ) and previous
eep radio observations. We calculate the raw and completeness
orrected source counts using a method that better accounts for the
erging of sources within the highly confused fields discussed in
NRAS 536, 2187–2211 (2025) 
his work. Our corrected counts for the CDFS-DEEP field show
ood agreement with previous observations and simulations (e.g.
onaldi et al. 2019 ; der Vlugt et al. 2021 ; Matthews et al. 2021a )

n the faintest flux-density bins ( � 100 μJy), with the COSMOS and
MM-LSS fields exhibiting lower source counts to these works and
ore consistent with Smol ̌ci ́c et al. ( 2017a ). These investigations

emonstrate the challenges in accurately determining the source
ounts within such deep fields where the source density is high as well
s variations which can be observed between fields. High-resolution
maging such as from the Square Kilometre Array Observatory
SKAO) and the International LOFAR Telescope (Morabito et al.
022 ) will be crucial in the future to o v ercome the effects of confusion
n increasingly deeper observations of deep fields. 

Finally, we also use the large area co v ered by MIGHTEE DR1
o measure the sample variance between subregions in the fields
nd compare these to the expectations from Heywood et al. ( 2013 ).
e find a typical sample variance of 10–20 per cent for the

real subregions considered for S 1 . 4 ≤ 100 μJy. The sample variance
ncreases to brighter flux densities as e xpected, giv en the lower
ource density and the expected higher galaxy bias for these sources.
ur results suggest a larger sample variance (up to a factor of
2 − 3) at the faintest flux densities � 0.1 mJy compared to the

redictions of Heywood et al. ( 2013 ), with comparable variance
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Figure 13. Comparison of the observed sample variance relative error ( σ/μ) 
from field to field variations compared to the predictions from Heywood et al. 
( 2013 ) for patches of areas: 0.1 de g 2 (red), 0.3 de g 2 (gold), and 0.5 de g 2 

(blue). The upper panel shows the sample v ariance relati ve error of this work 
(solid lines) given as a percentage compared to the models of Heywood et al. 
( 2013 , dotted) and the lower panel presents the ratio of our work compared 
to Heywood et al. ( 2022 ) for each of the areas studied. 
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ound at brighter flux densities. Ho we ver, our measurements combine 
oth uncertainties considered in their work (from Poissonian counts 
nd source clustering) as well as the effects arising from the spread
f calculated completeness correction factors found. 
Alongside this paper we release images of the three fields (at both

he resolutions discussed) and rms maps for the images alongside the 
atalogues presented in this paper. These are available from https:// 
oi.org/ 10.48479/ 7msw-r692 . Such catalogues will be ele v ated with
uture work, currently in progress, which will use the Gaussian and 
ource catalogues to produce a host galaxy associated catalogue 
sing a combination of visual identification (as used in other radio 
urv e ys e.g. Banfield et al. 2015 ; Prescott et al. 2018 ; Williams et al.
019 ; Whittam et al. 2024 ) as well as statistical matching through the
ikelihood ratio method (see e.g. McAlpine et al. 2012 ; Kondapally 
t al. 2022 ; Whittam et al. 2024 ). Furthermore, a future data release
rom the MIGHTEE field will extend the observations across the 
DFS field and extend to the ELAIS-S1 field and will be the final
 -band continuum observations from the MIGHTEE surv e y. 
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PPENDIX  A :  LIST  O F  M E E R K AT  OBSERVATI O

ables A1-A3 provide details of the 709.2 h of MeerKAT observatio
he three target fields. 
NRAS 536, 2187–2211 (2025) 

Table A1. MeerKAT observations that were used to produce the COSMOS mosaics. Columns included are the date of observ ation, observ ation ID, field, 
central RA and Dec. of the pointing, time in hours of the full observation track and on-source time, number of spectral channels, number of antennas used 
in the observation, and finally, the primary and secondary calibrator sources. 

Date ID Field RA Dec. Track On-source N chan N ant Primary Secondary 
(J2000) (J2000) (h) (h) 

2018-04-19 1524147354 COSMOS 10 h 00 m 29 s 02 ◦12 ′ 21 . ′′ 0 8.65 6.10 4096 64 J0408-6545 3C237 
2018-05-06 1525613583 COSMOS 10 h 00 m 29 s 02 ◦12 ′ 21 . ′′ 0 8.39 5.10 4096 62 J0408-6545 3C237 
2019-07-16 1563267356 COSMOS 1 09 h 59 m 46 s 02 ◦01 ′ 44 . ′′ 6 7.00 6.33 4096 59 J0408-6545 J1008 + 0740 
2019-07-27 1564215117 COSMOS 2 09 h 59 m 46 s 02 ◦22 ′ 57 . ′′ 4 7.95 6.98 4096 61 J0408-6545 J1008 + 0740 
2019-07-28 1564301832 COSMOS 3 10 h 01 m 11 s 02 ◦01 ′ 44 . ′′ 6 7.96 6.97 4096 60 J0408-6545 J1008 + 0740 
2019-08-16 1565939836 COSMOS 4 10 h 01 m 11 s 02 ◦22 ′ 57 . ′′ 4 7.99 6.97 4096 58 J0408-6545 J1008 + 0740 
2019-08-23 1566542621 COSMOS 1 09 h 59 m 46 s 02 ◦01 ′ 44 . ′′ 6 7.97 6.98 4096 61 J0408-6545 J1008 + 0740 
2020-03-28 1585413022 COSMOS 5 09 h 59 m 04 s 02 ◦12 ′ 21 . ′′ 0 8.00 6.25 32768 59 J0408-6545 J1008 + 0740 
2020-03-29 1585498873 COSMOS 6 10 h 01 m 54 s 02 ◦12 ′ 21 . ′′ 0 8.00 6.25 32768 59 J0408-6545 J1008 + 0740 
2020-03-31 1585671638 COSMOS 7 10 h 00 m 29 s 01 ◦51 ′ 08 . ′′ 2 8.00 6.25 32768 60 J0408-6545 J1008 + 0740 
2020-04-02 1585844155 COSMOS 8 10 h 00 m 29 s 02 ◦33 ′ 33 . ′′ 8 8.00 6.25 32768 60 J0408-6545 J1008 + 0740 
2020-04-30 1585928757 COSMOS 9 10 h 01 m 54 s 02 ◦33 ′ 33 . ′′ 8 8.00 6.25 32768 60 J0408-6545 J1008 + 0740 
2020-04-04 1586016787 COSMOS 10 09 h 59 m 04 s 02 ◦33 ′ 33 . ′′ 8 8.03 6.25 32768 60 J0408-6545 J1008 + 0740 
2020-04-06 1586188138 COSMOS 11 09 h 58 m 21 s 02 ◦22 ′ 57 . ′′ 4 8.00 6.25 32768 59 J0408-6545 J1008 + 0740 
2020-04-07 1586274966 COSMOS 12 09 h 58 m 21 s 02 ◦01 ′ 44 . ′′ 6 8.00 6.25 32768 60 J0408-6545 J1008 + 0740 
2020-04-12 1586705155 COSMOS 13 09 h 59 m 04 s 01 ◦51 ′ 08 . ′′ 2 8.00 6.25 32768 59 J0408-6545 J1008 + 0740 
2020-04-13 1586791316 COSMOS 14 10 h 01 m 53 s 01 ◦51 ′ 08 . ′′ 2 8.00 6.25 32768 60 J0408-6545 J1008 + 0740 
2020-04-26 1587911796 COSMOS 10 h 00 m 29 s 02 ◦12 ′ 21 . ′′ 0 7.98 6.25 32768 59 J0408-6545 J1008 + 0740 
2021-04-07 1617809470 COSMOS 1 09 h 59 m 46 s 02 ◦01 ′ 44 . ′′ 6 8.00 6.25 32768 60 J0408-6545 J1008 + 0740 
2021-05-02 1619963656 COSMOS 2 09 h 59 m 46 s 02 ◦22 ′ 57 . ′′ 4 7.96 6.25 32768 62 J0408-6545 J1008 + 0740 
2021-05-15 1621083675 COSMOS 4 10 h 01 m 11 s 02 ◦22 ′ 57 . ′′ 4 7.97 6.25 32768 61 J0408-6545 J1008 + 0740 
2021-05-30 1622376680 COSMOS 3 10 h 01 m 11 s 02 ◦01 ′ 44 . ′′ 6 8.00 6.70 32768 61 J0408-6545 J1008 + 0740 

Table A2. MeerKAT observations that were used to produce the CDFS- 
DEEP image. For all CDFS observations, the primary calibrator was PKS 
B0408-65, and the secondary was J0240-2309. The pointing centre for all of 
these observations was J2000 03 h 32 m 30.4 s −28 ◦07 m 57 . ′′ 0. These observations 
all have 32 768 channels and the column descriptions are given in Table A1 . 

Date ID Track On-source N ant 

(h) (h) 

2019-12-12 1576162858 9.91 7.26 59 
2020-01-03 1578058860 9.92 7.26 61 
2020-01-24 1579878660 7.47 5.60 61 
2020-01-26 1580039158 9.90 7.25 61 
2020-02-08 1581162358 9.85 7.25 62 
2020-02-09 1581248760 10.18 7.59 62 
2020-02-22 1582371217 9.81 7.26 58 
2020-04-25 1587795059 9.94 7.24 59 
2020-09-28 1601325069 9.08 6.61 60 
2020-09-29 1601409818 9.09 6.29 58 
2020-10-03 1601756163 9.08 6.28 61 
2020-10-05 1601928962 9.09 6.28 59 
2020-10-07 1602098167 9.06 6.27 58 
2020-10-08 1602183844 9.06 6.27 59 
2020-10-09 1602270065 9.06 6.27 60 
2020-10-14 1602704665 9.06 6.60 59 
2020-10-15 1602792067 9.08 6.27 60 
2020-10-16 1602873187 9.06 6.60 60 
2020-10-17 1602964865 9.10 6.26 59 
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Table A3. MeerKAT observations that were used to produce the XMM-LSS mosaics. Column descriptions are given in Table A1 . 

Date ID Field RA Dec. Track On-source N chan N ant Primary Secondary 
(J2000) (J2000) (h) (h) 

2018-10-06 1538856059 XMMLSS 12 02 h 17 m 51 s −04 ◦49 ′ 59 . ′′ 0 8.02 6.20 4096 59 J1939-6342 J0201-1132 
2018-10-07 1538942495 XMMLSS 13 02 h 20 m 42 s −04 ◦49 ′ 59 . ′′ 0 8.07 6.22 4096 59 J1939-6342 J0201-1132 
2018-10-08 1539028868 XMMLSS 14 02 h 23 m 22 s −04 ◦49 ′ 59 . ′′ 0 8.03 6.19 4096 60 J1939-6342 J0201-1132 
2018-10-11 1539286252 XMMLSS 12 02 h 17 m 51 s −04 ◦49 ′ 59 . ′′ 0 8.05 6.23 4096 63 J1939-6342 J0201-1132 
2018-10-12 1539372679 XMMLSS 13 02 h 20 m 42 s −04 ◦49 ′ 59 . ′′ 0 8.03 5.92 4096 62 J1939-6342 J0201-1132 
2018-10-13 1539460932 XMMLSS 14 02 h 23 m 22 s −04 ◦49 ′ 59 . ′′ 0 8.00 6.24 4096 62 J1939-6342 J0201-1132 
2019-07-27 1564271932 XMMLSS 15 02 h 26 m 22 s −04 ◦37 ′ 58 . ′′ 8 8.00 7.00 4096 59 J1939-6342 J0201-1132 
2019-08-02 1564788958 XMMLSS 12p5 02 h 19 m 16 s −04 ◦49 ′ 58 . ′′ 8 7.99 6.97 4096 62 J0408-6545 J0201-1132 
2019-08-03 1564874467 XMMLSS 13p5 02 h 22 m 06 s −04 ◦49 ′ 58 . ′′ 8 8.07 7.00 4096 62 J1939-6342 J0201-1132 
2020-01-06 1578317762 XMMLSS 12 02 h 17 m 51 s −04 ◦49 ′ 59 . ′′ 0 8.00 6.50 32768 62 J1939-6342 J0201-1132 
2020-08-10 1597099565 XMMLSS 6 8 02 h 15 m 47 s −04 ◦49 ′ 58 . ′′ 8 8.00 6.85 32768 60 J1939-6342 J0201-1132 
2020-08-13 1597359662 XMMLSS 8 8 02 h 19 m 54 s −04 ◦49 ′ 58 . ′′ 8 8.00 6.83 32768 60 J1939-6342 J0201-1132 
2020-08-14 1597445461 XMMLSS 9 8 02 h 21 m 58 s −04 ◦49 ′ 58 . ′′ 8 8.00 6.83 32768 61 J1939-6342 J0201-1132 
2020-08-15 1597534262 XMMLSS 10 8 02 h 24 m 02 s −04 ◦49 ′ 58 . ′′ 8 8.00 6.83 32768 62 J1939-6342 J0201-1132 
2020-08-16 1597617063 XMMLSS 11 8 02 h 26 m 06 s −04 ◦49 ′ 58 . ′′ 8 8.00 6.83 32768 62 J1939-6342 J0201-1132 
2020-08-17 1597703462 XMMLSS 12 8 02 h 28 m 09 s −04 ◦49 ′ 58 . ′′ 8 8.00 6.83 32768 61 J1939-6342 J0201-1132 
2020-08-24 1598306465 XMMLSS 6 9 02 h 16 m 48 s −04 ◦23 ′ 16 . ′′ 8 8.00 6.85 32768 58 J1939-6342 J0201-1132 
2020-08-27 1598564761 XMMLSS 7 9 02 h 18 m 52 s −04 ◦23 ′ 16 . ′′ 8 8.00 6.83 32768 59 J1939-6342 J0201-1132 
2020-08-30 1598823546 XMMLSS 8 9 02 h 20 m 56 s −04 ◦23 ′ 16 . ′′ 8 7.99 6.83 32768 59 J1939-6342 J0201-1132 
2020-09-03 1599168664 XMMLSS 9 9 02 h 22 m 59 s −04 ◦23 ′ 16 . ′′ 8 7.99 6.83 32768 58 J1939-6342 J0201-1132 
2020-09-10 1599770763 XMMLSS 10 9 02 h 25 m 03 s −04 ◦23 ′ 16 . ′′ 8 7.99 6.83 32768 58 J1939-6342 J0201-1132 
2020-09-11 1599858231 XMMLSS 11 9 02 h 27 m 07 s −04 ◦23 ′ 16 . ′′ 8 7.99 6.83 32768 58 J1939-6342 J0201-1132 
2020-09-21 1600722156 XMMLSS 6 7 02 h 16 m 49 s −05 ◦16 ′ 40 . ′′ 8 8.05 6.85 32768 60 J1939-6342 J0201-1132 
2020-09-23 1600893068 XMMLSS 7 7 02 h 18 m 53 s −05 ◦16 ′ 40 . ′′ 8 7.97 6.78 32768 59 J1939-6342 J0201-1132 
2020-09-25 1601066490 XMMLSS 8 7 02 h 20 m 57 s −05 ◦16 ′ 40 . ′′ 8 7.97 6.78 32768 60 J1939-6342 J0201-1132 
2020-10-01 1601583156 XMMLSS 9 7 02 h 23 m 01 s −05 ◦16 ′ 40 . ′′ 8 7.98 6.78 32768 59 J1939-6342 J0201-1132 
2020-10-02 1601667467 XMMLSS 10 7 02 h 25 m 04 s −05 ◦16 ′ 40 . ′′ 8 7.97 6.78 32768 61 J1939-6342 J0201-1132 
2020-10-18 1603049464 XMMLSS 11 7 02 h 27 m 08 s −05 ◦16 ′ 40 . ′′ 8 8.00 6.78 32768 59 J1939-6342 J0201-1132 
2021-03-20 1616233334 XMMLSS 7 6 02 h 17 m 52 s −05 ◦43 ′ 22 . ′′ 8 3.99 3.12 32768 63 J0408-6545 J0201-1132 
2021-04-17 1618640777 XMMLSS 7 6 02 h 17 m 52 s −05 ◦43 ′ 22 . ′′ 8 8.00 6.74 32768 63 J0408-6545 J0201-1132 
2021-04-18 1618726873 XMMLSS 8 6 02 h 19 m 56 s −05 ◦43 ′ 22 . ′′ 8 8.00 6.74 32768 64 J0408-6545 J0201-1132 
2021-04-23 1619161272 XMMLSS 9 6 02 h 21 m 59 s −05 ◦43 ′ 22 . ′′ 8 8.00 6.74 32768 60 J0408-6545 J0201-1132 
2021-04-26 1619245873 XMMLSS 10 6 02 h 24 m 03 s −05 ◦43 ′ 22 . ′′ 8 8.00 6.74 32768 63 J0408-6545 J0201-1132 
2021-04-25 1619330180 XMMLSS 11 6 02 h 26 m 07 s −05 ◦43 ′ 22 . ′′ 8 8.00 6.74 32768 63 J0408-6545 J0201-1132 
2021-04-26 1619416874 XMMLSS 7 5 02 h 18 m 54 s −06 ◦10 ′ 04 . ′′ 8 8.35 6.74 32768 61 J0408-6545 J0201-1132 
2021-05-02 1619933473 XMMLSS 10 5 02 h 25 m 06 s −06 ◦10 ′ 04 . ′′ 8 8.03 6.74 32768 62 J0408-6545 J0201-1132 
2021-05-04 1620109872 XMMLSS 9 5 02 h 23 m 02 s −06 ◦10 ′ 04 . ′′ 8 8.03 6.74 32768 59 J0408-6545 J0201-1132 
2021-05-09 1620536533 XMMLSS 8 5 02 h 20 m 58 s −06 ◦10 ′ 04 . ′′ 8 8.00 6.70 32768 62 J0408-6545 J0201-1132 
2021-05-14 1620967872 XMMLSS 8 4 02 h 19 m 57 s −06 ◦36 ′ 46 . ′′ 8 8.00 6.70 32768 59 J0408-6545 J0201-1132 
2021-05-22 1621656680 XMMLSS 7 4 02 h 17 m 53 s −06 ◦36 ′ 46 . ′′ 8 8.00 6.70 32768 63 J0408-6545 J0201-1132 
2021-05-23 1621742776 XMMLSS 10 4 02 h 24 m 05 s −06 ◦36 ′ 46 . ′′ 8 8.00 6.70 32768 62 J0408-6545 J0201-1132 
2021-06-05 1622863620 XMMLSS 11 4 02 h 26 m 09 s −06 ◦36 ′ 46 . ′′ 8 8.00 6.70 32768 61 J0408-6545 J0201-1132 
2021-06-06 1622949019 XMMLSS 6 9p5 02 h 15 m 47 s −04 ◦05 ′ 60 . ′′ 0 8.00 6.70 32768 61 J0408-6545 J0201-1132 
2021-06-12 1623469482 XMMLSS 9 4 02 h 22 m 01 s −06 ◦36 ′ 46 . ′′ 8 8.00 6.70 32768 63 J0408-6545 J0201-1132 
2021-06-27 1624760792 XMMLSS 12 9p5 02 h 28 m 09 s −04 ◦05 ′ 60 . ′′ 0 8.00 6.70 32768 58 J0408-6545 J0201-1132 

A

T  low-resolution imaging of the COSMOS field. 
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PPENDIX  B:  E X T R AC T  F RO M  C ATA L O G U E  

able B1 shows the first five entries from the source catalogue of the
MNRAS 536, 2187–2211 (2025) 
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Table B1. An example source catalogue, showing the first five lines for the low-resolution (8.9 arcsec) COSMOS catalogue. The columns for each source 
included from PYBDSF are: the ID of the source (Source id); the ID of the island of emission associated with the source (Isl id); the RA and Dec. of the 
source (in J2000 co-ordinates), the integrated flux density (Total flux), and peak flux density (Peak flux); source size information of the major and minor 
axes and position angle (Maj, Min, and PA) and deconvolved source sizes (indicated by DC ); rms across the island (Isl rms) and a code to describe the 
type of source (S Code where S = Single, M = Multiple, and C = Complex). All errors are indicated by columns which begin with E . Further details of 
the PYBDSF columns can be found at ht tps://pybdsf.readt hedocs.io . We additionally include a column with the ef fecti v e frequenc y of the source, in MHz, 
at the source position (Eff freq) and a column which lists the number of Gaussian components that the source is comprised of (NGaus). 

Source id Isl id RA E RA DEC E DEC Total flux E Total flux Peak flux 
( ◦) ( ◦) ( ◦) ( ◦) (Jy) (Jy) (Jy beam 

−1 ) 

0 0 151.173585 0.000063 2.216888 0.000053 0.0001580 0.0000135 0.0001373 
1 1 151.172523 0.000092 1.854424 0.000112 0.0000810 0.0000121 0.0000706 
2 3 151.173070 0.000222 2.541834 0.000289 0.0000756 0.0000183 0.0000452 
3 4 151.171141 0.000083 1.845267 0.000160 0.0001294 0.000016 0.0000747 
4 5 151.169030 0.000294 1.774813 0.000245 0.0000428 0.0000138 0.0000330 

E Peak flux Maj E Maj Min E Min PA E PA DC Maj E DC Maj 
(Jy beam 

−1 ) ( ◦) ( ◦) ( ◦) ( ◦) ( ◦) ( ◦) ( ◦) ( ◦) 

0.0000071 0.002774 0.000149 0.002534 0.000125 87.855644 24.131809 0.001260 0.000149 
0.0000064 0.002795 0.000265 0.002507 0.000215 173.143515 35.577114 0.001306 0.000265 
0.0000073 0.004090 0.000790 0.002500 0.000333 34.249398 17.301097 0.003258 0.000790 
0.0000062 0.003945 0.000379 0.002682 0.000194 174.329007 10.942307 0.003075 0.000379 
0.0000065 0.003461 0.000820 0.002285 0.000377 126.972961 23.713182 0.002423 0.000820 

DC Min E DC Min DC PA E DC PA Isl rms S Code Eff freq NGaus 
( ◦) ( ◦) ( ◦) ( ◦) (Jy beam 

−1 ) (MHz) 

0.000558 0.000125 87.855644 24.131809 0.0000069 S 1225.10 1 
0.000420 0.000215 173.143515 35.577114 0.0000062 S 1222.32 1 
0.000380 0.000333 34.249398 17.301097 0.0000070 S 1223.50 1 
0.001043 0.000194 174.329007 10.942307 0.0000059 S 1222.16 1 
0.000000 0.000377 126.972961 23.713182 0.0000064 S 1236.36 1 

A PPLIED  

T  

(C1) 

w NR is the peak signal-to-noise ratio, and A , B, and C are constants which 
a s used for the catalogue validation is given in Table C1 . 

 used to define the upper SNR envelopes 
solved sources, as used in Section 4 . 

ion A B C 

1.02 0.80 0.75 
1.04 0.60 0.55 

1.06 1.10 0.75 
1.01 0.70 0.60 

1.06 1.10 0.70 
1.00 0.60 0.55 

A

T in each of the three fields observed. 
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PPENDIX  C :  SIGNAL-TO-NOISE  ENVELO PES  A

o identify unresolved sources we fit an upper envelope of the form:

S I 

S P 
= A + B × SNR 

−C , 

here S I is the integrated flux density, S P is the peak flux density, S
re fit for as in the method used in Hale et al. ( 2021 ). The parameter

Table C1. Parameters A , B, and C
as in equation ( C1 ), to identify unre

Field Image resolut
(arcsec) 

CDFS-DEEP 5.5 
CDFS-DEEP 7.3 

COSMOS 5.2 
COSMOS 8.9 

XMM-LSS 5.0 
XMM-LSS 8.9 

PPENDIX  D :  TA BLE  O F  S O U R C E  C O U N T S  

able D1 presents the 1.4 GHz Euclidean normalized source counts 
NRAS 536, 2187–2211 (2025) 

https://pybdsf.readthedocs.io
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