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Abstract 

Johnston et al. (2023) report results which they argue demonstrate that crows engage in statistical 

inference during decision-making. They trained two crows to associate a set of stimuli with different 

reward probabilities (from 10% to 90%) before choice tests between pairs of stimuli. Across most 

pairwise combinations, and in a control task in which the number of rewards was equated between 

probabilities, both crows preferred the stimulus associated with higher reward probability. The 

magnitude of this preference was affected by the absolute difference between the two probabilities, 

although (contrary to a claim made by Johnston et al.) preference did not reflect the ratio of prior 

probabilities independently of absolute differences. Johnston et al argue that preference for the 

stimulus with the higher reward probability is “the signature of true statistical inference” (p.3238), 

implemented by an analogue magnitude system that represents the reward probability associated 

with each stimulus. Here, we show that a simple reinforcement learning model, with no explicit 

representation of reward probabilities, reproduces the critical features of crows’ performance – and 

indeed better accounts for the observed empirical findings than the concept of statistical inference 

based on analogue magnitude representations, because it correctly predicts the absence of a ratio 

effect that would reflect magnitudes when absolute distance is controlled. Contrary to Johnston et 

al.’s claims, these patterns of behaviour do not necessitate retrieval of calculated reward 

probabilities from long-term memory and dynamic application of this information across contexts, or 

(more specifically) require the involvement of an analogue magnitude system in representing 

abstract probabilities. 

 

Keywords: reinforcement learning, associative learning, statistical inference, distance effect, 

magnitude effect, analogue magnitude system 
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Introduction 

Given a choice between two stimuli that differ in their history of reinforcement, animals will 

preferentially respond to the stimulus that is associated with the higher rate of reinforcement. For 

example, Roberts et al. (2018) gave pigeons 10 days of training in which a red or a green key light 

was presented on different trials; pecking 10 times upon the light could yield a food reinforcer. For 

one key, reinforcement was delivered after 10 pecks with a probability of 75%, and for the other key 

reinforcement was delivered with a probability of 25%. Probe trials were also presented during each 

session in which both stimuli were presented side by side, providing the pigeons with a choice. It 

was found that, at first, pigeons’ preference for the 75% key over the 25% key was around 70% but, 

after 10 sessions, this preference had increased to around 95% (Experiment 1). This result was not 

merely the consequence of one key being paired more often with reinforcement, for when the 

number of pairings of each key with reinforcement was equated, a similar (but slightly smaller) 

preference was still apparent (Roberts et al, Experiment 2). 

 The explanation provided by Roberts et al. (2018) for these results is that the pigeons 

computed a probability of reinforcement based upon an approximate number system. Specifically, 

they proposed that the numbers of reinforcers and non-reinforcers obtained on each key were 

represented as individual magnitudes, and that ratios were computed based upon these magnitudes 

for each key. The key with the larger ratio of reinforcement magnitude to non-reinforcement 

magnitude would then be preferred. The functional argument here is that pigeons, and other 

animals, need to compute probabilities for successful foraging – to exploit environments with higher 

densities of food, or potential mates, and lower densities of predators. In a recent article published 

in Current Biology, Johnston et al. (2023) agreed with the idea that the ability to relate different 

reward probabilities is a necessary feature of statistical inference, and expanded on the definition by 

arguing that a demonstration of true statistical inference further requires that reward probabilities 

are used flexibly across different contexts. The argument here is that a site which affords a 60% 
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success rate for foraging is optimal only when the alternative is a site with a lower probability of 

successful foraging (e.g. 20%). Compared to a site that affords, for example, a 90% success rate for 

foraging, choosing the 60% site is sub-optimal. Johnston et al. investigated this issue in two 

experiments designed to determine whether birds can learn to associate multiple reward 

probabilities with arbitrary stimuli. The findings of these experiments were taken as evidence that, 

“remarkably, crows demonstrated statistical inferences immediately after learning the sign–reward 

associations” (p3240).  

Of course, drawing the conclusion that crows were demonstrating statistical inference in 

these experiments requires one to be able to define what statistical inference is: i.e., what would 

constitute an example, and what would not. As outlined above, Johnston et al. (2023) equate 

statistical inference with the ability to use limited information to draw conclusions about the 

likelihood of an event. In particular, they define the type of statistical inference that their crows—

and Roberts et al.’s (2018) pigeons—were employing as a “sample-to-population" inference. Here, a 

conclusion is drawn about the population using sample information which must be stored and 

updated each time sampling takes place. This class of statistical inference is argued to be more 

cognitively demanding than “population-to-sample” statistical inference, in which a conclusion is 

drawn about a sample based upon population information that is available to the subject at the time 

of, or just prior to, decision making (e.g., Denison & Xu, 2014). 

 Notably, Johnston et al. (2023) go further by arguing that statistical inference is “inextricably 

tied to quantity competence” (p3241), wherein abstract quantities are compared via an analog 

magnitude system (AMS). Here the suggestion is that abstract reward probabilities are compared as 

though they were analog magnitudes (like weight, or height, or time), and hence that resulting 

inferences will show similar patterns to those seen for analog magnitudes: specifically, that 

discriminations between quantities are determined by the ratio, rather than the absolute difference, 

between them – a pattern that Johnston et al. describe as “a hallmark of the magnitude effect” 

(p3239). Finally, Johnston et al. draw a distinction between true statistical inference and “low-level 
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associative learning strategies”, arguing that associative learning cannot explain the high accuracy 

observed from the start of the test sessions in their forced choice paradigm.It is our contention, 

however, that there is really nothing remarkable about the behaviour of the crows in Johnston et 

al.’s experiments. Instead, the behaviour demonstrated there, and also in Roberts et al.’s prior 

study, can in fact be explained by simple principles of reinforcement learning – exactly the kind of 

low-level associative learning process that Johnston et al. argued they had ruled out. Here we (1) re-

analyze Johnston et al.’s results to show that there is in fact no magnitude effect (independent of 

distance), and (2) describe the output of computational modelling of the experiments reported by 

Johnston et al. which accurately fits the reported performance of the crows (including the absence 

of the magnitude effect independent of distance). In doing so, we show that the conclusions drawn 

by Johnston et al. for what they argue their crows are (1) doing and (2) not doing, are both 

undermined. We begin by outlining the task used by Johnston et al. 

Overview of Johnston et al. (2023) 

Experiment 1: Methods 

Training 1. Two carrion crows initially received daily sessions of training in which responses to nine 

different-coloured and shaped cues, presented upon a touch-screen monitor, were probabilistically 

(10% - 90%) followed with reinforcement. On each trial, a cue was presented in the centre of the 

monitor, and a peck on the monitor during a subsequent “response period” (of up to 8 seconds) was 

followed with bird-seed reinforcement according to the programmed probability of reinforcement 

for that trial. If a response was made prior to the response period then the trial was terminated and 

reinforcement was not delivered; the trial was also terminated without reinforcement if no response 

was made during the response period. Each crow received either 10 or 11 days of this training. 

Training 2. During the second training phase, two-alternative choice responding was trained with 

two new cues over the course of 3 or 4 days.  
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Test Sessions. Following the two training phases, the crows were given 10 sessions of choice trials, in 

which the timing and structure of the trials was the same as in Training 2. Nine consecutive test 

sessions were given immediately following training, and one test session was given a month later. 

During testing, there were 72 unique choice trials which corresponded to every possible pairwise 

combination of the nine cues from Training 1 in two spatial arrangements. Responding on either cue 

was reinforced with its assigned probability.  

Experiment 1: Results 

The results of the test sessions are shown in Figure 1. These figures were produced from the 

test data provided by Johnston et al. at the Dryad open science repository 

(https://datadryad.org/stash/share/iAogVMtOcm53SjMNZbNVsMVR4UWmKTutydJWiSPvz-w). 

Figure 1A shows, for each crow individually, the percentage of choices that were optimal (i.e. to the 

stimulus associated with the higher probability) as a function of the difference in probability 

between the two test stimuli. As can be seen, and as Johnston et al. noted, the percentage of 

optimal responses increases as a function of this difference. However, as Johnston et al. also point 

out, choice performance between two stimuli of equal difference is not always the same. The top 

panels of Figure 1B show optimal-choice percentages for both crows as a function of the lower- and 

higher-reward probabilities of the two choice stimuli. To illustrate their point, Johnston et al. 

highlighted an example in the data from crow 2: here we see that the optimal choice percentage 

between stimuli associated with 10% and 20% reinforcement was around 20%; however, optimal 

choice increased to almost 90% when the choice was between stimuli associated with 50% and 60% 

reinforcement, even though the absolute difference between options was the same (10%) in each 

case. Johnston et al. consider this effect to be the “hallmark of the magnitude effect” (p. 3239), 

which states that discrimination between quantities is determined by their ratio, rather than the 

difference between them (akin to the Weber-Fechner Law: Fechner, 1966). That is, the smaller the 

ratio between two choice quantities (where this ratio is calculated as lower probability divided by 

higher probability), the easier the discrimination should be. Worryingly, we run into a problem at 

https://datadryad.org/stash/share/iAogVMtOcm53SjMNZbNVsMVR4UWmKTutydJWiSPvz-w
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this point, since the example noted above (and highlighted by Johnston et al.) actually shows the 

opposite pattern to this so-called hallmark of a magnitude effect: in this example, the crow’s 

performance is poorer when the ratio is smaller (10%/20% = 0.5) than when it is larger (50%/60% = 

0.83). Putting this particular problematic example aside for the moment, Figure 1C plots, for each 

crow, the percentage of optimal choice as a function of the ratio—again, calculated as lower 

probability divided by higher probability. This figure shows a systematic decrease in discrimination 

performance as ratio increases, and these are the key data that Johnston et al. interpret as revealing 

that “both crows made more optimal choices when the ratio between reward probabilities was 

smaller” (p. 3240). 

<Figure 1 about here> 

Experiment 2: Methods 

Training. The same two crows from Experiment 1 subsequently took part in Experiment 2. Two 

novel cues were presented on separate trials with responding to one cue reinforced on 80% of trials 

and responding to the other cue reinforced on 40% of trials. In order to match the total number of 

reinforcements that were delivered following these two cues, there were twice as many 40% trials 

as 80% trials. 

Testing. Following the training phase, the crows were given 1 session of choice trials between the 

80% and 40% cues. The timing and structure of these test trials were similar to the testing phase of 

Experiment 1. 

Experiment 2: Results 

The results of the test session from Experiment 2 are shown in Figure 1D. Again, this figure 

was produced from data provided by Johnston et al. (2003). This figure shows the percentage of 

optimal choices, for each crow. During this test, both birds chose the stimulus that was associated 

with the 80% reinforcement probability significantly more than chance. 

Conclusions of Johnston et al. (2023) 
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In discussing these results, Johnston et al. draw a number of conclusions. Following 10 

sessions of training comprising more than 5,200 conditioning trials, they first conclude that “crows 

successfully learned to associate nine unique stimuli with reward probabilities ranging from 10% to 

90%” (p. 3240), and second that the crows demonstrated “statistical inferences” both immediately 

after learning these associations, and after one month without any further exposure to the task. 

They contend that “statistical inference is at work if subjects use the relative reward frequency 

during decision making” (p. 3240) and point to the results of Experiment 2, in particular, as showing 

that crows use relative rather than absolute frequency of reinforcement as the signature of this 

statistical inference. Based on the similarity of the performance to the 80% and 40% stimuli across 

Experiment 1 and 2, they infer that the crows used the same “relative reward reasoning for both 

experiments”. Like Roberts et al. (2018), in interpreting their findings Johnston et al. refer to the 

notion of an analogue magnitude system (AMS), wherein values (in this case, reward probabilities) 

are represented on a mental scale such that errors in estimation increase in proportion to the size of 

the value being estimated. Critically, they argue that evidence for the operation of an AMS “presents 

itself via the distance and magnitude effects, whereby discrimination improves with an increasing 

distance between two values and, at a given numerical distance, worsens with an increasing 

difference in ratio difference, respectively” (p.3241). Finally, they conclude that their results provide 

the first evidence of the AMS in a “complex retrospective statistical inference task in which the 

probabilistic information is context dependent” and that this AMS is important for representing 

“highly abstract probabilistic value” (p. 3242). 

A re-evaluation of Johnston et al. (2023) 

The claims made by Johnston et al. are notable and eye-catching: if it were indeed the case 

that crows are capable of abstract and context-sensitive statistical inference based on values 

represented in an analogue magnitude system, this would be a remarkable finding that underscores 

the complexity of animal cognition. However, we believe that Johnston et al.’s findings do not, in 
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fact, provide diagnostic evidence of abstract statistical inference via an AMS. Our refutation of their 

conclusions is based on two key points: (1) Their empirical results do not provide evidence that 

discrimination performance decreases as a function of ratio when absolute difference is held 

constant; and (2) Simulations show that a simple model of reinforcement learning can provide a full 

explanation of their findings without requiring notions of abstract statistical inference. We expand 

on these points below. 

The absence of a ‘true’ magnitude effect 

As noted earlier, a central piece of evidence that Johnston et al. pointed to as a “hallmark” 

implicating the operation of an AMS is the finding that crows’ performance decreased as a function 

of the ratio of probability values when the absolute distance between these values was held 

constant. However, the data that they took as supporting this claim (Figure 1C) are critically flawed 

because this analysis confounds the ratio of reward probabilities with the absolute difference in 

probabilities (i.e., as plotted, datapoints with larger ratio values typically have smaller differences). 

When instead we re-plot the data in a manner that explicitly deconfounds the ratio between reward 

probabilities and the difference between reward probabilities, it becomes immediately clear that 

there was no ‘true’ magnitude effect in Experiment 1, independent of absolute difference (see 

Figure 2). For example, across the pairs of stimuli that had a difference in reward probability of 10% 

(top left panel), there was either little consistent relationship between performance and ratio of 

probabilities (crow #1) or performance improved as the ratio between reward probabilities 

increased (crow #2) - which is the opposite to the predictions of a magnitude effect as based on the 

operation of an AMS. In none of the panels representing a given difference in reward probability 

does performance decrease as the ratio between the higher and lower reward probabilities 

increases. When examined in this manner it is clear that the diagnostic claim made by Johnston et 

al.—that for a given difference in reward probability, performance decreases as the ratio between 

the higher and lower reward probabilities increases—is false. 



Apparent statistical inference in crows  10 
 

<Figure 2 about here> 

Reinforcement learning explains apparent statistical inference 

In the previous section we noted that Johnston et al.’s empirical data do not demonstrate a 

true magnitude effect, which had constituted a key pillar of their claimed evidence for the operation 

of statistical inference via an AMS. In the current section we show that patterns of behaviour that 

were exhibited by their crows can be explained in terms of simple principles of reinforcement 

learning embodied in well-established theories of conditioning, and hence do not provide diagnostic 

evidence of abstract statistical inference. 

Theories of conditioning assume that when a stimulus is paired with a reward an association 

develops between mental representations of the two events. As a result, subsequent presentation 

of the stimulus will lead to an expectation of the reward. A unifying principle across many influential 

models of conditioning, going back over seventy years, is that learning of stimulus–reward 

associations is error-correcting (Bush & Mosteller, 1951; Mackintosh, 1975; Rescorla & Wagner, 

1972; Rumelhart et al., 1986; Sutton & Barto, 1981; Wagner, 1981) – a suggestion that receives 

support at the neural level in humans and animals (Fletcher et al., 2001; Tobler et al., 2006; Waelti et 

al., 2001). This concept is perhaps most clearly expressed in the model of Rescorla and Wagner 

(Rescorla & Wagner, 1972), who proposed a rule to describe how the strength of the stimulus-

reward association is modified by experience of prediction error (δ) – the difference between the 

reward that is experienced (r), and the reward that is expected (predicted) based on the current 

associative strength of the stimulus (v): 

𝛿𝛿 = 𝑟𝑟 − 𝑣𝑣  

(1) 

In Rescorla and Wagner’s model, following a conditioning trial, the strength of the stimulus-

reward association is updated using the learning rule 



Apparent statistical inference in crows  11 
 

𝑣𝑣 ← 𝑣𝑣 + 𝜀𝜀𝛿𝛿  

(2) 

where ε is a learning rate parameter in the range 0 ≤ ε ≤ 1. Hence, when a stimulus is followed by an 

unexpected reward (i.e., r > v), δ will be positive and the association will be strengthened. When the 

reward is expected (i.e., r ≈ v), δ will be small and there will be little change in the strength of the 

association. If an expected reward is omitted (i.e., r < v), δ will be negative and the association will 

weaken. The learning rate ε determines the impact of prediction error on changes in associative 

strength: if ε is large then associative strength will change rapidly in response to experience of 

prediction error, whereas if ε is small then associative strength will change more gradually. 

In Johnston et al.’s experiments, after training with individual stimuli, crows were presented 

with a choice between pairs of stimuli. Hence to model performance in this task we require a choice 

rule that specifies how to translate associative strength (v) into an index of behavioural responding. 

Many different choice rules have been proposed (Sutton & Barto, 2018). Among these, one of the 

most popular and influential (across behavioural psychology, cognitive science, and economics) is 

the softmax function, which implements Luce’s choice axiom (Luce, 1959). Here, when presented 

with a choice between n stimuli, the probability of choosing stimulus i, Pi, is given by 

𝑃𝑃𝑖𝑖 =
𝑒𝑒𝛽𝛽𝑣𝑣𝑖𝑖

∑ 𝑒𝑒𝛽𝛽𝑣𝑣𝑗𝑗𝑛𝑛
𝑗𝑗=1

 

(3) 

where β is a bias parameter which affects the degree of variability in choices. When β is large, the 

stimulus with the highest associative strength will be selected with a probability approaching 1; by 

contrast, when β = 0 all options are equally likely to be chosen regardless of associative strength. In 

reinforcement learning, this variation in behaviour is described as a balance between exploiting 

current knowledge about stimulus values, and exploring the problem space to determine whether 

current knowledge provides a good fit to the actual values of rewards associated with the stimuli, 
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with β setting the balance point (high values promote exploitation; low values promote exploration). 

Applying the softmax rule to the case of two stimuli presented side-by-side (as in Johnston et al.’s 

experiments), the probabilities of selecting the left (PL) or right (PR) stimulus are given by Equations 

4 and 5 where PL + PR = 1. 

𝑃𝑃𝐿𝐿 =
𝑒𝑒𝛽𝛽𝑣𝑣𝐿𝐿

𝑒𝑒𝛽𝛽𝑣𝑣𝐿𝐿 + 𝑒𝑒𝛽𝛽𝑣𝑣𝑅𝑅
 

(4) 

𝑃𝑃𝑅𝑅 =
𝑒𝑒𝛽𝛽𝑣𝑣𝑅𝑅

𝑒𝑒𝛽𝛽𝑣𝑣𝐿𝐿 + 𝑒𝑒𝛽𝛽𝑣𝑣𝑅𝑅
 

(5) 

Equation 4 may be rewritten as 

𝑃𝑃𝐿𝐿 =
1

1 + 𝑒𝑒−𝛽𝛽(𝑣𝑣𝐿𝐿−𝑣𝑣𝑅𝑅) 

(6) 

from which it is evident that choice performance is determined by the difference in the associative 

strengths of the two alternatives, and not by their ratio. That is, in direct contrast to the predictions 

Johnston et al. make on the basis of statistical inference via an analogue magnitude system, the 

reinforcement learning model must predict that there will be no systematic relationship between 

performance and the ratio between reward probabilities when the difference between reward 

probabilities is held constant. And as noted in the previous section, Johnston et al.’s empirical data 

show little evidence of any such relationship, despite their claims to the contrary. 

Simulation of Johnston et al. (2023) – Experiment 1 

We ran simulations of Johnston et al.’s experiments using this simple reinforcement learning 

model. Simulations were conducted in R version 4.3.3 (R Core Team, 2024) using the packages 

Metrics (Hammer & Frasco, 2018), readxl (Wickham & Bryan, 2019), and tidyverse (Wickham et al., 
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2019). Model parameters were fit to real data using the optim and nls functions, and goodness of fit 

was assessed through linear regression using the lm function. Code to reproduce our simulations 

and model fitting is available at https://osf.io/n2cf5/. 

The performance of the two crows in Johnston et al.’s Experiment 1 was simulated by 

training the model using the sequences of rewarded and non-rewarded stimulus presentations that 

the crows experienced (obtained from the data file made publicly available by the authors). Since all 

rewards in this experiment had equal magnitude (a birdseed pellet), we employed a binary code so 

that r = 1 when choice yielded a reward and r = 0 when it did not. For simplicity, each stimulus was 

represented separately, with no overlapping features; i.e., we assumed no generalization of 

associative strength between stimuli. For each simulation run, nine stimuli were initialised with v = 

0. On each simulated trial of the ‘Training 1’ phase, the appropriate stimulus was selected, and its 

associative strength updated according to Equations 1 and 2. Simulated crow #1 was trained across a 

total of 5,229 trials. The experienced number of trials and associated probability of reward for the 

nine stimuli were: 578 (11%), 588 (18%), 584 (32%), 570 (38%), 578 (53%), 587 (62%), 576 (70%), 582 

(82%), and 586 (91%). Simulated crow #2 was trained for 5,202 trials. The experienced number of 

trials and reward probabilities for individual stimuli were: 576 (9%), 581 (19%), 573 (31%), 580 

(44%), 573 (56%), 580 (61%), 580 (70%), 580 (82%), 579 (91%). The Pearson correlation coefficient 

between programmed and experienced reward probabilities was .998 for crow #1 and .997 for crow 

#2. Following training, choice probabilities were calculated for each pairwise combination of stimuli 

using Equation 6. 

 We found that the best fits between the model and real data were obtained with the 

following parameters: ε = .003, β = 6.0 for crow #1, and ε = .005, β = 6.0 for crow #2. The results 

of simulations with these values are shown alongside data from the real crows in Figures 1A-C. The 

model explained 72% of variance in the performance of crow #1 and 80% of variance in the 

performance of crow #2. Notably, these simulations reproduced the critical patterns in crows’ 

https://osf.io/n2cf5/
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behaviour that Johnston et al. (2023) took as evidence of abstract and flexible statistical inference: 

proportion of optimal choices increased with the absolute size of the difference in reward 

probability of the two options (Figure 1A and 1B), and decreased as the ratio of reward probabilities 

increased (in an analysis that confounded ratio with absolute difference: Figure 1C). 

To assess the typical performance of the reinforcement learning model, we ran additional 

simulations of a cohort of 100 crows using random trial order and stochastic reward delivery for 

each simulation. Each stimulus was presented on 581 trials (the average number of times each 

stimulus was presented to each crow during the training phase of Experiment 1), with programmed 

probabilities of reward of 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, and 90%. Delivery of reward on 

each trial was determined by a generating a random number from a uniform distribution. For each 

crow, the learning rate was randomly chosen in the range .001 ≤ ε ≤ .01. To investigate the 

influence of the softmax bias parameter on the predicted pattern of behaviour, for each simulated 

crow, choice probabilities were calculated separately using each of four bias values: β = 0, β = 2, β 

=6, and β = 12. For each bias value, performance was averaged across the 100 simulation runs with 

different ε values. The results of these simulations are shown in Figures 3A and 3B. At very high 

values of the softmax bias parameter the model’s performance becomes essentially deterministic 

and performance approaches ceiling; when bias is zero, the model effectively guesses on all trials 

and choice is at chance. However, for a wide range of values of the softmax bias between these 

extremes (and across a wide range of simulated learning rates) the model correctly predicts the key 

pattern of better discrimination performance as a function of absolute difference. 

Finally, we tested the predictions of the model for these different bias values in an ideal 

system where the associative strength of the stimuli at the end of training exactly matched the 

programmed reward probabilities (i.e., 10% to 90% in increments of 10%). These predictions were in 

line with the results of our other simulations and are represented by the dots in Figures 3A and 3B.  

Simulation of Johnston et al (2023) – Experiment 2 
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In Johnston et al.’s Experiment 2, two new stimuli were paired with reward with a 

probability of 40% or 80%. In contrast to Experiment 1, each stimulus was paired with reward 

approximately the same number of times, but the number of non-rewarded presentations was 

varied. As a result, the total number of times the two stimuli were presented differed. For our initial 

simulations of Experiment 2, we again used the trial sequences experienced by the real crows. For 

each simulation, two stimuli were initialised with v = 0. We used the same parameter values as for 

Experiment 1: ε = .003 for crow #1, and ε = .003 for crow #2. For both crows, we set β = 6, and r = 

1 for rewarded trials and r = 0 for non-rewarded trials. There was a total of 490 trials for simulated 

crow #1, comprising 335 trials with one stimulus (137 rewarded, giving reward probability of 41%) 

and 155 with the second stimulus (130 rewarded, reward probability 84%). Simulated crow #2 was 

trained over a total of 440 trials, 293 with one stimulus (120 rewarded, reward probability 41%), and 

147 with the other (120 rewarded, reward probability 82%). At the end of training, choice 

preference between the two stimuli was calculated for each crow using Equation 6; resulting data 

are shown in Figure 1D. Both simulated crows showed a preference for the stimulus associated with 

a higher relative reward frequency, mirroring Johnston et al.’s empirical findings. This preference 

was larger for simulated crow #2 than for simulated crow #1, a difference that was also observed for 

the real birds. 

As for Experiment 1, we ran an additional set of 100 simulations of Experiment 2 to 

determine how robust the model’s predictions were to variations in parameter values. For these 

simulations, we first calculated the average number of rewarded trials with each stimulus 

experienced by the two real crows (127). For each simulated crow, the number of trials in which 

each stimulus was presented was obtained by dividing this number by the programmed probability 

of reward. Hence, there were 318 trials with one stimulus (reward probability 40%) and 159 with the 

other (reward probability 80%). Other details of these simulations were the same as those for 

Experiment 1: learning rate was randomly chosen in the range .001 ≤ ε ≤ .01, and each simulation 

was tested with bias values of β = 0, β = 2, β =6, and β = 12. The results of these simulations are 
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shown in Figure 3C. The model predicts a tendency to choose the stimulus associated with a higher 

relative reward probability over a wide range of values for both learning rate and bias. 

<Figure 3 about here> 

Discussion 

In their recent article, published in a prominent journal, Johnston et al. (2023) made the eye-

catching claim that they had demonstrated that “Crows flexibly apply statistical inferences based on 

previous experience”. Here, we have shown that a simple model of reinforcement learning can 

provide a full account of their key findings. Indeed, given the absence of a relationship between 

performance and the ratio of reward probabilities independent of the difference in reward 

probabilities, the reinforcement learning model, in fact, corresponds more closely to their results 

than does the idea of statistical inference based on the use of an analogue magnitude system as 

described by Johnston et al. So where does this leave the idea of statistical inference in crows? 

One recourse would be to argue that models of reinforcement learning are models of 

statistical inference. In a sense this is not an unreasonable suggestion: for example, the Rescorla-

Wagner model (on which the current model is closely based) can be seen as effectively 

implementing linear regression, establishing which stimuli are the most accurate predictors of 

outcome events and which are less useful. And patterns of behaviour that derive from 

reinforcement learning will vary across different contexts, as suggested under Johnston et al.’s 

definition of ‘true’ statistical inference: if associative strengths of three stimuli increase in the order 

A < B < C, then given a choice between B and A the model will choose B, but if given a choice 

between B and C the model will avoid B (and choose C instead). 

On this view—that reinforcement learning is a process of statistical inference—the fact that 

Johnston et al.’s findings concord closely with a learning-based account supports the claim that 

crows can perform statistical inference. But research into animal learning has been going on for well 

over a century: we already know very well that behaviour driven by reinforcement learning can be 
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observed across a wide range of species: sea slugs, snails, bees, birds, rats, cats and so on and on. 

And so, this demonstration that crows are capable of learning stimulus–reward contingencies does 

not advance our understanding of animal cognition in any particularly meaningful way: in effect, if 

reinforcement learning is defined as statistical inference, then we already knew that animals were 

capable of statistical inference long before Johnston et al.’s study of crows. 

We should stress, however, that this view of “reinforcement learning as statistical inference” 

deviates profoundly from the claims made by Johnston et al., who argued that their findings 

implicated a much more complex form of flexible and abstract statistical inference wherein the 

reward probability of each stimulus is represented in an analogue magnitude system, with values 

retrieved and compared when a choice between stimuli must be made. It does not seem 

unreasonable to suggest that this was the claim that made their study newsworthy (e.g., Bastos, 

2023; Quaglia, 2023; Wascher, 2023), and set it apart from previous work. However, as we have 

shown here, it is also a claim that does not receive diagnostic support from their data. By contrast, 

our reinforcement learning model does not encode or represent the probability of reward predicted 

by each stimulus at all. Instead, in this model the strength of the stimulus–reward association 

reflects the current expectation of reward given the presence of a stimulus. The model is ‘amnesic’ 

in the sense that it has no memory of how it arrived at the current reward expectation, or the 

distribution of reward experiences that led it there. 

We can look at this distinction in a different way. Johnston et al. argued that their findings 

provided evidence that crows were performing a process of “sample-to-population” inference (also 

known as inductive reasoning): that is, taking information about samples (trial-by-trial experiences 

of each stimulus in the training phase) and integrating this information to draw a conclusion about 

the overall probability of reward associated with each stimulus (see: Introduction). On their account, 

it is this population-level statistic that is used to guide subsequent choices, with new instances seen 

as being drawn from that population-level distribution. However, it is important to note that the 
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crows were never actually queried about these population-level statistics, and hence there is no 

direct evidence that they are making inferences about the population – or even that they are 

representing the population at all. Instead, the reinforcement learning account developed here sees 

what is being measured in Johnston et al. as sample-to-sample inference: crows have a series of 

experiences with stimuli in the training phase, and then encounter new examples of those same 

stimuli in the test phase, and these new instances are able to elicit conditioned responding on the 

basis of their similarity to training items. But at no point does the reinforcement learning model use 

the training examples to draw (and encode) a conclusion about the distributional nature of the 

theoretical underlying population. 

As Lind (2018) notes “It is an intriguing paradox that associative [reinforcement] learning is 

acknowledged for producing complex flexible behaviour within AI research, but is often dismissed 

and neglected as a model for flexible behaviour in biological systems (both humans and non-human 

animals).” Here we address this neglect as a step towards resolving Lind’s paradox: we show that a 

reinforcement learning model can produce complex, flexible behaviour; in the current case 

producing the appearance of statistical inference in crows. 
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Figures 

Figure 1. Simple reinforcement learning provides a good fit to the performance of real crows in a 

statistical inference task (Johnston et al., 2023). 

 

Note. (A) The probability of making an optimal choice [i.e., choosing the stimulus with higher reward 

probability] is a function of the absolute difference in the reward probabilities associated with two 

stimuli for real crows and simulated crows given equivalent training. (B) Real and simulated crows 

display similar variability in choice preference across the different stimulus pairings. (C) Both real 

and simulated crows show an apparent magnitude effect where optimal choice performance is 

generally better when the ratio between reward probabilities is low, but this relationship is not 

monotonic. (D) In a control task, two stimuli were paired with reward equally often, but differed in 

the number of times they were presented without reward – such that one stimulus had a reward 

probability of 40%, and the other had a reward probability of 80%. Both real and simulated crows 

were more likely to select the stimulus associated with higher reward probability [optimal choice > 

50%]. Data for real crows are taken from Johnston et al. (2023), and correspond to data shown in 

Figures 3 and 4 (p.3241 and 3242) of their article. 
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Figure 2. Johnston et al’s (2023) crows did not display a true magnitude effect. 

 

Note. Each panel shows the performance of Johnston et al’s (2023) crows as a function of the ratio 

of probability values of the stimuli in the pair (calculated as lower probability divided by higher 

probability) for all comparisons between stimuli with the same absolute difference in reward 

probability. For example, the first panel shows performance as a function of ratio for all comparisons 

with an absolute difference of 10% (i.e., 10% vs 20%, 20% vs 30%, 30% vs 40% etc). Dots in each 

panel show the probability of making an optimal choice for specific pairings of stimuli, and the solid 

lines are regression lines for each crow. A magnitude effect would be expressed as poorer 

performance for comparisons with higher ratios between reward probability within each panel – 

that is, the regressions lines should have a negative slope. In fact, the relationship between 

performance and ratio is flat or positive for both crows across the range of differences. 
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Figure 3. Simulations of the reinforcement learning model for Experiments 1 and 2 of Johnston et al 

(2023) 

 

Note. (A and B) Performance of 100 simulated crows in Johnston et al.’s (2023) Experiment 1. Lines 

show the average performance of the 100 simulations, and shaded areas are their interquartile 

ranges. (C) Performance of 100 simulated crows in Experiment 2. Dots in all panels indicate 

performance of an ‘ideal’ system where the associative strength of each stimulus is exactly equal to 

its programmed reward probability. 
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