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A B S T R A C T

The elicited imitation (EI) task has been widely used as a measure of automatized L2 knowledge.
However, the scoring of the task has relied exclusively on product-based measures (i.e., accuracy
of L2 production), without considering any process-based indices of automatization, such as
fluency. To fill this gap, our study develops a written version of the EI task and innovatively draws
on keystroke logging techniques to introduce new measures of fluency in EI production. To test
whether the addition of fluency measures improves task sensitivity, we examined the degree to
which fluency and accuracy predicted L2 proficiency among 40 L1 Polish speakers of English,
living in the UK (Mage = 31, 20–60). The participants were late learners of English at
intermediate-to-advanced level (CEFR B1–C2) with varying lengths of residence (0.5–18 years).
Their L2 proficiency was measured through self-evaluation according to CEFR scales and through
test-evaluation by DIALANG English grammar and vocabulary tests. Their written production of
English article and tense-aspect target structures was coded for grammatical accuracy, speed and
pausing fluency, and consistency in fluency. Generalized Additive Modelling revealed a nonlinear
interaction between speed and pausing fluency and grammatical accuracy as predictors of self-
evaluated (but not test-evaluated) proficiency, which suggests that participants tended to be more
accurate and fluent from low to average proficiency, after which their accuracy plateaued while
fluency continued to improve. The results support the importance of assessing fluency to maintain
the sensitivity of the EI task especially among advanced learners.

Introduction

In second language (L2) research, the elicited imitation (EI) task is considered a reliable measure of global oral proficiency and
implicit grammatical knowledge (for meta-analyses, see Kostromitina & Plonsky, 2022; Yan et al., 2016). Although the task design
varies, EI usually involves having participants listen to a sentence and repeat it orally as accurately as possible. It is assumed that, to
reproduce the sentence, participants need to draw on implicit linguistic knowledge to decode the audio stimuli and comprehend the
meaning. This assumption is supported by empirical evidence (Suzuki & DeKeyser, 2015), but debate remains as to whether it is
implicit (without awareness) or explicit but automatized knowledge (with awareness), or a combination of both, that is engaged at the
reproduction stage (Ellis, 2005; Erlam, 2006; Granena, 2016; Spada et al., 2015; Suzuki & DeKeyser, 2015; Suzuki et al., 2023).
Nevertheless, it is agreed that EI tasks assess an individual’s ability to process and reconstruct linguistic structures in an automatic (fast
and effortless) manner, which suggests some degree of automatization in the process. The existing scoring methods of EI tasks,
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however, primarily focus on the accuracy of the final product, without considering the fluency (e.g., speed, pausing) which is a crucial
process-based index of automatization (Suzuki & Révész, 2023).

Meta-analyses have demonstrated that the sensitivity of EI tasks is influenced by the scoring method (Kostromitina & Plonsky,
2022; Yan et al., 2016). Specifically, ordinal rating scales (e.g., assessments of overall sentence repetition quality; Gaillard& Tremblay,
2016; Tracy-Ventura et al., 2014) tend to predict proficiency levels more effectively than binary scales (e.g., evaluations of correctness
in repeating specific structures; Erlam, 2006). This effect could be two-fold, prompted by the nature of the scale and/or the nature of
the measured construct (global vs. specific). Ordinal rating scales are generally employed to evaluate global proficiency, whereas
binary coding methods target specific constructs. Although Kostromitina and Plonsky (2022) confirmed that the nature of the
measured construct does not significantly affect task sensitivity, several studies have shown that, generally speaking, binary variables
can inflate correlation coefficients compared to ordinal or continuous variables (e.g., Agresti, 2013; Cohen, 1983), and thus are sta-
tistically less efficient or accurate. This inflation can, in turn, distort conclusions about the strength of relationships with other var-
iables under investigation.

We investigate whether fluency could play a role here: it is possible that the ordinal rating of oral reproduction based on audio
recording (e.g., Gaillard & Tremblay, 2016) reflects fluency to some degree, something that is missed by the cruder binary coding
approach. This study takes first steps towards introducing fluency measures (e.g., speed and pausing) into the EI task, by adapting
sentence reproduction to written format and integrating the keystroke logging technique to record time-related data (Miller et al.,
2008). We then examine the extent to which fluency in performing the EI task, alongside accuracy, improves sensitivity to individual
variation within traditional proficiency bands by more precisely accounting for factors such as individual differences and task-specific
performance.

EI tasks as a measure of automatized grammatical knowledge

A series of validation studies has confirmed the reconstructive nature (vs. rote repetition) of the EI task and its capacity to measure
automatized (explicit or implicit) knowledge of specific grammatical structures (Ellis, 2005; Erlam, 2006; Granena, 2016; Spada et al.,
2015; Suzuki & DeKeyser, 2015). The reconstructive nature of the task is supported by certain task features. For example, it is possible
to imitate a sequence of novel sound strings if the strings are short enough and can be repeated immediately, but with a 3-second delay
this becomes rather difficult, unless the meaning of the strings is already understood (McDade et al., 1982). To prevent rote imitation,
the length of sentence stimuli in EI tasks are set to at least 7 syllables or 2 s, which is thought to exceed the average short-termmemory
span (Perkins et al., 1986). Additionally, a delay in response is typically required. This delay is enforced through a 3-second period of
silence or an interruptive task, such as counting down from three out loud (e.g., Suzuki & Sunada, 2018), or a True/False judgement
question (e.g., Erlam, 2006; Granena, 2016). Thus, for participants to accurately repeat a sentence they have never heard after a delay,
they need to firstly process and comprehend its meaning in real time drawing on their internal language system, and then reconstruct
the sentence based on the meaning they have retained.

The reconstructive nature of EI tasks can be further enhanced by directing participants’ attention to the meaning of the sentences
they are asked to reproduce. A meaning-focused instruction of the task, such as describing it as a True/False judgement task (Erlam,
2006), would prevent participants from focusing their attention on the form of the target structures. The aforementioned validation
studies also used ungrammatical stimuli to elicit spontaneous correction of grammatical errors, which provide evidence against the
reliance on rote repetition. At the reproduction stage, in some studies time pressure was exerted to trigger greater reliance on
automatized grammatical knowledge (Ellis, 2005; Erlam, 2006; Spada et al., 2015).

Indeed, with the task design described above, the accuracy scores of oral EI have been found to correlate with other time-pressured
tasks or spontaneous proficiency tests which tap into automatized knowledge (e.g., oral narrative task, IELTS test, timed grammatical
judgement test/GJT), but not with untimed tests of metalinguistic knowledge which tap into explicit knowledge (e.g., untimed GJT,
error correction task) or working/short-term memory tests (Ellis, 2005; Erlam, 2006; Granena, 2016; Kim et al., 2016; Spada et al.,
2015; but see Suzuki & DeKeyser, 2015 for evidence of EI task as a measure of automatized explicit knowledge, associated with
metalinguistic knowledge). Even though the EI task is designed to measure automatized grammatical knowledge (i.e., retrieved and
processed rapidly, stably, and effortlessly), process-based indices of automatization (processing fluency and consistency) have not yet
been taken into account. The next section will overview measures of automatization in L2 production.

Automatization in L2 production

The construct of L2 automatization, suggesting reduced cognitive efforts and/or attentional demands, is often measured through
processing fluency (speed and pausing) and processing consistency (coefficient of variation) (Segalowitz& Segalowitz, 1993; Suzuki&
Révész, 2023). That is, automatized L2 processing is characterized by being fast and effortless as well as stable and consistent.

In their synthesis of 19 primary studies, Suzuki and Révész (2023) identified key process-based measures for utterance and writing
fluency. For utterance fluency, they are speed (higher articulation rate), breakdown (fewer silent pauses), and composite fluency
(higher speech rate or mean length of run). Writing fluency, on the other hand, is indicated by speed (more words/characters per
minute), pause duration (shorter pause length between sentences), and pause frequency (smaller number of pauses between words).
Compared with commonly used spontaneous writing tasks (e.g., argumentative essays; Révész et al., 2022), the written EI task is more
restricted due to the sentence stimuli. However, as participants do not know the sentences they would be exposed to in advance while
performing in real time (see García-Amaya& Cintrón-Valentín, 2021 for using written EI task for a similar purpose), the EI production
also taps into automatized L2 knowledge and is thus appropriate for measuring writing fluency.
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In exploring whether processing consistency can also indicate automatization, Segalowitz and Segalowitz (1993) introduced the
use of the coefficient of variation (CV). This metric serves to distinguish between general speed-up and true automatization, where the
former is indicated by a similar rate of decrease in the mean and deviation of reaction time latencies (RT), while the latter shows a
steeper decrease in the deviation (see Hulstijn et al., 2009 for a thorough discussion). The use of CV, which is often called relative
standard deviation being a simple ratio of standard deviation and the mean, provides a measure of normalized deviation and helps
comparisons of decrease in average speed vs. deviation in speed: a positive correlation between the two measures indicates true
automatization. Although the findings about the link between reduction in CV and progression in proficiency/experience levels have
been mixed (Hulstijn et al., 2009; Lim & Godfroid, 2015; McManus & Marsden, 2019; Suzuki & Sunada, 2018), we included this
measure in our study given its conceptual relevance.

The current study

To summarize, the EI task is designed to and has been widely used to assess automatized L2 grammatical knowledge. However, this
type of knowledge is unlikely to be fully captured by the conventional accuracy measures (correctness of the final product/responses)
alone. Therefore, this study proposes to add process-based fluency measures to the EI task by including processing fluency and con-
sistency of responses. To this end, a written version of the English EI task was developed to record temporal data efficiently using
keystroke logging software (i.e., InputLog; Leijten & Van Waes, 2013).

Using this task, we aim to test if a combination of accuracy and fluency measures can offer a more detailed and nuanced account of
L2 proficiency. In line with the meta-analyses (Kostromitina& Plonsky, 2022; Yan et al., 2016), we examined the correlations between
EI measures and other established English proficiency measures as an index of task sensitivity. Thus, the better the EI measures predict
proficiency levels assessed by other proficiency tests, the higher the sensitivity of the EI task.

More specifically, the research question of this study is: To what extent do accuracy and fluency measures of the EI task predict
proficiency levels? It is hypothesized that participants with better accuracy scores from the EI task would be of higher proficiency
levels, as reported in previous EI studies; they would be expected to demonstrate greater fluency and consistency on the task at hand.

Methods

Participants

Participants in this study were 40 Polish L1 speakers of L2/LX English (33 women, 7 men; Mage = 31, SDage = 8.7), recruited in
Birmingham, UK via posters, emails, and social media (e.g., Facebook, Twitter). They had moved to the UK after the age of 15 (M =

22.7, SD = 5.7) to study, work or join their families, and their length of residence ranged from 0.5 to 18 years (M = 8.5, SD = 5.5).
Overall, they had attained intermediate to advanced level of English proficiency. Before moving to the UK, all participants had studied
English at school in Poland for at least 4 years (M = 10.7, SD = 3.6) where they had learned grammar through formal instruction; 13 of
them had also taken English classes in the UK.

Procedures and tasks

This study is part of a large project where participants completed a series of language and cognitive tasks; participation was
compensated with Amazon vouchers. The tasks relevant to this study include a written EI task which was administered in the lab,
alongside a self-assessment task for English proficiency (Council of Europe, 2001), the DIALANG 2.0 language proficiency tests
(Alderson & Huhta, 2005) and a nonword recognition task (O’Brien et al., 2006) which were completed online.

Written elicited imitation task

We designed a written elicited imitation task in line with recommendations made by Erlam (2006). Our task contained both
grammatical and ungrammatical stimuli and required participants to reproduce the stimuli in correct English rather than verbatim.
Out of the 17 gmatical structures covered in Erlam’s study, we focused on English article and tense-aspect structures specifically, as
they are among the most difficult ones (i.e., low correctness rates) and are normally acquired at the intermediate-late stage of learning
(cf. Bardovi-Harlig, 2000; Crosthwaite, 2016; Divjak et al., 2023), but rarely ever mastered to perfection in learners whose L1 does not
have a similar system. Participants were instructed to listen to a sentence, rate its ease of understanding (i.e., comprehensibility), and
then type in the sentence they had heard using InputLog software (Leijten & Van Waes, 2013) under a time limit. Although the EI
production task was in written format which makes it easier for participants to monitor their output, by following Erlam’s (2006) task
design in terms of length of stimuli, delay in response, time pressure, and meaning-oriented instruction, it is reasonable to assume that
our written EI task elicited automatized grammatical knowledge. The design of the stimuli, data collection procedure and scoring of
the EI task is outlined below.

Stimuli. Each sentence stimulus had one target structure, containing one of three types of articles (indefinite a/an, definite the,
zero ø) or one of twelve tense-aspect combinations (present/past/future + simple/progressive/perfect/perfect progressive). To cover
different kinds of structures, a pool of 240 text stimuli was created based on 120 sentences extracted from the British National Corpus
(BNC; Leech, 1992), the Internet, and Erlam (2006). Each grammatical stimulus had its ungrammatical counterpart—56 stimuli with
an article error and 64 stimuli with a tense-aspect error. Two pairs of examples are given below, where a) contains the grammatical
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stimulus and b) the ungrammatical one. The full list of 240 text stimuli is deposited in the UBIRA repository (https://doi.
org/10.25500/edata.bham.00001200).

(1) a. Though she had long retired, she was a wonderful teacher. b. *Though she had long retired, she was ø wonderful teacher.
(2) a. Frank is optimistic that we will have sorted it by today. b. *Frank is optimistic that we sort it by today.
The stimuli varied in length, ranging from 8 to 25 syllables, as EI tasks with varying sentence length have been found to differ-

entiate proficiency levels better (Yan et al., 2016), especially considering that most of the participants in our study rated themselves as
Advanced. The stimuli were then pseudo-randomly divided into four sets (a1, a2, b1, b2), each containing 60 stimuli counter-balanced
in length, grammaticality and type of target structure. The grammatical stimuli in Set a1/b1 had all their ungrammatical counterparts
in Set a2/b2, and vice versa. The audio stimuli were recorded on a phone by a male L1 speaker of British English, who read the
sentences out loud at a natural speed in a quiet room. The 4 different sets of the EI task were assigned to participants randomly.

Procedure. Participants were instructed to complete two subtasks after listening to each sentence: first, to rate ease of under-
standing on a 4-point Likert scale (1 = very difficult, 2 = somewhat difficult, 3 = somewhat easy, 4 = very easy); then, to type in the
stimulus in correct English. They had four practice trials including two grammatical stimuli and two stimuli with other types of
grammatical errors (i.e., 3rd person –s and comparatives, from Erlam, 2006); they were given model responses to indicate how un-
grammatical stimuli could be corrected. The audio stimuli were presented using Experiment Builder software by SR Research on
Computer 1, through a set of Bose QuietComfort Noise Cancelling QC35 II Over-Ear headphones. The typed responses were collected
by InputLog 7, a keystroke-logging program that records all keyboard activities during typing (Leijten& VanWaes, 2013) on Computer
2, with a high-precision Apple A1048 wired keyboard.

The rating task was presented as the main task to direct participants’ attention to the meaning of the sentences instead of to the
form; this design increased the possibility of eliciting automatized grammatical knowledge. Participants had to wait for at least three
seconds before continuing onto the typing task, which created a delay between hearing the sentence and reproducing it, preventing
rote repetition of the sound strings. Then, the instructions on screen directed them to Computer 2 on their left, where an empty
InputLog document was set up, ready for them to type the sentences they had heard. If they turned earlier, the researcher would stop
them. After typing the response, participants turned back to Computer 1 and pressed a button to hear the next sentence.

To minimize reliance on explicit knowledge, participants were told that (a) the sentence should be typed as fast as possible, and (b)
once the sentence is complete, it should not be edited. Also, (c) there was a time limit depending on sentence lengths (2 s per syllable,
20 s minimum), and typing should stop immediately once a bell sound was heard. The next trial was set to start automatically five
seconds after the bell sound. Participants were encouraged to produce a complete sentence that would make sense and were also asked
to number the sentences from 1 to 64 to make it easier for scoring. Two computers were used because switching to InputLog on the
same computer would interrupt the operation of Experiment Builder, and the body movement of participants could help the researcher
monitor the typing phase. The EI task took about 45 min to complete.

Scoring of accuracy. The accuracy of sentence repetition was scored using a binary coding approach according to three categories,
following the method in Erlam (2006, p. 479).

obligatory occasion created – supplied;
obligatory occasion created – not supplied;
no obligatory occasion created.

A correct response required the obligatory occasion for the target structure and the correct use of the target structure (Category 1).
If the target structure was not supplied correctly (Category 2), or the essential obligatory occasion failed to be created (Category 3), the
response was deemed as incorrect, as it suggests that the participant had not internalized the target structures.

The article target structure included the article, the noun and the adjective between them (if any). If the article was part of a phrase
(e.g., “at the time”), the whole phrase was the target structure. This approach allows fluency measures to be generated for target
structures with zero articles. The tense-aspect target structure comprised the main verb, its auxiliary verbs, and the adverbs between
them (if any). In Example 1-a above, the obligatory occasion and target structure were both “a wonderful teacher”; in Example 2-a, the
target structure was “will have sorted” and the obligatory occasion also included “by today”. The target structure in each stimulus is
annotated within 〈〉 in the stimuli list deposited in the UBIRA repository (https://doi.org/10.25500/edata.bham.00001200).

When the stimulus was ungrammatical (Example 2-b), any acceptable correction made the response correct (Example 3), as it
showed that the participant had noticed the error and corrected it. When the stimulus was grammatical (Example 2-a), any change
would make the response incorrect, even if it was acceptable (Example 4), as it indicated that the participant had not recognized the
correct use of the target structure. Lexical accuracy was not considered in the scoring.

(3) Frank is optimistic that it will be sorted by today. / Frank is optimistic that we will sort it by today. (correct)
(4) Frank is optimistic that he would have sorted it out by today. (incorrect)
Responses of two participants from each of the four task versions (20 % of total scoring) were scored by two coders, an L1 English

speaker and the first author of this study who is an advanced-level L2 English speaker. After the scoring procedure was calibrated, the
first coder continued to score the rest of the responses; the scoring was checked and corrected by the second coder.
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The proportion of correct responses was calculated for each participant, in terms of all 60 items, 30 error-free items, 30 erroneous
items, 28 items targeting article structures, and 32 items targeting tense-aspect structures respectively. In a few cases where the
sentence was edited after completion, only the first attempts were considered.

Coding of fluency. For responses that fell in accuracy Category 1 and 2 (i.e., the obligatory occasion was created), fluency was
measured in terms of processing fluency and consistency (Segalowitz & Segalowitz, 1993). Drawing on the keystroke data collected,
we used a combined measure of speed and pausing fluency at key level1—the mean length of the inter-key interval (IKI) during the
reproduction of a target structure (if available, correct or not). The general analysis output from InputLog recorded a timestamp in
milliseconds for each key being pressed and released (labelled as event_startTime__E_ and event_endTime__E_). The IKI was calculated
as the time difference between release of the current key and that of the previous key. Then, for each participant, the mean length of the
IKI was averaged across all responses to indicate their processing fluency. This measure reflects the variance in pause duration between
and within words and (reversely) the production rate of characters per minute. This measure is very sensitive as it considers pauses
shorter than the commonly used 2-second threshold (cf. Baaijen et al., 2012) and is suitable for capturing L2 automatization in the
production of target structures, since it also records pausing at lower textual units, which has been found to relate more to lower-order
linguistic processes such as lexical retrieval and morphosyntactic encoding (Révész et al., 2019; Suzuki & Révész, 2023).To measure
processing consistency, the CV in the length of IKI (CVkey = SDkey / Meankey) within each target structure was calculated and then
averaged across all responses.2

Copy Task. To control for individual differences in typing skills, participants were asked to take the 5-minute Copy task available
on InputLog (Van Waes et al., 2019) before the written EI task. The Copy task consists of seven subtasks where different lengths of text
(e.g., keys, phrases, sentences) must be typed for which specific bigrams characteristics are controlled (e.g., bigram frequency, hand
combination, key adjacency). The analysis output which can be exported from InputLog summarizes overall typing speed and accu-
racy. The speed is calculated as the theoretical number of characters per minute (CPM), based on the mean IKI of the targeted bigrams
(i.e., 60,000/mean IKI); accuracy is calculated as the proportion of correctly typed targeted bigrams (i.e., correctness). The Copy Task
score was computed as the overall CPM times aggregated correctness, as suggested on the InputLog website (https://inputlog-analysis.
uantwerpen.be).

Self-assessment task for English proficiency
Participants self-rated their English listening, reading, speaking (spoken production), and writing proficiency by selecting from six

can-do statements on the Common European Framework of Reference for Languages (CEFR) Self-assessment Grid developed by the
Council of Europe (2001, pp. 26–27). Each statement represents a different CEFR level (A1, A2, B1, B2, C1, C2) for each language skill.
Such type of L2 self-assessment has been found to show a moderate correlation with external measures of the same construct (see Li &
Zhang, 2021 for a meta-analysis). While 27 participants self-rated all four skills as advanced (C1–C2), the remaining13 of them rated at
least one skill as intermediate (B1–B2).

DIALANG language proficiency test
Besides the self-rated evaluations, participants’ English proficiency levels were also assessed through the vocabulary and grammar

subtests of DIALANG 2.0 (Alderson & Huhta, 2005), an online diagnostic test (https://dialangweb.lancaster.ac.uk) that implements
the Common European Framework of Reference for Languages (CEFR). For vocabulary proficiency, participants were presented with a
list of 75 verbs (50 real words, 25 non-words) and asked to judge whether each word was real or not. On completion, they received a
score between 0 and 1000, which maps onto a specific CEFR level in the background. Then, their knowledge of a range of grammatical
structures (e.g., articles, tense and aspect, third person -s, prepositions, superlatives) was assessed at the recommended CEFR level via
30 questions (e.g., multiple choice, gap filling, word ordering); there was no time pressure. Participants’ CEFR scores for grammar
proficiency were recorded—5 participants scored B1; 12 scored B2; 20 scored C1; and 3 scored C2.

Nonword recognition task
To prevent rote repetition of sound strings in the EI task, the length of the stimuli was manipulated to exceed short-term memory

capacity, and a delay was inserted before the sentence repetition. However, phonological short-term memory (pSTM), the capacity to
hold phonological information temporarily, has been found to predict the performance of individuals with less L2 experience, in the EI
task with a similar design (Park et al., 2020). Although the participants in this study were mostly long-term residents (M = 8.5 years),
we measured the pSTM to verify the validity of the EI task.

We created an online version of the nonword recognition task used in O’Brien et al.’s (2006) on Qualtrics, an online survey
platform. Participants listened to a pair of nonword lists in each trial and judged whether they were identical or not (i.e., same
nonwords presented in the same or different order). They first practiced with four pairs of 4-item lists, two identical and two different.
When all responses were correct, they progressed to the main test where eight pairs of 5-item, 6-item, and 7-item lists were presented.
The audio files of the 160 nonwords were generated via the text-to-speech service of Microsoft Word, using the built-in “Kate” female
British voice on a Macintosh computer. Each nonword list was presented at a rate of one item per 750 ms, with a 1.5-s gap between two

1 Due to technical issues with InputLog 7, we could not export the summary and pause analysis reports where separate measures of speed and
pausing would be available.
2 Another way could be to calculate the CV for the mean IKI of each target structure across all responses, but the first method would better capture

the stability in typing each key of the target structure.
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lists. Some of the nonword text (see appendices in Gathercole et al., 2001) was modified to produce more precise computer-generated
speech (e.g., “charn” to “charne”). The pSTM score was capped at 24, with one point for each trial. If participants relied on rote
memory, the pSTM should be related to their performance in the EI task.

Results

The dataset comprised 2400 data points, with 23 % (557) containing missing values for typing fluency and consistency (Meankey,
CVkey) due to missing obligatory occasions in written production. The dataset available for analysis consisted of 1843 complete data
points. The data and R scripts reported here are available from the UBIRA eData repository (https://doi.org/10.25500/edata.
bham.00001200) and on GitHub (https://github.com/ooominds/FluencyMeasuresInElicitedImitationTask), respectively.

Statistical analyses were conducted within theR environment for statistical computing (R Core Team, 2023), utilizing the following
packages: car (v. 3.1–2, Fox & Weisberg, 2019), psych (v. 2.3.6, Revelle, 2023), randomForest (v. 4.7–1.1, Liaw & Wiener, 2002),
mgcv (v. 1.9–0, Wood, 2011, 2017), and itsadug (v. 2.4.1, Van Rij et al., 2022).

Data preparation and validation

The focus of the data analysis was to address the primary research question concerning the predictive capacity of EI accuracy and
fluency for English proficiency measures. Consequently, the analysis centered on examining the relationships among these three
groups of variables. Recall that English proficiency was assessed through various measures, distinguishing between (a) self-evaluated
proficiency in four fundamental language skills: receptive listening and reading, and productive speaking and writing; and (b) test-
evaluated proficiency in vocabulary and grammar. The self-evaluation measures and grammar proficiency were categorized ac-
cording to standard CEFR ratings (B1, B2, C1, C2), and subsequently treated as ordinal variable (ranks 1–4). Vocabulary scores ranged
from 0 to 1000 and were standardized (scaled or z-transformed) for subsequent analyses. The descriptive statistics of these dependent
variables are listed in Table 1.

In the initial phase of our analysis, we scrutinized the metric characteristics of the English proficiency measures. Collectively, the
six proficiency measures exhibited robust reliability, as indicated by Cronbach’s alpha (α = 0.78) and Guttman’s lambda-6 (λ6 =

0.83). Furthermore, McDonald’s omega revealed a strong general component with ω Total = 0.87, providing evidence for the content
and construct validity of the chosen proficiency measures (for details on using omega scores, see Hayes& Coutts, 2020). Importantly, a
two-dimensional structure was suggested, distinctly demarcating self-evaluated and test-evaluated components of proficiency, as
visually summarized in Fig. 1, with detailed results presented in Appendix A, Table 8.

Subsequently, Principal Component Analysis (PCA) was employed, specifying two components that were rotated orthogonally
using varimax rotation. Table 2 succinctly presents the structure of these two extracted components, which jointly accounted for 76 %
of the total variance. Participants’ scores on these two components served as our response (dependent) variables: self-evaluated
proficiency (Proficiency.PC1) and test-evaluated proficiency (Proficiency.PC2). The correlation between the two scores was
confirmed to be r = 0.0.

In the EI task, two main predictor variables were identified: accuracy and fluency. We evaluated accuracy through five measures,
each expressed as a proportion of correct responses. These included four item-specific accuracy metrics—focusing on grammatical
items, ungrammatical items, and items assessing knowledge of English articles and tense and aspect—alongside an overall accuracy
measure. For fluency, we employed two metrics: the mean IKI fluency (MeanFluency) and the coefficient of variation in IKI fluency
(CVFluency). Additionally, we incorporated three control variables to account for potential confounders: (1) participants’ phono-
logical short-term memory capacity (pSTM), (2) basic typing skills, measured by the Copy Task (CTScore), and (3) the duration of
participants’ immersion in English-speaking environments (ImmersionYears). The descriptive statistics of these independent variables
are summarized in Table 3.

As the four item-specific accuracy measures exhibited significant intercorrelations, with the minimum correlation coefficient being
0.65, a PCAwas run on these measures. The result revealed a dominant first component, which accounted for 87% of the total variance
and had individual loadings exceeding 0.90 (see Table 4), which suggests that all possible accuracy indicators contributed equally to
the component. Notably, the correlation between the overall accuracy scores and the first principal component was near perfect (r =

0.9998, p < 0.00001). In further analyses, we utilized the first principal component scores from the accuracy measures (Accuracy.
PC1) as a predictor variable.

Table 1
Descriptive summary of dependent variables.

Proficiency variable M / Mdn SD / MAD Range 95 % interval Cronbach’s alpha if deleted

Self-eval. ​ ​ ​ ​ ​
Listening 3.58 / 4.0 0.78 / 0.0 1–4 [3.33, 3.82] 0.72
Writing 3.28 / 4.0 0.99 / 0.0 1–4 [2.97, 3.58] 0.71
Speaking 3.38 / 4.0 0.93 / 0.0 1–4 [3.09, 3.66] 0.73
Reading 3.38 / 4.0 0.93 / 0.0 1–4 [3.09, 3.66] 0.68
Test-eval. ​ ​ ​ ​ ​
Grammar 2.53 / 3.0 0.82 / 0.74 1–4 [2.27, 2.78] 0.80
Vocabulary 783.63 / 806.0 132.48 / 161.6 523–1000 [742.57, 824.68] 0.80
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In the next step, we analyzed the distributional properties of all response variables (Proficiency.PC1, Proficiency.PC2), predictor
variables (Accuracy.PC1, MeanFluency, CVFluency), and control variables (CTScore, pSTM, ImmersionYears). Where necessary, we
applied appropriate transformations to achieve linearity and constant conditional variation (cf. Spanos, 2019). Although the chosen
modelling techniques are robust and resilient to non-normality in small or moderate datasets, uneven density can suggest artifactual
nonlinearity. Therefore, to facilitate statistical modelling, we followed the approach outlined by Baayen and Milin (2010)). The se-
lection of appropriate transformations was first discussed by Box and Cox (1964), with practical guidelines detailed by Fox and
Weisberg (2019). More potent alternatives, such as rank transformations, were discussed by Johnson (1949) and applied practically by
Karssen et al. (2016). Thus, we began with probing for power transformation and, if necessary, continued with rank transformation.

Fig. 1. Omega diagram for six measures of English language proficiency.

Table 2
Principal Component Analysis on measures of English language proficiency, featuring component loadings (PC1, PC2), communality (h2), and
uniqueness (u2). Component loadings below an absolute value of 0.3 are not presented.

Proficiency variable PC1 PC2 h2 u2

Listening 0.84 ​ 0.71 0.29
Writing 0.90 ​ 0.81 0.19
Speaking 0.83 ​ 0.69 0.31
Reading 0.87 ​ 0.80 0.20
Grammar ​ 0.87 0.76 0.24
Vocabulary (scaled) ​ 0.87 0.76 0.24

Table 3
Descriptive summary of independent variables.

Independent variables M SD Range 95 % interval

Accuracy ​ ​ ​ ​
Grammatical items 0.62 0.17 0.13–0.90 [0.57, 0.67]
Ungrammatical items 0.39 0.14 0.10–0.73 [0.35, 0.44]
Article items 0.55 0.16 0.07–0.79 [0.50, 0.60]
Tense-aspect items 0.47 0.14 0.16–0.75 [0.43, 0.51]
All items 0.51 0.14 0.12–0.77 [0.46, 0.55]
Fluency ​ ​ ​ ​
Mean IKI (in milliseconds) 260.58 54.20 159.81–358.86 [243.78, 277.37]
CV in IKI 0.71 0.10 0.47–0.95 [0.68, 0.74]
Control variables ​ ​ ​ ​
pSTM 16.55 3.10 9–24 [15.59, 17.51]
Copy Task 246.42 53.58 164.25–395.04 [229.82, 263.03]
Immersion years 8.53 5.45 0.5–18 [6.84, 10.22]
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The analysis revealed that several variables deviated notably from the desired structure, indicating non-normality. These included
Proficiency.PC1, Proficiency.PC2, Accuracy.PC1, CTScore, and ImmersionYears. For CTScore, the Box-Cox test (1964) suggested an
inverse transformation (λ≈− 1.0). We applied scaling to the negative inverse (scale(− 1/CTScore)), ensuring that (a) the directionality
of the transformed variable aligned with the original CTScore, and (b) the scaling expanded the range of values. For Proficiency.PC1,
Proficiency.PC2, Accuracy.PC1, and ImmersionYears, the power transformation was ineffective, but a rank transformation proved
suitable. Density distribution comparison plots, pre- and post-transformation, are included in Appendix B, Fig. 3. Visual inspection
shows that normality was achieved in all cases, ensuring the desired characteristics of the data and reducing the risk of artifacts.

Recall that the full set of test items was randomly divided into four sub-sets. Each set contained an equal number of grammatical
and ungrammatical items, as well as tense-aspect and article items. Participants were randomly assigned to one of these sets. To ensure
the absence of set-effects, we conducted ANOVAs to test for any significant differences among the four experimental sets across all
critical variables. These tests uniformly indicated no significant differences (p > 0.1), validating the random assignment method.

Main analyses

Following the initial data preparation and validation steps, we continued to the modelling phase of our analysis. As our study is
exploratory in nature, we used Generalized Additive Modelling (GAM; cf. Wood, 2017) which allows for nonlinear relations, including
nonlinear interactions, to achieve maximally faithful insights about the nature of the chosen predictors. This approach was applied in
two separate analyses, each focusing on a different response variable: self-evaluated proficiency (Proficiency.PC1) and test-evaluated
proficiency (Proficiency.PC2). The GAM framework allowed us to effectively capture and interpret complex relationships within our
dataset. We also utilized Random Forest (RF; Breiman, 2001; Genuer & Poggi, 2020) to corroborate the relative importance of the
variables under consideration, as this statistical technique is particularly resilient to multicollinearity issues.

In the GAM analysis of self-evaluated proficiency (Proficiency.PC1), MeanFluency and Accuracy.PC1 emerged as significant pre-
dictors. Notably, these two key predictors also demonstrated a significant nonlinear interaction within the model. To validate the
model’s reliability, we engaged in model criticism as proposed by Baayen and Milin (2010)). This process involved excluding residuals
outside the 95 % confidence interval and refitting the model. The exclusion of the one outlying data point in this process affirmed the
robustness of the MeanFluency and Accuracy.PC1 interaction. As summarized in Tables 5 and 6, the full model explained 52.9 %
deviance, showing F = 13.48 (p < 0.00001), and the critically assessed (trimmed) model explained 55 % deviance, F = 14.28 (p
< 0.00001).

To determine the importance of each predictor, we compared AIC values for models with and without that predictor. Firstly, the
AIC value for the model with the said predictor must be lower; secondly, the extent to which the model with the smaller AIC provides a
more precise approximation of the data is summarized with Evidence Ratio (cf. Milin et al., 2017). In the case of our final GAMmodel,
the Evidence Ratio suggests that it is 224.19 times better with MeanFluency and 8.14 times better with Accuracy.PC1, which suggests
that MeanFluency is a stronger predictor of Proficiency.PC1. The results were corroborated by the Random Forest analysis, albeit
pertaining to different statistical rationales and being on different scales: the same two variables were identified as the most influential
predictors, with MeanFluency showing the greatest predictive importance. More details of the RF analysis are provided in Appendix C,
Table 9.

To bring out the nonlinear interaction between MeanFluency and Accuracy.PC1 better, we make use of a visual representation in
Fig. 2.

Fig. 2 illustrates the interaction pattern between MeanFluency and Accuracy.PC1. It is characterized by a plane of smoothly bent
isolines and low values for the associated degrees of freedom of the smooth term (edf = 3.0, Ref .df = 3.0), suggesting a rather regular
nonlinear (tensor) effect of the two predictors on Proficiency.PC1. The isolines, as indicators of self-evaluated proficiency, increase
from, roughly, − 2 (darker green, lower-right quadrant) to +1 (bright orange, upper-left quadrant), with 0.5 standardized increments.

Table 4
Principal Component Analysis on accuracy measures, featuring component loadings (PC1), communality (h2), and
uniqueness (u2).

Accuracy variable PC1 h2 u2

Grammatical items 0.92 0.85 0.15
Ungrammatical items 0.90 0.81 0.19
Article items 0.95 0.90 0.10
Tense-aspect items 0.95 0.90 0.10

Table 5
Outputs of the full Generalized Additive Model of the association between self-evaluated proficiency (Proficiency.PC1) and Predictors: R-sq. (adj) =
0.490; Deviance explained = 52.9 %; AIC = 92.078.

A. Parametric coefficients Estimate Std. error t-value p-value

Intercept − 0.0003 0.113 − 0.003 0.998
​ ​ ​ ​ ​
B. Smooth terms edf Ref.df F-value p-value
Accuracy.PC1* Mean Fluency 3.000 3.000 13.48 < 0.0001
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Assuming a roughly normal distribution of proficiency scores, the isoline at − 2 suggests a low proficiency better than only 2.3 % of the
whole sample, while the isoline at +1 suggests a high proficiency better than 84 % of the whole sample.

Notably, the green-colored area reveals a significant trend: participants with lower typing accuracy (lower Accuracy.PC1 scores)
and slower mean typing speeds (higher MeanFluency value, indexing longer IKI) tended to assign themselves lower proficiency scores
(Proficiency.PC1). Conversely, in the bright-orange section, participants showing high accuracy combined with faster typing speeds
have the highest self-evaluated English language proficiency. In the section between 0 and − 1 of accuracy, the variation in color from
left to right indicates a great variability in proficiency, even though participants had similar accuracy scores. It is interesting to note

Table 6
Outputs of the critically assessed (trimmed) Generalized Additive Model of the association between self-evaluated proficiency (Proficiency.PC1) and
Predictors: R-sq. (adj) = 0.512; Deviance explained = 55 %; AIC = 83.639.

A. Parametric coefficients Estimate Std. error t-value p-value

Intercept − 0.058 0.105 − 0.549 0.586
​ ​ ​ ​ ​
B. Smooth terms edf Ref.df F-value p-value
Accuracy.PC1* Mean Fluency 3.000 3.000 14.28 < 0.0001

Fig. 2. Tensor products of MeanFluency by Accuracy.PC1 predicting Proficiency.PC1.

Table 7
Outputs of three progressively simpler Generalized Additive Models of Proficiency.PC2.

1. All predictors and controls as smooth terms edf Ref.df F-value p-value

Years of Immersion 1.000 1.000 0.203 0.656
pSTM 1.000 1.000 0.000 0.999
CT Score 3.518 4.349 2.499 0.065
Accuracy.PC1 1.000 1.000 2.745 0.111
Mean Fluency 1.000 1.000 0.001 0.975
CV Fluency 7.859 8.597 3.591 0.008
​ ​ ​ ​ ​

2. CV Fluency and CT Score as smooth terms edf Ref.df F-value p-value

CT Score 2.970 3.725 2.006 0.128
CV Fluency 7.209 8.151 2.234 0.055
CV Fluency* CT Score 1.000 1.000 0.198 0.660
​ ​ ​ ​ ​
3. CV Fluency as smooth terms edf Ref.df F-value p-value
CV Fluency 3.041 3.825 1.274 0.274
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that our sample does not include participants with both low accuracy and high fluency (but a low MeanFluency value); this absence is
represented by a white patch in the lower-left corner of Fig. 2. This gap in the data suggests the unlikely development of high speed and
low accuracy among participants in this study.

As for test-evaluated proficiency (Proficiency.PC2), the GAM analysis indicates no significant effects from predictors and control
variables. Initially, the GAM analysis with smooth terms for all variables revealed a significant and highly nonlinear effect of CV in
fluency (CVFluency) as shown in the first model in Table 7: edf = 7.86, Ref .df = 8.60, F = 3.59, p = 0.008. In the same model, the
Copy Task Score (CTScore) exhibited a marginally significant effect: edf = 3.52, Ref .df = 4.35, F = 2.50, p = 0.065.

In a subsequent analysis, a more parsimonious model retaining only CVFluency and CTScore (i.e., the second model in Table 7),
along with their interaction, demonstrated a borderline significant effect for CVFluency (p = 0.055), while the effect of CTScore and
the interaction of CVFluency by CTScore did not reach statistical significance. Further simplification, with a model incorporating only
the smooth term for CVFluency (i.e., the third model in Table 7), revealed that this variable alone does not exert a significant effect (p =

0.27). The results of GAM models are confirmed by the Random Forest analysis which demonstrated generally low importance for all
examined variables. More details of the RF results are summarized in Appendix C.

Synthesizing insights from these progressively simpler models, it becomes apparent that the statistical significance observed in the
more complex models is not genuine and might be due to suppression effects.

Discussion

Although the EI task is used to assess automatized L2 knowledge, the scoring has focused on the accuracy of EI production
exclusively, neglecting the process-based indices of automatization. Our study took the first step towards exploring the role of fluency
in the EI task and investigated whether and to what degree the sensitivity of the EI task could be improved by adding fluency measures
to the conventional accuracy measures. To this end, we designed a written version of the EI task and embedded it in a keystroke logging
paradigm, in line with previous studies (Yan et al., 2016), task sensitivity was examined via correlations between the EI measures and
L2 proficiency evaluated by other means. To answer the main research question about the degree to which accuracy and fluency
measures predict proficiency levels, a written EI task was completed by 40 Polish speakers of English at varying proficiency levels
(CEFR B1–C2). Keystroke data was elicited and analyzed for fluency (speed and pausing, coefficient of variation) and accuracy in the
written EI production of English grammatical structures, specifically in terms of article and tense-aspect. L2 proficiency was evaluated
via self-rating and the vocabulary and grammar tests from DIALANG 2.0.

The results of statistical modelling support our hypothesis showing that both fluency and accuracy of EI production jointly predict
proficiency to provide a more fine-grained measure of language ability. These findings provide first evidence that the sensitivity of the
EI task can be improved by adding fluency measures. Compared with the overall effect size of EI tasks using binary scoring (r = 0.53;
equal to R-sq. = 0.28) reported in Kostromitina and Plonsky (2022), adding fluency measure (speed and pausing) increases the effect
size of the EI task in this study (R-sq. = 0.490 or 0.512) to the overall level reported in studies using ordinal scales (r = 0.70; equal to
R-sq. = 0.49). Specifically, participants who rated themselves as more proficient in English speaking (i.e., self-evaluated proficiency)
demonstrated a higher speed (i.e., shorter inter-key intervals) and/or higher accuracy (i.e., higher proportion of correct responses)
when reproducing the English article and tense-aspect target structures in the EI task. The fluency measure contributed more than
accuracy in explaining the variance in proficiency levels, which further supports the importance of considering fluency in EI tasks.

Starting with accuracy, the results suggest that the effectiveness of the accuracy measures of oral EI tasks (Yan et al., 2016) in
differentiating proficiency levels can be extended to written EI tasks. Given that our written EI task adopted all the key task features
that determine the capacity to elicit automatized knowledge (e.g., length of stimuli, delay in response, time pressure, meaning-oriented
instruction) and that only the first attempt at response was evaluated to limit self-monitoring, it is reasonable to assume that the task
measured automatized grammatical knowledge. This is partially supported by the evidence that the accuracy measure was not
correlated with test-evaluated proficiency measured via untimed tests of explicit L2 knowledge (cf. Ellis, 2005), and that the asso-
ciation between accuracy and self-evaluated proficiency was not moderated by phonological short-term memory (cf. Granena, 2016).
As for the self-evaluated proficiency, although it was assessed by responding to can-do statements instead of real-time behavioral tests,
the specific real-life condition in descriptors does concern automatized L2 use. For example, the descriptor for B2 level of Speaking
(production) is “I can present clear, detailed descriptions on a wide range of subjects related to my field of interest. I can explain a
viewpoint on a topical issue giving the advantages and disadvantages of various options” (Council of Europe, 2001, p. 27). This is likely
why the accuracy of the written EI task was associated with self-evaluated proficiency.

With individual differences in typing skills controlled for, fluency (as measured by inter-key intervals) largely reflected pauses at
lower-level text units (between and within words). Recall that EI measures were generated for the target structures only, where
participants needed to reconstruct the article and tense-aspect grammatical structures and the content words in the sentence stimuli
they heard. Thus, our finding suggests that higher proficiency, and presumably more automatized L2 knowledge, was manifested by
faster lower-order writing processes such as morphosyntactic encoding and lexical retrieval (cf. Révész et al., 2019). This is in line with
previous research on associations between proficiency and speed and pausing fluency in less controlled spontaneous writing (e.g.,
argumentative writing; Révész et al., 2022; Xu & Xia, 2021). The result thus confirms the effectiveness of using speed and pausing
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measures for fluency in written EI tasks. The consistency in speed fluency (i.e., coefficient of variation in inter-key intervals), however,
was not correlated with proficiency, which is in line with the results in Hulstijn et al. (2009) and Suzuki and Sunada (2018).

Crucially, a non-linear interaction was found between accuracy and fluency predictors. Our results suggest a general trend in the
development of EI performance across proficiency levels. When participants develop from low to average proficiency level, they
perform better in both accuracy and fluency. After reaching an average proficiency level, their accuracy in EI production seems to
plateau, but their fluency continues to improve. It is not surprising that participants in this study demonstrated a considerable degree
of automatization, given their extensive immersion experience (8.5 years of residence in the UK on average). The result highlights a
greater capacity of fluency in differentiating proficiency levels, compared with the conventional accuracy. It is especially significant to
include fluency measures to maintain the sensitivity of EI tasks among advanced learners. Future studies could take a longitudinal
approach to investigate individuals’ developmental trajectories and to reveal how L2 knowledge is automatized through immersion.

Taking a closer look at participants at the same proficiency level, especially those around the average level, we observe substantial
variability in their accuracy and fluency in EI production. There seems to be wiggle room in what participants prioritize in the task
given the available cognitive resources: participants could be more accurate in responses without speeding up, or they could respond
faster while retaining the same accuracy level, or they could be somewhere in between these two options. Therefore, both fluency and
accuracy need to be considered in scoring the EI task to gauge proficiency more comprehensively.

Future studies could investigate how individuals prioritize these two dimensions (accuracy vs. fluency) considering the particu-
larities of a downstream language task. For example, the learning experience or learning context could play a role and L2 users with
more immersion experience may prioritize fluency which is crucial in their daily communication, whereas L2 learners with more
training in foreign classrooms may emphasize accuracy. Furthermore, while our study focused on L2 users in an immersive context
with mixed lengths of residence and formal instruction, future studies could compare L2 learner groups from different contexts (e.g.,
second language vs. foreign language), ideally with a larger sample size. Additionally, individual traits such as personality traits and/
or emotional state (e.g., anxiety) could also affect both fluency and accuracy: previous research has found that individuals who are
more extraverted or open to experience tend to be more fluent in L2 oral production (Dewaele & Furnham, 2000; Gaffney, 2021) and
that those who are more anxious tend to make more errors (Oya et al., 2004). Finally, the design of the EI task should also be
considered, including the time limit, the emphasis on grammatical correctness or general accuracy in the task instructions, the dif-
ficulty of the target structures or the complexity of sentence stimuli (cf. trade-off effects in Robinson, 2001; Skehan, 1998).

It is noteworthy that the EI task is a useful instrument to elicit rich productive language data for the examination of different
dimensions of language acquisition (e.g., oral vs. written, morphosyntactic vs. lexical vs. phonological), all while maintaining a high
degree of experimental control. Compared with other spontaneous L2 production tasks (e.g., narrative oral task, argumentative essay),
the EI task allows us to test specific linguistic structures by manipulating the sentence stimuli. The current study demonstrates how
keystroke data can be used with EI tasks to gain precise insights into the processes of the written production of English article and
tense-aspect grammatical structures, which opens the door for a variety of further investigations. Future studies could focus on
different linguistic features and generate more refined fluency measures (e.g., speed, pausing, revision) using the latest InputLog 9 or
other keystroke logging software to look into more detailed cognitive processes underlying L2 written production. Additionally,
emerging research on automated speech assessment tools has shown potential for efficient ways to measure utterance fluency
(Al-Ghezi et al., 2023; de Jong et al., 2021; Isbell et al., 2023).

Although we focused on English articles and tense-aspect structures – known to differ dramatically between our participants’ L1
and L2 – instead of including a wide variety of grammatical structures, the distribution of correct response proportions closely mirrors
those reported in Erlam’s (2006) study targeting 17 different structures. Specifically, the rates for repeating grammatical stimuli (0.62
vs. 0.61) and correcting ungrammatical stimuli (0.39 vs. 0.35) are remarkably similar. It suggests that our EI task could reflect par-
ticipants’ proficiency level to a similar degree as EI tasks measuring global L2 grammatical knowledge. Having said that, we should be
tentative in generalizing the results to EI tasks measuring global oral proficiency.

Another limitation of this study is that no other timed or spontaneous proficiency tests (e.g., timed grammatical judgement test,
narrative oral task; Ellis, 2005; Spada et al., 2015) were included apart from the EI task. This makes it hard to compare our study with
previous studies that assess the correlations between EI measures and other timed or spontaneous proficiency measures. Similarly, the
design of the interruptive task embedded in our EI task differs from previous studies, i.e., participants were asked to rate how easy it
was to understand the sentence they had heard before typing it to prevent rote memorization of the stimulus as the interruption lasted
for at least three seconds. While we did not observe an effect of phonological short-term memory, it remains unclear to what degree
participants paid attention to the rating. Future studies could use interruptive tasks where the correctness of the responses can be
judged (e.g., True/False questions, math questions).

Conclusion

This study introduces a novel implementation of the EI task, accompanied by an innovative scoring method designed to capture
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significant interindividual variability that is often obscured when relying on standard, but coarse, proficiency levels. Using a newly
developed written version of the EI task, which incorporates the keystroke logging technique, we examined whether incorporating
fluency measures alongside conventional accuracy measures could enhance the task’s capacity to capture proficiency on a finer-
grained scale. The fluency measure (i.e., speed and pausing) emerged as a stronger predictor of self-assessed proficiency than the
conventional accuracy measure, particularly among advanced-level L2 users. Furthermore, our findings indicate that individuals
prioritize accuracy and fluency differently in EI production, underscoring the value of evaluating both dimensions of EI performance.
The current study illustrates how keystroke data can be collected within a written EI task and analyzed to assess EI fluency. The
findings provide new insights into the effects of individual differences and task-specific factors, offering a solid foundation for further
research into the measurement of L2 language knowledge and performance.
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Appendix A. : Summary of McDonald’s omega analysis on proficiency measures

Table 8
McDonald’s omega analysis on measures of English language proficiency, featuring general component loadings (g) and loadings on the first two
principal components (F1*, F2*), communality (h2), uniqueness (u2), and general factor variance (p2). Component loadings below an absolute value
of 0.2 are not presented.

Proficiency variable g F1* F2* h2 u2 p2

Listening 0.36 0.68 ​ 0.59 0.41 0.22
Writing 0.39 0.79 ​ 0.77 0.23 0.19
Speaking 0.33 0.67 ​ 0.56 0.44 0.20
Reading 0.46 0.74 ​ 0.77 0.23 0.28
Grammar 0.31 ​ − 0.58 0.43 0.57 0.22
Vocabulary (scaled) 0.38 ​ − 0.70 0.64 0.36 0.23
Sum of squares 0.85 2.07 0.86 ​ ​ ​

Appendix B. Distributions of variables pre- and post-transformations
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Fig. 3. Density distribution comparison plots of variables before (left panel) and after (right panel) the transformations.
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Fig. 3. (continued).

Appendix C. Summary of Random Forest analysis on proficiency measures

In line with results of the GAM approach, the RF analysis identified MeanFluency and Accuracy.PC1 as the most influential pre-
dictors for self-evaluated proficiency (Proficiency.PC1). The influence of other predictors and control variables was considerably
smaller. These findings are detailed in Table 9, which presents the increase in Mean Square Error (MSE) resulting from the permutation
of each variable (i.e., the random shuffling of variable values). Note that a higher (or steeper) increase in MSE due to permutation
indicates a more significant impact of random alterations on the model’s accuracy, thus highlighting that MeanFluency showed greater
predictive importance than Accuracy.PC1.

Table 9
Importance of predictors and controls in contributing to
the model of self-evaluated proficiency (Proficiency.
PC1).

Variable Increase in MSE

Mean Fluency 20.632
Accuracy.PC1 12.082
pSTM 3.643

(continued on next page)
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Table 9 (continued )

Variable Increase in MSE

Years of Immersion 3.046
CV Fluency 0.317
CT Score − 2.317

The RF analysis for the test-evaluated proficiency scores (Proficiency.PC2) indicated generally low importance for all examined
variables, which corroborated the GAMmodels where no significant predictor was found. Among them, the CV in fluency (CVFluency)
emerged as the most significant predictor, with a modest impact, confirmed by an increase of <7 units in MSE after permutations.
These findings are summarized in Table 10, which details the relative influence of each variable on Proficiency.PC2 scores.

Table 10
Importance of predictors and controls in contributing to
the model of test-evaluated proficiency (Proficiency.
PC2).

Variable Increase in MSE

CV Fluency 6.837
pSTM 2.605
CT Score 2.248
Accuracy.PC1 − 0.712
Mean Fluency − 2.641
Years of Immersion − 4.736

Data availability

The data and materials that support the findings of this study are openly available on the University of Birmingham Institutional
Research Archive, UBIRA at https://doi.org/10.25500/edata.bham.00001200. The R-scripts for all analyses presented here are
available on the Lab’s GitHub repository at https://github.com/ooominds/FluencyMeasuresInElicitedImitationTask.
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