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Abstract 

Over the past decade, automating ultrasound scanning has been the subject of intense research. However, training a robot to perform 
automated ultrasound examinations requires a substantial corpus of training data. Traditionally, researchers have sought to obtain 
such data either through publicly available datasets or by engaging professional sonographers in experiments aimed at dataset 
generation. The former approach often yields incomplete datasets insufficient for specialized research objectives, while the latter 
entails logistical challenges, including the necessity for frequent manual experimentation and ready access to medical professionals. 
Therefore, the acquisition of a comprehensive and suitable dataset remains an essential yet formidable challenge. Here, we propose 
a novel framework for achieving the automated acquisition of cardiac ultrasound datasets by controlling robot behaviour using a 
digital twin within a simulated environment. This framework consists of two modules: physical and virtual. Within the virtual 
simulation module, diverse body models of varying dimensions can be inputted, enabling the planning of robot arm path and 
ultrasound scanning manoeuvrers. Then the physical robot arm clones the actions of the robot in the simulation environment and 
updates its current state in the virtual module. The proposed framework was used to collect 43,000 cardiac ultrasound images from 
8 patients with different pathologies and 1 healthy individual using a KUKA LBR Med robot and Intelligent Ultrasound Simulator. 
It is also expected to be feasible for a real-person dataset collection. 
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1. Introduction 

Ultrasound scanning has become one of the most reliable and widely used diagnostic methods for various diseases 
because of its outstanding advantages compared to other imaging modalities including non-invasiveness, lack of 
ionising radiation, affordability, and real-time capability [1] . However, despite the rapid technological developments 
in recent years, clinical ultrasound diagnosis is not widely used in primary care. For example, due to the inconsistency 
and varying operation techniques between different clinicians, the quality of the scanning image obtained is highly 
dependent on the expertise of the sonographers, leading to potential misdiagnosis [2]. During a typical ultrasound 
exam, sonographers perform frequent and various physically demanding movements of the shoulders, back, neck, 
wrist, and so on [3]. Coupled with exposure to heavy workload, many sonographers suffer from musculoskeletal 
disorders [4]. For example, 84% of the sonographers interviewed during a study revealed frequent or permanent 
suffering from pain [5]. Therefore, appropriate solutions to address these issues are urgently needed, which is why 
ultrasound robotics has garnered widespread attention. 

Robotic ultrasound examination is a medical imaging modality that utilizes a robotic arm equipped with an 
ultrasound transducer to perform scans on a patient. Compared with human doctors, the performance of a robotic 
system is more accurate, flexible, repeatable, fatigueless, and robust [6]. It can also release the sonographers from 
their heavy workload. Nevertheless, training a robotic system capable of autonomously recognizing ultrasound views 
and making actionable decisions based on these views is very challenging. One indispensable aspect is the requirement 
for a large quantity of high-quality training data, particularly for complex human organs such as the heart. The 
structure of the heart is inherently more complex than that of other organs. Additionally, during examinations, 
consideration must be given to the shadowing caused by rib obstruction, as the heart is not a superficial organ. 
Furthermore, the continuous motion of the heart also exacerbates the difficulty of machine recognition. All these 
issues collectively render machine recognition exceptionally challenging. Currently, manually acquired datasets pose 
considerable usability barriers owing to their limited information over acquisition conditions. This is particularly 
concerning certain complex structures of human tissues, for which online data often prove insufficiently 
comprehensive. For example, most publicly available cardiac ultrasound image datasets consist primarily of images 
and labels [7], [8]. These datasets are extensively utilized for classification of various standard views, yet there is a 
notable scarcity of datasets containing information, which is needed to train a robot perform an ultrasound examination 
such as the pose status of the probe and the corresponding contact force with the skin.  

To the best of our knowledge, there currently exists no cardiac ultrasound dataset acquired through robotic 
automation. The objectives of this study are twofold. Firstly, to design a robotic system capable of autonomously 
acquiring a dataset of cardiac ultrasound images. Secondly, to obtain a set of experimental data suitable for machine 
learning training. Within cardiac ultrasound examinations, several commonly utilized scanning windows exist, with 
the Parasternal long axis (PLAX) view being a crucial standard view within the Parasternal window. Primarily utilized 
for assessing cardiac cavity enlargement, valve dynamics, and myocardial condition, the PLAX view facilitates the 
diagnosis of conditions such as myocardial infarction, cardiomyopathy, valvular disease, and arrhythmia [9]. The full 
dataset would comprise PLAX views along with corresponding probe positions, rotation angles, tilt angles, and contact 
forces. As the probe scans through the region of interest, the dataset will include ultrasound views with varying quality, 
which can be used in future in the subsequent training of agents capable of either replacing or assisting sonographers 
in cardiac ultrasound examinations. 

2. Literature review 

Ultrasound (US) is a noninvasive imaging modality which employs high-intensity sound waves to delineate internal 
anatomical structures, thereby helping clinicians in diagnosing a spectrum of medical pathologies. Variations in tissue 
composition result in differential reflection of sound waves, which are subsequently processed by a computer to 
ascertain the position, shape, and structure of the organs. The resultant data is visualized as US images on the 
accompanying monitor [10]. Various databases have been collected and utilized for training a robot system capable 
of performing US examinations automatically or for developing algorithms capable of recognizing and classifying 
standard US views, among other purposes. The prevailing publicly available US image datasets, such as those 
referenced in [11] and [12], typically lack information regarding the spatial orientation of the US probe (US 



 Shuping Kang  et al. / Procedia Computer Science 246 (2024) 3967–3976 3969 Author name / Procedia Computer Science 00 (2024) 000–000  3 

transducer) during their acquisition process. For example, the dataset created by Soemantoro et al. [13] trained a 
window search algorithm to control the motion of an US probe to locate the two standard acoustic windows of the 
heart. To satisfy the data requirements of this algorithm, the authors obtained three databases from various sources, 
all acquired manually. These databases originated from Milton Keynes University Hospital using a medical cardiac 
US system (Philips Epique CVX), the HeartWorks US simulator, and a portable GE Vscan Extend US device for a 
healthy participant.  

These datasets are extensive and diverse but lack spatial tracking, thereby impeding their utility in image-guided 
procedures reliant on spatial information. To address this limitation, the scientific community have released tracked 
US image datasets,  such as [14] and [15]. 

The goal of the research presented in [14] was to train an intelligent agent to predict autonomously  the next probe 
motion during kidney US examinations conducted on a human body. To achieve this, the doctors were asked to 
perform kidney US demonstrations on five volunteers, during which US images, along with their corresponding 
posture and contact force, were meticulously documented. This process resulted in the acquisition of a dataset 
comprising over five thousand data instances. This is valuable as the collected database incorporates both force and 
pose information.  

Meanwhile, to advance US image registration and three-dimensional (3D) volume reconstruction algorithms, the 
dataset described in [15] was developed by manual scanning of the abdominal phantom using a tracked US probe 
integrated with an optical tracking system. This dataset [15] records the location of the US probe for each US image 
and includes US images obtained under varying acquisition parameters such as frequency, focal depth, gain, power, 
dynamic range, among others. 

Another relevant dataset [16] comprises manually acquired US images and Magnetic Resonance Images (MRI) of 
brain tumours from 14 patients, specifically designed to facilitate the evaluation of US registration algorithms in 
comparison to MRI scans of the corresponding patients. 

Another study which is uniquely focused on the automation of robotic US data acquisition [17], contains two 
datasets by programming the robot to traverse straight line path on a baby phantom and a square wave path on an 
amplitude phantom. These datasets include not only US images but also information regarding the probe pose and 
applied force corresponding to each image. The datasets are deemed reliable as they have been validated for three-
dimensional model reconstruction. Furthermore, the authors conducted simulated robot motion, enhancing system 
safety measures. However, the medical phantoms utilized in this study only include models of individual organs or 
tissues, without considering their location within the human body. Therefore, the datasets obtained do not contain the 
spatial relationship between organs and the human body, and do not account for issues such as obstruction by other 
organs or anatomical structures during the scanning process. 

While the datasets mentioned hold significance, manual acquisition of US image datasets entails inherent 
drawbacks, including the potential for arbitrary and imprecise control over the positioning and force exerted by the 
sensing device [17]. This variability in image quality consequently constrains the utility of such datasets within 
environments requiring image recognition or classification. In addition, there are very few studies on utilizing robots 
to obtain ultrasound data, and the existing related studies primarily focus on model scanning of simple tissues. This is 
because when a robot collects data from a real human body, it not only needs to consider the safety and comfort of 
the person being tested, but also the significant differences between individuals due to their complex anatomical 
structures. Furthermore, current existing datasets of cardiac US views notably lack comprehensive inclusion of both 
corresponding positional and force information of the probe. Therefore, it can be concluded that training a robot 
system capable of ensuring the smoothness and precision of the experimental process for automatic US dataset 
collection is essential. Similarly, it is necessary to acquire a cardiac US dataset containing spatial information. 

3. Conceptual framework 

This section explains the proposed framework in detail, as show in Fig. 1. Here, a method called “digital twin” is 
applied. A 3D graphics body model and a robotic model were constructed in the simulation software for algorithm 
editing and validation of robot motion. Then, simulation was utilized to synchronously control robot motion in the 
physical environment. This approach primarily reduces safety concerns regarding the examined human body and 
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robotic arm, affording the ability to safely visualize and test various scenarios in a controlled and accurate virtual 
environment before implementing them in the real world. 

Within this framework, initially, we utilize a 3D camera to acquire a point cloud model of the body to be scanned, 
which is then imported into simulation software after simple processing. Subsequently, scanning path planning and 
robot motion programming are conducted within the simulation software. Following the connection of software with 
the robot and the calibration of the robot's position in the physical environment, data collection motion is executed by 
the robot in the physical environment under the control of the simulation environment, thereby acquiring the dataset. 
Throughout this process, all US data, including US images, probe position coordinates, orientations, contact forces, 
and tilt angles, are recorded. Furthermore, to ensure the safety of the US simulator, the contact force between the 
probe and the surface of the simulator is constrained within a specified range using the robot's built-in force sensor. 
This regulation is facilitated by the robot's internal force sensor, which is coupled with external MATLAB programs. 
The measured force is recorded and utilized as feedback in the simulation model to adapt the probe's motion 
accordingly. The robotic system integrates advanced digital twinning methods, leveraging robotic motion in virtual 
environments to guide its real-world actions. This approach facilitates the incorporation of varied human body models 
as scanning targets in simulated environments, thereby overcoming some constraints encountered in the physical 
world. Additionally, it enables pre-testing to mitigate safety concerns associated with scanning on human subjects, 
offering a potential new avenue for future acquisition of US experimental data.  

 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Digital twin conceptual framework for automatic acquisition of ultrasound images 

4. Experimental setup 

This section provides an overview of the laboratory’s equipment used in this work, detailing the protocols utilized 
for cardiac US data acquisition. Additionally, it explores the robotic approach to US scanning and outlines the 
expected data types and structures targeted for acquisition. 
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4.1. Equipment 

This study uses a KUKA Light-Weight Robotic arm (LBR Med 14 R820, KUKA Deutschland GmbH, Augsburg, 
Germany) (Fig. 2(a)). It has 7 axes and is designed to fulfil precise medical specifications. Equipped with responsive 
sensors, meticulous safety measures, surfaces tailored for hygiene optimization, and a controller engineered for 
seamless human-robot collaboration, this robot is suitable for a diverse array of assistive systems within medical 
technology. Here, the robot is running in Cartesian impedance control mode. 

In view of the safety concerns during the experimental process, we employed an intelligent hybrid software and 
hardware US simulator BODYWORKS|Eve, shown in Fig. 2(b). That is a high-fidelity, AI-powered US simulator 
designed for medical education and training. It is based on advanced physics-based modelling, which allows for 
realistic 3D simulations of the organs like heart, liver, kidney, and their surrounding structures. 

To facilitate simulation by obtaining a mesh model of the human body and accurately positioning of the simulated 
human bodies and robots relative to each other, a depth camera with a certain level of precision is essential. Here, a 
RGB camera D455 shown in Fig. 2(c) from Realsense™, Intel® is chosen. The D455 camera offers heightened 
accuracy and adaptability across diverse utilization scenarios. The integration of an Inertial Measurement Unit (IMU) 
enables applications to enhance their depth perception under conditions involving camera movement. This 
augmentation facilitates enhanced environmental awareness, which is crucial for robotics.  
 

 
 
 
 
 
 
 

 
 
 
 
 

 

Fig. 2. Main equipment used in the study (a) KUKA Light-Weight robotic arm; (b) US simulation phantom; (c) RealSense camera. 

4.2. Calibration 

To ensure the alignment of the robot and simulator positions in the real world with the simulation environment, 
calibration of the robot's position in the real world is required before experiment. During the initial calibration, the 
robot's position in the real world is adjusted by iteratively controlling its motion via digital twinning to reach the 
optimal starting scanning position, which is manually marked on the simulator. At this point, the end effector in the 
simulation environment has reached the optimal scanning point on the simulator, but there may still be some 
discrepancies in the real world. Therefore, minor adjustments to the simulator or robot position are made while 
maintaining the robot's posture until the marked starting point is reached. After the initial calibration, the positions of 
the robot, simulator, and end effector are marked and the coordinates of three reference points on the simulator are 
recorded. 

4.3.  Experimental protocol 

The human heart is located within the mediastinum, between the lungs under the sternum, specifically at the level 
of thoracic vertebrae T5-T8 [18]. The upper part of the heart is located at the level of the third costal cartilage. Its 
apex, or lowermost point, is situated to the left of the sternum and approximately 8 to 9 cm away from the midsternal 
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line, between the junction of the fourth and fifth ribs where they articulate with the costal cartilages [19]. In anatomical 
terms, this location is situated slightly leftward and inferiorly in relation to the left nipple in male patients, or laterally 
beneath the left breast in female patients. Considering the anatomical context of the subject under study, this region 
can be estimated to be situated approximately midway along the torso, toward the anatomical left side of the patient 
[13]. In the present work, we focus on the acquisition of a dataset necessary for the training of an automated system 
aimed at procuring the PLAX view of the heart in view of its important role in cardiac condition monitoring.  

To achieve an optimal PLAX view, it is recommended to position the transducer slightly left of the sternum within 
the 4th or 5th intercostal space and rotate the transducer until the orientation of the marker on it directly towards the 
right shoulder. Also, alignment of the US beam parallel to an imaginary line drawn from the patient's right shoulder 
to their left hip is crucial [20] . The acquired images depict anatomical cross-sectional views along the long axis of 
the heart, with the apical segment positioned towards the left side of the screen and the base towards the right. In more 
detail, the right ventricular outflow tract (RVOT) is discernible at the uppermost region of the image, the inferolateral 
(or posterior) wall towards the bottom, the aorta towards the right, and the cardiac apex towards the left. And the 
anteroseptal region is delineated between the RVOT and the cavity of the left ventricle (LV) [21].  

In the collected data, it is imperative to ensure the inclusion of high-quality PLAX views of the cardiac thoracic 
cavity. A good visualization (Fig. 3) occurs when both the aortic valve (AV) and mitral valves (MV) are distinctly 
visible and aligned slightly to the right of the centre on the display [20]. In an ideal PLAX view, notable features 
include the discernible presence of the anterior and posterior mitral valve leaflets (AML, PML), the aortic valve (AV), 
and the descending aorta (DA), alongside the absence of the LV apex and the near-horizontal alignment of the LV 
wall [22]. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Direction of probe, the US images, and the structure illustration of PLAX view of human’s heart. Illustration by Angélica Ortiz ©2019, 
provided under CC-BY–NC–ND, while being reprinted with permission from [17].    
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4.4. Data collection 

Typically, the heart rate remains around 72 beats per minute at rest, nearly 0.83 second per beat, with exercise 
resulting in a transient increase that ultimately contributes to improved heart health and a lower resting heart rate [23]. 
With each cardiac cycle, the atria and ventricles undergo one contraction and one relaxation. The period of relaxation 
is called diastole while the period of contraction is called systole. Diastole is the longer of the two phases so that the 
heart can rest between contractions. Usually, systole lasts 0.3 to 0.4 second [24]. Therefore, to ensure that the acquired 
data encompasses various states of cardiac motion as comprehensively as possible, we designed the acquisition of 
data images at intervals of 0.2 to 0.3 seconds. In this context, US image acquisition is achieved through screen capture. 
As the corresponding position coordinates of the probe, the angle of rotation, and the tilt angle information are all fed 
back to the same webpage, the acquisition is performed via webpage data extraction. Contact force, on the other hand, 
is separately obtained through force sensing by the robot. Commands for both screen capture and webpage data 
extraction are scripted within the same python program. Due to the time required for program execution, there remains 
an approximate 0.15-second delay between screen capture and data extraction. Nevertheless, given the notably low 
velocity of probe movement during experimental US scanning, the impact of this time delay can be considered 
negligible. The dataset comprises data from eight distinct patients with varying pathological conditions and one 
healthy individual. These individuals exhibit differences in age, gender, and pathology including but not limited to 
conditions such as low left ventricular failure, mitral stenosis, pulmonary embolism, and mitral regurgitation.  
Additionally, the images within the dataset depict a spectrum of natural echocardiographic variations, reflecting 
patient-specific variables and imaging indications present in our comprehensive clinical database. These variations 
encompass differences in zoom, depth, focus, sector width, gain, systole/diastole. Overall, at a given position, with 
only variations in probe direction and tilt angle, a total of 43,000 data samples are acquired.  

5. Experiments 

5.1. Planning scanning trajectory. 

According to the operational guidelines for acquiring the standard PLAX view of the heart, to locate a good-quality 
PLAX view, it is imperative to first identify the cardiac Parasternal window, which is the starting point here. Once the 
starting point is determined, the probe only needs to perform rotating, tilting, and rocking movements to locate the 
optimal long-axis view. Based on the assumption made in this study that subsequent training of the robotic system for 
automated US examinations does not consider the issue of finding the starting point, data collection for locating the 
starting point is not conducted here. Therefore, the starting point will be manually identified and marked before the 
experiment. For the robot, it first needs to obtain this marked starting point.  and then the US probe is rotated to orient 
the marker on the probe towards the right shoulder (with the direction of the marker on the screen adjusted to the right 
side). Subsequently, adjustments are made to align the direction of the US beam as parallel as possible to an imaginary 
line drawn from the patient's right shoulder to left hip. Fine adjustments to the tilt angle and orientation of the probe 
are then made until a satisfactory US image is observed on the screen (Fig. 4). It is noted that the rotation angle of the 
probe from the initial direction, for most humans, as well as the medical phantom here, parallel to the central axis, is 
approximately 45 degrees, while the tilt angle is small. Therefore, the rotation range of the probe is set to 20 degrees, 
allowing for clockwise and counterclockwise rotations of ten degrees each in the standard direction for data collection. 
Furthermore, the tilt angle of the probe is limited to ten degrees. This approach aims to enhance the model's 
applicability across a broader spectrum. Additionally, given that the system's reliance on predefined parameters may 
not fully account for the variability in patient anatomy and physiology encountered during actual US examinations, 
future modifications could involve converting these data into user-editable formats. This would allow for adjustments 
based on individual anatomical proportions, enhancing the system's adaptability and precision in diverse clinical 
scenarios. The actions for scanning are described as follows: 

1) First The robot reaches a position approximately 50 cm above the starting point, and subsequently approaches 
slowly until it contacts the simulated surface of the medical phantom. 

2) Then, the US probe is rotated 55 degrees perpendicular to the horizontal plane, orienting the marker on the US 
probe towards the right shoulder of the body. 
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3) Subsequent to this step, while retaining the probe's position and orientation, a gradual tilting of the probe is 
executed, inducing a lateral inclination of 5 degrees to both directions. 

4) Final step involves rotating the probe 1 degree clockwise along the direction that moves the marker on the probe 
above the centre of the phantom. This procedure is repeated 20 times on one patient to cover the range of 20 degrees. 

 

 

 

 

 

 

  

 

Fig. 4. The procedure of searching for a good PLAX view. 

5.2. Motion control of the robot 

To achieve probe positioning and force control during robot-assisted scanning, a hybrid position-force control was 
implemented. Within the force control task subspace of the robot, the probe maintains contact with the surface of the 
medical body model, with the contact force constrained to be within 12-18N. It is noteworthy that during actual US 
examinations on the human body, the magnitude of the contact force between the probe and the skin not only 
determines the comfort and safety of the examinee but also influences the final US imaging quality. However, as the 
imaging quality of our US simulator is not affected by the applied pressure, variations in pressure within this dataset 
are solely intended to ensure comfort and safety. Within the position control task subspace, the motion position of the 
end effector is controlled through robot Inverse Kinematics to enable probe traversal across the scanning area. To 
ensure smooth and safe motion, the robot is constrained by maximum velocity and acceleration limits, ensuring that 
its motion within each segment is slow and uniform. Upon commencement of the robotic arm's motion, the end-
effector initially approaches medical phantom to be scanned from the starting position. During this (first) phase, the 
speed is maintained at a constant rate, which is relatively higher compared to later stages. The same speed is kept until 
the probe reaches a point directly above the scan target, approximately 50cm above. Subsequently, in the second stage, 
the speed is reduced to a small value as it approaches the surface of the object to be scanned until the probe makes 
contact and maintains a limited pressure. The speed is then further reduced for rotation to the scanning orientation to 
conduct US scanning and collect data in the last stage. Throughout this process, the robot remains continuously in 
motion, only decelerating at specific positions. Generally, it takes an expert between 15 and 60 minutes to perform a 
Transthoracic echocardiogram (TTE) examination on a patient in the hospital. Here, to ensure that the collected data 
encompasses various heart movement conditions and perspectives as comprehensively as possible, the robot moves 
very slowly. Consequently, the experiment on each patient takes approximately 16 minutes. The robotic system 
operates in impedance control mode, facilitating the regulation of dynamic interactions with its surrounding 
environment. This utilization of impedance control prioritizes the system's responses to collisions. Through the 
adjustment of stiffness and damping parameters, the system's reactions can be customized to suit specific applications, 
thereby augmenting overall safety throughout the operational process. Fig. 5 shows some pictures from the test using 
impedance control mode in conjunction with a digital twin simulation. 

 
 

 

marker 
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Fig. 5. Motion planning test based on Digital Twin  

5.3. Obtained data 

The dataset consists of 43,000 samples of data, each sample denoted as {Ii, Fi, Pi, Ri, Ti} where i denotes the 
numerical naming convention for images. Ii denotes the US image called i, Fi denotes the contact force corresponding 
to the acquisition of the NO. i image, Pi signifies the coordinates of the probe during the acquisition of the NO. i 
image, Ri indicates the orientation of the probe during the acquisition of the NO. i image, and Ti represents the tilt 
angle of the probe during the acquisition of the NO. i image. Fig. 6. presents three examples of the obtained images, 
among which the first two are better PLAX views, since both the AV and MV are better visible. 
 

 

 

 

 

 

Fig. 6. Several images collected from medical phantom. 

6. Conclusions and future work 

This paper describes a robotic system designed for the automated acquisition of datasets required for training US 
examination algorithms. The robot is controlled by employing digital twinning and inverse kinematics. Force sensors 
and torque sensors are used to obtain contact force feedback. Image and positional information of probe are collected 
using an automated screen capturing algorithm and a web scraping algorithm. Theoretically, with the positioning 
function of KUKA robot, this system could be adapted for human US scanning data collection. Furthermore, the paper 
presents a dataset aimed at training robots to autonomously locate optimal cardiac PLAX views. This dataset 
comprises both the US images as well as the positional coordinates, orientation, tilt angles, and contact force 
corresponding to each image. This work is the first step towards developing training algorithms to acquire standard 
US views. In the future, we hope to validate the performance of the system on real humans and finally expand the 



3976 Shuping Kang  et al. / Procedia Computer Science 246 (2024) 3967–397610 Author name / Procedia Computer Science 00 (2024) 000–000 

scope of this system to encompass real human data acquisition, with the aspiration that this dataset will contribute to 
training robots for autonomous US examinations. It is expected that more experiments on people with different 
physical conditions such as genders, pathologies, height will be conducted. Potential challenges in the clinical field 
such as addressing the imaging effects caused by respiratory motion as well as ensuring the safety and comfort of 
patients during the examination process will be also considered.  
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