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H I G H L I G H T S G R A P H I C A L A B S T R A C T

• A dynamic model of a heat pump-based
energy supply technology is developed.

• The multi-zone modelling approach is
adopted to simulate a terraced house in
Wales.

• Internal heat gain due to appliances,
lighting, and occupancy schedule is
modelled.

• The heat pump system uses ~1.6 times
less energy annually compared to a gas
boiler.

• Internal heat gains affect the heat
pump’s annual energy consumption by
15.5 %.
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A B S T R A C T

The building sector significantly impacts greenhouse gas emissions, making decarbonisation of heating and
cooling essential for achieving carbon neutrality. Replacing conventional fossil fuel technologies with low-carbon
alternatives like reversible heat pumps (HPs), alongside integrating thermal energy storage systems, can provide
flexibility by reducing thermal demand during peak hours—which could also be reflected in economic savings. In
view of this, the detailed dynamic model of an energy system based on a reversible HP integrated with thermal
stores is presented in this paper. The adopted configuration has been designed to meet not only heat demand
during cold months, but also cooling demand over summer, which is expected to increase in future years ac-
cording to climate projections. A multi-zone modelling approach was employed to simulate a residential
building. Internal heat gains due to appliances, lighting, and occupancy schedules were incorporated in the
model to accurately represent the zonal temperature level control in the thermal envelope. The performance of
the energy system utilising the reversible HP was compared to when a gas boiler is used, demonstrating the
capabilities of low-carbon technologies to meet thermal demand during different seasons of the year. Moreover,
the performance of HP-based system under extreme weather conditions was evaluated. The HP configuration
consumed 1.15–2.34 times less monthly energy to meet the thermal needs compared to the boiler-based system.
The inclusion of internal heat gains showed a considerable effect, with a monthly energy consumption increment
of up to 63.5 % observed for the HP-based energy system.
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1. Introduction

The building sector accounts for 30 % of the global final energy
consumption and 27 % of the total energy sector emissions [1]. Thus,
over the past few decades, the building stock has been recognised as a
crucial area for reducing energy consumption and transitioning to a low-
carbon energy supply [2]. This in turn has led to a growing body of
literature dedicated to developing retrofit strategies for buildings to
curtail energy consumption [3]. These strategies encompass a range of
approaches, including enhancing thermal efficiency of the building
fabric [4], implementing building-integrated passive systems [5], and
integrating technologies such as heat pumps (HPs) [6] and combined
heat and power systems [7]. However, recent research findings highlight
an emerging need to optimise the performance of technical systems
alongside improvements in building fabric [8]. Furthermore, the inte-
gration of renewable energy sources [9] into the electricity grid,
particularly when combined with the electrification of space heating in
buildings, has emerged as a prospective pathway that numerous coun-
tries are considering to achieve decarbonisation goals [10].

HP systems can be integrated with renewable energy sources like the
air, ground, groundwater, or solar as heat sources or heat sinks to
enhance energy efficiency [11]. While HP technologies are being
incorporated in new constructions, particularly in low-temperature
heating applications such as radiant floor heating, their retrofitting
into existing buildings poses challenges in terms of space limitation and
cost-effectiveness [12]. The elevated temperature requirements of con-
ventional heating systems remain a primary technical barrier hindering
the wider adoption of HPs, particularly in multi-family buildings. For
instance, field studies reported in [13] involving nearly 250 HP systems
revealed that retrofitted HP systems consume, on average, 20 % more
electricity compared to their counterparts in new constructions. Like-
wise, heat source types and supply temperatures have been identified as
crucial determinants for achieving efficient system operation in retrofit
HP systems [14].

Central to the effectiveness of HP systems is the space heating
emission system, which directly influences the required temperature
levels [15]. Emphasis has been placed on hydronic radiator heating
systems, as these are commonly found in existing European buildings.
These radiator systems are frequently over-dimensioned, offering po-
tential for operation at lower heating temperatures without compro-
mising comfort levels [16]. Rather than a complete system overhaul, a
targeted approach involving the replacement of bottleneck radiators
responsible for demanding maximum system temperatures has shown
promise. Successful implementation of such strategies requires meticu-
lous hydronic balancing to ensure uniform flow distribution and,
consequently, lower temperatures.

In the context of low-temperature district heating networks, radiator
heating systems in renovated Danish buildings were explored in [17].
Through selective radiator replacements, these systems successfully
achieve reduced nominal heating temperatures. Similar findings were
highlighted in [18], where a comprehensive survey of radiator systems
within a Danish district heating network was reported—further under-
scoring the importance of tailored analysis based on factors such as
radiator capacity, building age, renovation status, and nominal heating
load.

A multitude of studies have delved into optimising HP performance
in multi-family buildings. Reference [19] investigated the combination
of radiator systems and radiant floor heating to achieve lower nominal
supply and return temperatures in existing Finnish apartment buildings.
Reference [20] compared the energy efficiency of ground-coupled HPs
connected to radiators and radiant floor heating systems, demonstrating
the viability of radiator systems for well-insulated structures. Simulation
results of HP systems with different heat sources to meet the energy
demand for multi-family buildings in Geneva, Switzerland, were re-
ported in [21]. The energy demand of a typical building was calculated
through rescaling of the reference meteorological year and assumptions

were made regarding the available roof and ground area for solar and
geothermal energy sources. Other references available in the literature
have examined the influence of low-temperature heating systems on
heat distribution and emission losses, showcasing the potential for
improved performance [15,22,23].

Control strategies aimed at reducing temperatures in radiator heat-
ing systems have been also explored [24–26]. These include adaptive
heating curves for low-temperature district heating, algorithms opti-
mising supply temperatures, and dynamic optimisation of radiator
temperature differences based on real-time heat demand.

In [11] a newly developed TRNSYS element (Type) to simulate a
reversible water-to-water HP with different configurations and refrig-
erant fluids was presented. This element was employed to investigate
the operation of a ground-source HP capable of providing space heating
and space cooling to a historic building. However, hot water production
was not modelled in the study. In reference [27], a novel zoned group
control method based on a resistor–capacitor model predictive control
(RC-MPC) scheme was proposed to achieve precise and stable indoor
room temperature for a space heating building using the software
package IDA ICE. In a similar vein, different energy system scenarios
consisting of electric and hybrid HPs were investigated for a range of
different building retrofit measures in [28] utilising IES-VE. Another
interesting reference is [29], where a dynamic simulation for perfor-
mance evaluation of an energy system consisting of a positive energy
building was conducted using TRNSYS. These recent references focused
on space heating and domestic hot water supply, ignoring the space
cooling demand.

Recently, reference [30] investigated energy system configurations
simultaneously using thermal energy storage (TES) and electrical energy
storage (EES) units to increase the self-sufficiency of energy demand for
heating, cooling, and hot water production. A radiant floor system was
used for space heating and cooling and four different configurations of
TES and EES were modelled. In [31], simulations using TRNSYS were
performed for an existing energy-efficient single-family residential
building, with floor heating and mechanical ventilation, located in
north-eastern Poland. In the study, the impact of setting the heating
curve on reducing gas consumption in the residential building while
ensuring thermal comfort was assessed.

Other references have also looked into the effect of solar-assisted HP
technologies. In [32], a solar-assisted ground-source HP system was
modelled. This system was installed in a low-rise residential apartment
building located in Erzurum, Turkey. The performance of the solar-
assisted system was assessed to evaluate its potential for net-zero en-
ergy buildings. In the study, while space heating and domestic hot water
production was modelled, space cooling was not considered. In [33] two
heating schemes for a single rural residential building in Harbin, China,
were designed and simulated. One was based on a ground-source HP
system and the other one on a solar ground-source HP system. However,
space cooling and hot water demand were not modelled as part of the
study.

The existing research discussed in the previous paragraphs primarily
focuses on low-temperature space heating to enhance the energy effi-
ciency of HP systems, often neglecting the high temperature re-
quirements for domestic hot water (DHW). Furthermore, few references
assess the thermal response of building models using real weather data
or actual operating conditions of the HP system, particularly in the UK.
Within the UK context specifically, most of the available research has
centred on heating demand, overlooking cooling needs despite rising
summer temperatures and the more frequent and severe heatwaves.
Cooling has received limited attention [34], even though National Grid,
owner of the national electricity transmission system in England and
Wales, anticipates an additional 19–39 GW to peak electricity demand
by 2050 due to increased air-conditioning usage [35]. This oversight
persists despite growing concerns about overheating in UK homes.
Consideration of domestic cooling demand in the UK research and policy
landscape, supported by comprehensive data, is still lacking [36].
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This paper addresses the gaps just highlighted by investigating the
effect of low-carbon technologies to meet both the heating and cooling
demand of a residential dwelling located in the UK. This is done using
TRNSYS, a dynamic model simulator, to model a single-family home in
Cardiff, Wales. To provide credibility into the modelling approach, the
model incorporates real weather data and internal heat gains from oc-
cupancy, lighting, and electrical equipment. These are defined based on
standard schedules informed by the Chartered Institution of Building
Services Engineers (CIBSE), an international professional engineering
association based in England representing building services engineers. A
TES system integrated with a reversible HP is used to meet both space
heating and cooling needs, as well as year-round DHW demand, as
opposed to other studies available in the literature which do not
consider the three elements concurrently. The performance of the pre-
sented TES-HP system is compared to the performance exhibited by a
conventional gas boiler, providing insights into retrofitting prospects of
the presented configuration. Additionally, climate projections are uti-
lised to evaluate the system’s performance under extreme weather
scenarios—a novel approach within the UK context.

2. Methodology

Dynamic modelling of the system under study was performed using
TRNSYS, which is a widely adopted software package to simulate the
transient behaviour of energy systems [37]. The software has a modular
structure which allows the numerical modelling of a wide range of
system components. The performance maps of components are based on
actual data from commercially available products corresponding to
different operating conditions. Moreover, TRNSYS facilitates the design
and simulation of numerous system configurations which can be tailored
to specific requirements and operated under various control schedules.
The validity and the robustness of TRNSYS is supported by various case
studies based on energy rate modelling of different buildings and tem-
perature level modelling of heating, ventilation and air-conditioning
(HVAC) systems [11,38].

A simple block diagram of the system under investigation is shown in
Fig. 1, which involves detailed modelling of a residential building. The
intricacy of the model was improved by incorporating building material
properties, weather conditions, and internal heat gains. An energy sys-
tem along with its operation control scheme based on indoor thermal
comfort criteria was developed to meet heating and cooling demand of
the building. The elements of the block diagram are discussed in detail in
the following subsections.

2.1. The climate

The selected residential building for analysis is located in Cardiff,
Wales, UK. The thermal load profile of the building was determined by
accounting for prevailing climatic conditions. The historical weather
data from year 2022 specific to this location were sourced from [39].
Fig. 2 shows the ambient temperature fluctuations during the adopted
year (see light blue trace, with the average temperature shown with a
black trace), illustrating a relatively hot climate year-round with
maximum temperature reaching 32.5 ◦C in August. Intense periods of

elevated temperatures and global horizontal irradiation (GHI, shown
with a red trace) occurred from June to August (i.e. from 3650 h to 5840
h in the graph).

2.2. Building envelope description

The residential building considered for the analysis is a three-
bedroom two-storey house with a total floor area of 79 m2 and a vol-
ume of 180 m3. Fig. 3 shows the floor plan of the house under investi-
gation, detailing the sizes of nine different spaces. This information was
obtained from [40], where publicly available floor plans for residential
homes in the UK are provided. From here onwards the spaces are
referred to as zones. The building envelope was modelled using the
software SketchUp. A screenshot of the envelope is shown in Fig. 4,
while the thermal properties of different components (ground, roof,
walls, and windows) of the envelope were defined in TRNBuild. Each
component used in the building fabric is composed of a different set of
materials called layers. Details of the building components along with
thermophysical properties of each layer are provided in Table 1.

Building operation is defined by the ventilation system and internal
gains due to occupancy, lighting systems, and electrical equipment. The
average occupancy of a household in Wales is 2.4 people per household
[41]; however, the design methodology developed by CIBSE for
assessment of overheating risk in homes [42] was adopted in the present
work. According to standard TM59 from CIBSE, a 24 h occupancy profile
should be used for bedrooms. Each bedroom was considered occupied by
one person during the day and two people are assumed to occupy each
double bedroom during the night. The kitchen and living room were
considered occupied during the day and unoccupied during night-time.
In addition, the overall apartment was modelled as occupied for 24 h
and no differences between weekdays and weekends were considered.
All doors and windows exposed to the outdoor environment were
assumed closed throughout. Only five zones in the building envelope
(namely, the kitchen, living room, and three bedrooms) were considered
for temperature control. For simplicity, the zones comprising the
entrance area, stairs, and toilet were not selected for active temperature
control due to lack of their occupancy data. Zone Sp6 is a double
bedroom and Zones Sp5 and Sp7 are single bedrooms. The occupancy
and equipment use pattern of each zone is shown in Fig. 5 and the in-
ternal heat gain due to occupancy, equipment, and lighting for each
zone, calculated according to CIBSE standards, are shown in Table 2.

The profiles and associated loads shown in Fig. 5 are described in
more detail next. According to [43], the maximum sensible heat gain is
75 W per person in living spaces, whereas the maximum latent heat gain
is 55 W per person. During sleeping hours, a 30 % reduction in gains is
applied [44]. Lighting energy was assumed to be proportional to floor
area, with lighting loads measured in W/m2. From 6 pm to 11 pm, a
default lighting load of 2 W/m2 was considered under the assumption
that adequate daylight levels are available and that the home is energy
efficient.

With regards to the equipment gains in Fig. 5, the profile and the
associated loads adopted from [42] were derived from [45,46]. Details
of the specific equipment are not provided in [42], but the internal gain
and equipment patterns are based on the electricity consumption and
appliances utility patterns gathered from surveys of UK households. It
was also assumed that each bedroom in the house had the same appli-
ances and that the heat loads from appliances are independent of floor
area.

Taking into account average occupancy and the equipment profiles
available in [46] and multiplying by the peak gains per appliance
available in the same reference, the total gains per hour for each room
shown in Table 2 were calculated.

It is relevant to highlight that CIBSE TM59 was designed to evaluate
building designs for mitigating overheating risks and, thus, requires
consideration of lengthy occupancy periods. In addition, building
modelling assumes a constant occupancy as using a different approachFig. 1. Block diagram of the system under study.
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for overheating is considered inconsistent and confusing [42]. Given
that in this paper the potential for meeting both heating and cooling
demand of a residential building located in the UK is assessed, occu-
pancy and equipment patterns based on [42] were adopted for the
simulation studies reported in Section 4. However, ISO recommended
profiles are also assessed in Section 4.6 to consider more realistic

patterns.

2.3. Numerical model and settings

TRNSYS Simulation Studio was used for dynamic simulation of the
system under study. Different components from the TRNSYS library

Fig. 2. Historical weather data of Cardiff, Wales, UK, for year 2022.

Fig. 3. Layout of the residential house [40]: a) Ground floor. b) First floor.
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were used to model the HVAC system. These components have a pre-
assigned name with the prefix “Type”. Proportional-integral (PI) con-
trollers (Type23) were employed to regulate the operation of the energy
system. Five control loops were designed in total. For a system config-
uration based on a gas boiler (Type700_v2a) to meet heat demand, a PI
controller was implemented to regulate DHW provision and another one
for space heating based on specified temperature setpoints. If an HP was
used instead to meet thermal demand (for both heating and cooling),
three PI-based control loops were implemented, with a similar approach
as for the boiler-based system, and an additional control loop for cooling
provision facilitated by the reversible operation of the HP. (Whether
driven by a gas boiler or a HP, the control loop for DHW provision
operates based on the water temperature of a hot water tank (HWT).
This is explained later in the section.)

In the case of an HP-based energy system, the PI controller for space
heating modulates the electrical power input to the HP to modify its
thermal power output—thus enabling zone temperature regulation at a
specified heating setpoint. A second PI controller was used in a similar
manner to regulate the provision of space cooling according to a cooling
setpoint. Following the guidelines from CIBSE Guide A [43], a heating

setpoint of 19 ◦C was adopted for all five thermal zones with tempera-
ture level control. The same setpoint was used when a gas boiler was
employed instead. For space cooling provision by the HP, a cooling
setpoint of 23 ◦C was used. In the colder months, when the air tem-
perature drops below 19 ◦C, the gas boiler or the HP were used to warm
up the house. During the warmer months, when the air temperature
exceeds 23 ◦C in any zone, the HP was operated in a reversible cycle to
cool down the zonal space. Fig. 6 shows a flowchart describing the
operation of the energy system. Key parameters of the PI controllers are
summarised in Table 3. These were selected following a heuristic
approach which, for the HP, ensured its smooth operation by minimising
on/off cycling. Having a PI-based control scheme for both the HP and
the gas boiler based energy systems enabled a fair comparison of their
performance.

A water-to-water HP (Type927_v2a) was initially selected as the
primary technology to meet the household’s heating and cooling de-
mand. This specific model features a single-speed compressor and ac-
counts for the effects of air humidity. Consistent with other HP models
available in the TRNSYS TESS library, the operation of Type927_v2a is
determined through associated performance data. By default, HP oper-
ation is based on two activation signals taking values between 0 and 1.
One signal is used to trigger the heating mode and the second one for the
cooling mode. The mode of operation would be selected depending on
the temperature setpoints as highlighted in the previous paragraph.
Once the operating mode is established, a value above 0.5 in the trig-
gering signal would result in the HP being activated, whereas a signal
with a value below 0.5 would switch off the HP. In the literature, a multi-
zone thermostat Type698 has been implemented to achieve temperature
regulation in multiple zones [47]. Type698 operates by comparing the
zone temperature of the thermal envelope with the setpoint temperature
and can be used to prompt HP operation if its output is used as an
activation signal for the HP. However, since this thermostat model only
outputs values of either 0 or 1, it leads to an on-off HP operation. Such
temperature regulation approach is not practical and may yield an
inadequate HP utilisation.

To facilitate practical HP operation, the source code of Type927 was
modified, resulting in a customised component named Type9271. This
new HP block enables modulation of the HP thermal power output by
adjusting its electrical power input based on input values between 0 and
1. A value of 0 would indicate the HP is switched off, a value of 1 would
prompt the HP to operate at full capacity, and a value in between 0 and 1
would result in a modulated power output. To achieve zonal tempera-
ture regulation, the HP input would be determined by the output of the
PI controller (Type23) for the mode of operation being selected (dictated
by the indoor air temperature as discussed earlier in this section) instead

Fig. 4. Screenshot of building model developed in SketchUp.

Table 1
Physical properties and size of different building layers.

Type of envelope Thermal transmittance Layers of envelope Thermal conductivity Specific capacity Density Size

W/(m2K) Material kJ/(h m K) kJ/(kg K) kg/m3 m

Ground floor 0.167 Concrete 1.908 0.84 1280 0.1
Insulation 0.108 1.21 43 0.169

External wall 0.345 Plaster board 0.576 1.09 800 0.019
Steel Studs 0.389 1.22 61.77 0.09
Insulation 0.108 1.21 43 0.05
Brick 3.204 0.79 1920 0.1

Adjacent wall 0.344 GypBoard 0.576 1.09 800 0.019
StlStuds 0.389 1.22 61.77 0.09
Insulation 0.108 1.21 43 0.05
GypBoard 0.576 1.09 800 0.019

External roof 0.334 Concrete 1.908 0.84 1280 0.1
Insulation 0.108 1.21 43 0.075
Roofing 0.504 0.9 530 0.019

Adjacent ceiling 0.488 Concrete 1.908 0.84 1280 0.05
Insulation 0.108 1.21 43 0.05
Plaster board 0.576 1.09 800 0.019

External window 1.06 Glass 0.96 0.84 2.5 0.006
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of using a Type698 thermostat. The PI controller essentially minimises
the difference between the measured zone and setpoint temperatures (i.
e. the error). It continuously adjusts its output by reacting to the error at
the present timestep, while the integral part accounts for past errors.
This helps eliminating the steady-state error and improving accuracy in
temperature regulation over time.

A HP with a rated heating and cooling capacity of 2 kW (thermal)
was selected. The device is responsible for year-round hot water provi-
sion, as well as space heating and cooling during different seasons. For
the source-side of the HP, a constant water temperature of 10 ◦C was
assumed. This assumption is based on the fact that borehole heat ex-
changers can provide a stable temperature year-round [48], thus
simplifying the model without compromising accuracy.

Two Type158 sensible heat storage tanks were used as buffer tanks to
store hot water (i.e. HWTs). In this system configuration, one HWT is
used to meet the DHW requirement, while the second one is employed
for space heating. The DHW tank (denoted as HWT-1 in Fig. 6) has a
storage capacity of 200 Liters, which was selected considering a daily
hot water consumption of 100 Liters and the daily hot water draw-off

profile shown in Fig. 7. For DHW production, the operation of the HP
is regulated through a PI-based control loop to achieve a water supply
temperature higher than 65 ◦C so that the effects of Legionella are
eliminated [49]. To ensure this setpoint temperature is achieved, a 500
W auxiliary heater was connected with the DHW tank and regulated by a
thermostat (Type106) located at a tank height fraction of 0.9. The role of
the auxiliary heater in boosting the water temperature for DHW provi-
sion is important as the HP on its own cannot maintain 65 ◦C during
water draw-off. To prevent scalding a tempering valve control was used,
which diverts fresh water with the tank supply water in a mixer.

A smaller storage tank (Type158) with a capacity of 100 Liters was
exclusively employed to cater for the space heating and space cooling
needs (denoted as HWT-2 in Fig. 6). A 139 W auxiliary heater was in-
tegrated with the tank to maintain the delivery temperature to 40 ◦C
when there is demand for space heating. The thermostat position and the
height fraction of the auxiliary heater input was kept similar to the DHW
tank (at a tank height fraction of 0.9). A flow controller was used to
manage the load-side flow rate of the HP during both heating and
cooling modes. Hot (or cold) water from HWT-2 is pumped to a cross

Fig. 5. Daily occupancy pattern of different zones in the investigated residential building.

Table 2
Internal heat gains due to occupancy, equipment, and lighting.

Zone Number of occupants Peak load (W) Occupancy gain (W) Equipment gain (W) Lighting gain (W)

Sensible Latent

3-bed: Kitchen (Sp1) 3 225 165 390 300 26.74
3-bed: Living room (Sp2) 3 225 165 390 150 46.64
Bedroom-3 (single, Sp5) 1 75 55 130 80 9.56
Bedroom-1 (double, Sp6) 2 150 110 260 80 21.54
Bedroom-2 (single, Sp7) 1 77 55 130 80 16.98
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flow heat exchanger (Type140) which heats up (or cools down) the air
inside the house. For instance, for space heating operation, the cold air
enters the heat exchanger at a flow rate of 10,400 kg/h and the hot air is
split between different zones, according to the zone volume, using an air
diverting valve (Type646_v2a).

It should be highlighted that in the implemented control strategy
demand for space heating was prioritised and met using the heat source
(either the gas boiler or the HP). In other words, if there is demand for
both DHW and space heating at the same time, the HP’s supply is
directed to HWT-2. This way, the PI control loop for DHW is not active,
the valve to HWT-1 remains closed to ensure the water inside maintains
an elevated temperature suitable for domestic use, and the 500 W
auxiliary heater is used to entirely meet the DHW demand. The HP
supplies HWT-1 only when the tank’s water temperature drops below
55 ◦C, provided there is no simultaneous space heating
demand—otherwise, the auxiliary heater ensures an uninterrupted

supply of hot water. For a cooling mode of operation, the HP is solely
used to deliver space cooling and the auxiliary heater takes full re-
sponsibility for hot water provision.
Note: The temperature range for the energy storage system is critical

for both safety and operation efficiency. According to established
guidelines and the literature, hot water should be stored at a minimum
of 60 ◦C to ensure it reaches at least 50 ◦C at the outlet of the tank within
one minute [50]. This is essential for preventing the growth of Legion-
ella bacteria, which thrive in water temperatures between 20 ◦C and
45 ◦C and can cause Legionnaires’ disease [49]. Maintaining water
temperatures above 50 ◦C significantly reduces the risk of bacterial
growth and ensures the safety of the water supply.

In residential settings, adhering to these temperature standards is
crucial for ensuring the health and safety of occupants. The guidelines
are based on recommendations from health and safety authorities, such
as the World Health Organization and the Centers for Disease Control

Fig. 6. Flowchart of the energy system operation. The control-related structures (based on PI controllers) are enclosed with a yellow rectangle. The red lines
represent the flow of hot water. The blue lines show the flow of cold water. The return flow from the radiator is shown in purple. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

Table 3
Parameters of the PI controllers.

PI controller HP, space heating operation HP, space cooling operation HP, DHW production Gas boiler, space heating operation Gas boiler, DHW production

Gain constant 0.1 − 0.22 0.1 0.1 0.1
Integral time (hr) 1 0.2 1 1 1
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and Prevention, which emphasise the importance of maintaining
appropriate water temperatures to mitigate the risk of bacterial
contamination [51].

Additionally, maintaining these temperature ranges improves the
overall efficiency of the energy storage system. By ensuring that the
water is stored and delivered at optimal temperatures, the system can
operate more effectively, providing reliable hot water for domestic use
while minimising energy consumption. In other words, these standards
not only enhance the safety of the water supply but also contribute to the
efficient operation of the energy storage system, ensuring both safety
and performance in residential buildings.

2.4. Building energy systems

The dynamic energy balance calculations for the house adopted in
this paper (see Fig. 3) were also performed using TRNSYS, which solves
transient thermodynamic equations. The detailed energy performance
analysis requires a complete building model, thermal characteristics of
the envelope, definition of heat gains, and occupancy patterns. The
simulation time step was set as 0.0083 h, which means the thermody-
namic analysis of the entire HVAC system and heat transfer within the
building was evaluated at an interval of 0.5 min (30 s). Details of the
modelling variables and their values are listed in Table 4. Further in-
formation on the mathematical equations and assumptions used for the
components employed in the TRNSYS model of the dwelling investi-
gated in this paper can be found in Appendix A.

Two different configurations of the energy system were modelled in
this paper. The first configuration simulates the existing energy system
where the entire heat demand of the house is met with a gas boiler. In
contrast, in the second configuration a reversible HP was utilised to
satisfy both heating and cooling demand. Figs. 8 and 9 show both con-
figurations as implemented in TRNSYS. The heating capacities of both
the boiler and HP were kept the same to perform a fair comparative
analysis. The TRNSYS Type element and design parameters of all key
components of the energy system are given in Table 5. The DHW draw-
off load profile was modelled using Type14 h. Suitable equations were
used in the model to introduce flexibility. For example, the freshwater
temperature and flow rate were defined to calculate daily usage of DHW
in the equation named “daily load”. Similarly, equations were used in
the model to control the flow, operation of the boiler, and to define
auxiliary heat inputs.

The storage tanks (HWT-1 and HWT-2) in the systems shown in both
Fig. 8 and Fig. 9 were simulated using Type158 of TRNSYS to enhance

the performance of the HP system by minimising frequent cycling—thus
improving efficiency and extending lifespan [54]. The use of separate
tanks for DHW and space heating allows a better control, as DHW re-
quires higher temperatures than space heating. This configuration en-
ables stable operation for the HP and prevents frequent temperature
adjustments, improving overall efficiency [55].

Having two tanks—or a partitioned single tank—helps manage
different thermal demands efficiently using thermal stratification. The
larger storage capacity also allows for longer, more efficient HP opera-
tion cycles, minimising energy losses [56]. Operationally, separate tanks
make maintenance simpler and reduce system downtime, further
improving reliability. Overall, this approach improves system flexibility,
enhances HP efficiency, and helps manage seasonal and operational
demands effectively, contributing to better performance and energy
savings [54].

3. Verification of the multi-zone modelling approach

To ensure the reliability of the multi-zone building model imple-
mented in TRNSYS, a verification exercise was carried out using data
from an experimental study found in the literature [57]. The experiment
involved continuous monitoring of indoor and outdoor temperatures in
a real semi-detached house located in Loughborough, UK. The front
view and rear view of the dwelling are shown in Fig. 10. For

Fig. 7. Daily hot water draw-off profile.

Table 4
Details of modelling variables and selected values.

Modelling aspect Value Details

House type Terraced house Representative of 26 % of UK
houses [52].

Construction Insulated walls Representative of 60 % of UK
houses [53].

Heated floor area 60 m2 Total floor area of kitchen,
living room, and three
bedrooms (one double
bedroom and two single
bedrooms).

Heated zone volume 140 m3 Total volume of kitchen,
living room, and three
bedrooms.

Weather data Energy plus weather
(EPW) data file for Cardiff,
Wales, UK

Historical weather data for
year 2022 [39].

Heating and cooling
setpoint
temperature

19 ◦C and 23 ◦C Following the CIBSE Guide A
[43].

Boundary
temperature

Identical The adjacent houses on both
sides are assumed to be at the
same temperature.

Ground temperature 10 ◦C A simplified model for heat
loss through ground is used,
wherein heat transfer is
determined by assuming a
ground temperature that
matches the average annual
air temperature [43].

Infiltration rate 0.4 air change per hour
(ACH)

Following standard TM59
from CIBSE [42].

Internal heat gains
due to lighting,
occupancy, and
equipment

The hourly heat gain due
to occupancy, equipment,
and lighting is calculated
by multiplying the total
heat gain (Table 2) with
the usage profiles (Fig. 5).
A constant lighting gain of
2 W/m2 is used for all
zones (multiplied with the
floor area of each zone to
calculate heat gain).
Lights are turned on
between 18:00 to 23:00 h
only.

Following standard TM59
from CIBSE [42].
A thermal capacitance of ten
times the air capacitance in
each zone was assumed to
compensate for curtains,
furniture, and other material
objects in the residential
building (see Appendix B).
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Fig. 8. Energy system with a boiler to meet heat demand. (a) Block diagram. (b) Schematic in TRNSYS.
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Fig. 9. Energy system with a HP to meet heat and cooling demand. (a) Block diagram. (b) Schematic in TRNSYS.
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completeness, the verification also involved a comparison against results
obtained using other software packages commonly employed for
building simulation. To this end, the same dwelling shown in Fig. 10 was
modelled and simulated in IES VE and Modelica using the approach
documented in [58–60].

The construction materials and dimensions of the house were
sourced from [57] to develop an equivalent model in TRNSYS. The
screenshot of the model developed in SketchUp is shown in Fig. 11.
Some geometric simplifications were made: bay windows were repre-
sented as standard windows, chimney ducts were excluded, and the
front entrance door was simplified. The building’s thermal envelope was
simulated as described in Section 2. A multi-zone modelling approach in
TRNSYS Type56 was used, with the heating system omitted, as it was not
assessed in the experiment conducted in [57]. An air infiltration rate of
0.22 air change per hour (ACH) was adopted based on the experimental
setup. The hourly outdoor temperatures recorded between June and
September 2021 were used as the ambient boundary condition. Solar
radiation effects were incorporated using the internal radiation calcu-
lation method, taking into account the house’s orientation.

During the experiment, the indoor temperature was monitored
hourly in each room of the house and the TRNSYS model was simulated
for the same period. Results are shown in Fig. 12 for selected rooms
(kitchen, rear double bedroom, dining room, and living room). The
figure also includes experimental data available in [57]. The simulated
indoor temperatures (red trace) exhibit a reasonably good agreement

Table 5
TRNSYS type and design parameters of energy system components.

Component Type Parameters Value Units

Weather
conditions

15–3 Library/Location Energy+ Weather
Files (EPW)

Building model 56
Boiler 700_v2a Rated capacity 2 kW

Fluid specific heat 4.19 kJ/
(kgK)

Setpoint temperature 85 C
Boiler efficiency 0.9 –
Combustion efficiency 0.9 –

HP 9271 Source/load fluid specific
heat

4.19 kJ/
(kgK)

Source/load fluid density 1000 kg/m3

Rated cooling capacity 2 kW
Rated cooling power 0.4 kW
Rated heating capacity 2 kW
Rated heating power 0.4 kW
Rated source/load flow rate 0.4 l/s
Inlet source temperature 15.56 C
Inlet load temperature 37.78 C

Storage tank 158 DHW tank volume 200 l
SH tank volume 100 l
Tank height 1.11 m
Number of tank nodes 5 –
Fluid specific heat 4.182 kJ/

(kgK)
Fluid density 992 kg/m3

Fluid thermal conductivity 2.224 W/
(mK)

Height fraction of inlet 1 0.65 –
Height fraction of outlet 1 0 –
Height fraction of inlet 2 0 –
Height fraction of outlet 2 1 –
Height fraction of
thermostat

0.9 –

Height fraction of auxiliary
input

0.9 –

Heat exchanger 140 Inlet fluid temperature 40 C
Inlet fluid flow rate 300 kg/h
Inlet air temperature 10 C
Inlet humidity ratio 0.003 –
Inlet air flow rate 10,400 kg/h
Total heating capacity 10 kW

Air diverting
valve 646_v2a

Flow mixer 11 h
Flow diverter 11f
Load profile 14 h
Tank thermostat 106
PI controller 23 Gain constant/integral time See Table 3

Fig. 10. The matched-pair houses used in the experiments [57]: (a) Front view (b) Rear view. The west house shown on the left in (a) was modelled for verification.

Fig. 11. Screenshot of building model ’west house’ developed in SketchUp.
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with the experimental data (blue trace), although some differences can
be noticed. These discrepancies can likely be attributed to the approxi-
mation of measured solar radiation with TRNSYS-computed values,
which may have led to differences in heat transfer rates from the
external environment to the building. This, in turn, affected the indoor
temperature predictions.

To quantitatively assess the validity of the simulation results, the
mean absolute error (MAE) and the root mean squared error (RMSE)
between the set of experimental data and simulated temperatures were
calculated for each room. The metrics for all rooms in the house are
provided in Table 6. These metrics, alongside the visual representation
in Fig. 12 demonstrate that a reasonable level of accuracy is achieved
despite the data availability limitations and simplifications in the
building model.

To further verify the effectiveness of the modelling approach, an
additional comparison was conducted against simulation results ob-
tained using another software package. The same dwelling shown in
Fig. 10 was simulated in IES VE as discussed in [59] and results were
monitored hourly in each room of the house. Fig. 13 shows the indoor
temperature for selected rooms. The blue trace shows the experimental
data available in [57], while a red trace shows the results obtained with
TRNSYS and the green trace the results using IES VE. The error metrics
are also presented in Table 6. As observed, both software engines lead to
relatively similar indoor temperature performance. These results further
enhance the credibility of adopting TRNSYS in this paper.

When looking more closely at Table 6, the simulation results

obtained using IES VS exhibit a higher accuracy compared to those
obtained with TRNSYS. This can be explained by the simplifications
made for the building model in TRNSYS. While the bay windows were
modelled in IES VE, these were not incorporated in TRNSYS. More

Fig. 12. Verification of the house model implemented in TRNSYS with experimental measurements in [57]: (a) Kitchen. (b) Rear double bedroom. (c) Dining room.
(d) Living room.

Table 6
MAE and RMSE between the experimental data and simulation results.

Room Software Engine MAE (◦C) RMSE (◦C)

Kitchen
IES VE 1.64 1.88
TRNSYS 2.13 2.47

Front double bedroom
IES VE 1.17 1.45
TRNSYS 1.80 2.32

Hall
IES VE 1.68 1.93
TRNSYS 2.26 2.61

Rear double bedroom IES VE 1.44 1.80
TRNSYS 1.35 1.69

Dining room
IES VE 1.40 1.60
TRNSYS 1.76 2.02

Living room
IES VE 1.39 1.67
TRNSYS 1.81 2.34

Single bedroom IES VE 1.08 1.36
TRNSYS 1.99 2.45

Landing IES VE 1.56 2.10
TRNSYS 1.98 2.32

Loft
IES VE 2.86 3.35
TRNSYS 3.27 4.56

Bathroom
IES VE 1.66 2.11
TRNSYS 2.02 2.37
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importantly, only the west house was modelled in TRNSYS using an
adjacent wall boundary condition with no solar gains, whereas both the
east and west houses were modelled in IES VE.

A final verification exercise was conducted. In this case, the dwelling
was simulated but following the approach adopted in [60]. In the
reference, simulations were conducted using Modelica but the house
model was assumed to consist of the entire indoor volume as a whole

without considering any room partitioning. The measured values in the
experiment presented in [57] were weighted based on the individual
room volume and averaged. For consistency, the simulation was con-
ducted between June and September 2021. Fig. 14 shows a comparison
of the results obtained with TRNSYS (red trace), Modelica (green trace,
as presented in [60]) and experimental data (blue trace, with averaged
results reproduced from [60]). For completeness, results obtained with

Fig. 13. Verification of the house model implemented in TRNSYS and IES VE with experimental measurements in [57]: (a) Kitchen. (b) Rear double bedroom. (c)
Dining room. (d) Living room.

Fig. 14. Verification of the house model implemented in, IES VE (black trace), Modelica (green trace) and TRNSYS (red trace) with experimental measurements in
[57] (blue trace). Averaged indoor temperature. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
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IES VE are also shown (black trace). This trace for IES VE represents the
average indoor temperature after the different individual room tem-
peratures have been weighted. Table 7 compares the RMSE between
simulation results and the experimental data, with the three software
engines providing a reasonable level of agreement. Although there are
minor discrepancies in the error metrics, these are deemed acceptable
considering the differences in the modelling approaches adopted for
each software.

The results presented in this section alongside the comparison
against experimental data and results using other software packages
provide confidence in the multi-zone modelling approach adopted in
this paper and the suitability of TRNSYS.

4. Results and discussion

4.1. Meeting heat demand with a boiler

The energy system configuration where a gas boiler is responsible for
space heating and DHW provision of the house was investigated first. A
boiler with an efficiency of 90 % was used. Fig. 8 shows a block diagram
of the energy system and a schematic of its TRNSYS implementation. A
simulation incorporating a detailed three-dimensional model of the
house, occupancy, lighting, equipment utility patterns, and internal heat
gains was performed for an entire year using the historical weather data
of Cardiff for year 2022 shown in Fig. 2. The temperature variation
shows a high temperature in the middle of the year while low temper-
atures are seen in the beginning and end of the year. Based on the year
round temperature profile, detailed results are shown only for January
and August to representatively account for the winter and summer
seasons.

Fig. 15 shows the outdoor temperature profile during the cold winter
and hot summer days under investigation. Fig. 16 shows the tempera-
ture profile inside different rooms of the house when a gas boiler is used
for space heating and hot water provision. During winter (see Fig. 16a),
the boiler circulates hot water through the radiator when the indoor
temperature drops below the heating setpoint of 19 ◦C, thereby
increasing the room temperature. The PI controller effectively maintains
the indoor temperature of the different zones above the setpoint. Minor
temperature fluctuations between 04:00 and 11:00 arise whenever the
kitchen temperature briefly falls below the setpoint, prompting the
controller to react (this reflects in turn in small variations in the energy
supplied by the boiler, not shown). The observed temperature variations
between rooms reflect the thermal interactions between the building
envelope and the outdoor environment. Furthermore, the temperature
discrepancies among rooms highlight the influence of factors such as
room orientation, internal heat gains, and local thermal mass effects on
temperature regulation.

During summer when there is no space cooling device (see Fig. 16b),
the indoor temperature mirrors the outdoor temperature profile (this is
shown in Fig. 15b). This trend underscores the building’s susceptibility
to overheat during warmer periods. Such conditions emphasise the
importance of integrating adaptive systems, like reversible HPs, capable
of addressing both heating and cooling needs. Implementing such sys-
tems can mitigate temperature fluctuations in winter and alleviate
overheating risks in summer, ultimately enhancing energy efficiency
and maintaining indoor thermal comfort throughout the year.

Fig. 17 shows the hourly energy consumption of the boiler on the left

axis and the energy input to HWT-1 by the auxiliary heater on the right
axis during a typical hot day and a typical cold day in 2022 (13th August
and 15th January). As shown in Fig. 17a, during the winter day, the
boiler operates throughout the day to maintain indoor thermal comfort
and provide hot water for domestic use. During the summer day, as
shown in Fig. 17b, the boiler’s usage is slightly reduced as it only
functions to meet the DHW requirements.

The highest energy consumption by the boiler on the cold day
occurred in the morning (1.92 kWh at 09:00), which corresponds to a
simultaneous increase in space heating and DHW demand. The auxiliary
heater also contributes during these hours to meet this increased energy
demand. This surge can be linked to occupancy-related activities, such
as morning showers and increased heating needs following the over-
night temperature setback. Through the rest of the day, the auxiliary
heater did not contribute to maintaining the DHW temperature at 65 ◦C,
highlighting the boiler’s capability to meet space heating and DHW
demands independently.

As shown in Fig. 17b, the boiler’s energy consumption during the
summer day followed a similar pattern as during winter. This is because
the DHW demand was assumed uniform for each day throughout the
year with a peak of 1.53 kWh at 10:00, coinciding with a scheduled hot
water draw-off from 11:00 (see Fig. 7). The reduced energy consumption
of the boiler is due to the absence of any space heating needs during the
summer warmer day. The auxiliary heater was not operational during
this period, as the DHW requirements were met by the boiler alone. Over
the entire year, the auxiliary heater provided an average energy supply
of only 5.73 kWh to HWT-1 in January (not shown), further reinforcing
the boiler’s adequacy in meeting space heating and DHW production
demands without significant supplementary heating.

The average monthly energy consumption of the boiler configuration
for year 2022 is shown in Fig. 18. The highest consumption values
occurred during the colder winter months, with a peak of approximately
349.33 kWh in January, followed by 343.26 kWh in December. This
trend reflects the substantial space heating requirement during periods
of low ambient temperatures, when heat losses to the external envi-
ronment are most pronounced due to the large temperature differential
between indoor and outdoor conditions.

As expected, energy demand drops significantly after January, as the
boiler is predominantly used to meet DHW needs rather than space
heating demand. The lowest monthly energy consumption, 243.75 kWh,
occurred in February. Beyond this, the energy demand had a relatively
uniform level throughout the rest of the year.

During the summer months, when the boiler is used exclusively for
DHW provision, energy consumption remains relatively steady at lower
levels. This suggests that the gas boiler is slightly oversized during these
periods, operating inefficiently at partial load conditions. The year-
round variability in consumption points towards the need for a more
adaptable heating system, such as a reversible HP, which can modulate
its operation based on seasonal demand. Implementing such a system
could potentially enhance overall energy efficiency and reduce oper-
ating costs, especially during periods of low demand. This is explored in
Section 4.2.
Note: The reduced energy consumption of the gas boiler during the

colder months of February and March is a direct consequence of the
reduced space heating demand due to internal heat gains. These gains
are due to occupancy, lighting, and appliances and, in this case,
contribute to indoor temperature and compensate the space heating
demand of the house. The influence of internal heat gains on energy
consumption is analysed in more detail in Section 4.3.

4.2. Meeting heating and cooling demand with a HP

Fig. 19 shows the indoor temperature variations for the energy sys-
tem using a reversible HP during a cold day (15th January, Fig. 19a) and
a hot day (13th August, Fig. 19b). The outdoor temperature profile is
given in Fig. 15 for both days. During the cold day, the HP system

Table 7
RMSE between the experimental data and simulation results using different
software engines.

Software engine MAE (◦C) RMSE (◦C)

TRNSYS 1.48 1.85
IES VE 1.15 1.40
Modelica 1.25 1.56
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effectively maintains temperatures across the thermal zones, similar to
the boiler-based system discussed in Section 4.1 (see Fig. 16a). This is
achieved by the PI control-based scheme, which ensures the HP is
operated to maintain the temperature close to the heating setpoint of
19 ◦C. The stratification in different room temperatures can be attrib-
uted to the flow distribution and the thermal load in each zone.

In contrast, during the hot day (Fig. 19b), the room temperatures are
maintained around the cooling setpoint of 23 ◦C. A notable temperature
rise in the kitchen space (Sp1) takes place at 18:00 followed by a drop at

20:00. This is consistent with internal heat gains due to electrical ap-
pliances usage. Similar temperature variations are observed at different
time intervals such as 08:00, 22:00, and 23:00 for other thermal zones,
which coincides with the occupancy and equipment internal heat gain
pattern shown in Fig. 5 (see Section 2.2).

Fig. 19 highlights the influence of the HP during typical summer and
winter days. To analyse its performance in more depth, the heating and
cooling loads met by the HP on the representative cold winter day and
hot summer day are shown in Fig. 20. For clarity, the figure includes the

Fig. 15. Outdoor temperature on a) 15th January and b) 13th August.

Fig. 16. Temperature control in different zones through boiler on a) 15th January and b) 13th August.
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ambient temperature, shown with a yellow trace, providing crucial
context to understand the HP behaviour under different thermal
demands.

Focusing on the cold day scenario (Fig. 20a), the HP meets the heat
demand during the early morning hours when the ambient temperature
drops to its lowest levels. The morning space heating loads occur from
05:00 till 08:00, but a notable peak in thermal load is observed at 09:00,
reaching 1.95 kWh, coinciding with the morning DHW requirement.
This simultaneous demand highlights the dual functionality of the HP in
providing space heating and DHW. The maximum heating load of the
day occurs at 22:00, reaching 2.18 kWh. This peak corresponds to the
evening DHW requirement and decreasing outdoor temperature, in turn
indicating an increased space heating demand, and the HP effectively
responds by ramping up its output. Throughout the day, the HP adjusts
its output to respond to varying thermal demands, showcasing its

capability to maintain indoor thermal comfort despite fluctuating
ambient conditions.

In contrast, on the hot summer day (Fig. 20b), the HP operates only
in cooling mode to counteract the elevated indoor temperatures that
exceed the cooling setpoint for most of the day. During the early
morning hours (before 08:00), minimal cooling contributions from the
HP are required as the outdoor temperature remains below 24 ◦C.
However, as the day progresses, the cooling demand increases sub-
stantially in response to rising outdoor temperature, reaching 32.5 ◦C
around 17:00. The HP responds to the increased demand, reaching its
maximum cooling load of 2.32 kWh at 20:00, and operating slightly
above its rated (thermal) capacity for a few hours. The sustained oper-
ation of the HP during such a usually hot day underscores its role in
mitigating thermal discomfort under extreme weather conditions.

The electrical energy consumed by the HP is shown in Fig. 21. On the

Fig. 17. Energy consumed by boiler on a) 15th January and b) 13th August.

Fig. 18. Monthly energy consumption by boiler configuration.
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cold winter day (Fig. 21a), the HP’s energy consumption closely follows
the heating demand, with a notable peak of 0.35 kWh at 22:00. This
corresponds with the highest heating load of the day, reflecting the HP’s
increased operational demand to maintain indoor thermal comfort
during the coldest hours. The consumption pattern demonstrates the

HP’s efficiency in modulating power based on thermal demand,
providing minimal energy input during periods of lower heating re-
quirements, such as the early morning, and ramping up power when the
heating demand is substantial. This adaptive behaviour underlines the
energy system’s capability to respond to dynamic thermal loads while

Fig. 19. Temperature control in different zones through HP on a) 15th January and b) 13th August.

Fig. 20. Energy load met by HP on a) 15th January and b) 13th August.
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Fig. 21. Energy consumed by HP on a) 15th January and b) 13th August.

Fig. 22. COP of HP on a) 15th January and b) 13th August.
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optimising energy usage.
Conversely, on the hot day (Fig. 21b), the HP operates only in cooling

mode, with energy consumption peaking at 0.315 kWh at 20:00. This
peak coincides with a prolonged period of elevated cooling demand,
driven by high outdoor temperatures exceeding 32 ◦C. Unlike the winter
scenario, the HP operates consistently throughout the day to maintain
thermal comfort in the house. The energy consumption in cooling mode
is thus higher compared to the heating mode, reflecting higher space
cooling demand during these particular weather conditions. As for the
DHW demand, this is instead met by the auxiliary electric heater, as the
HP prioritises space cooling (as described in Section 2.3). This finding
highlights the importance of integrating a responsive auxiliary heating
system to manage DHW demand during periods when the HP is other-
wise engaged.

The HP operation during the cold and hot days underscores the de-
vice’s adaptability to different requirements and its capability to meet
thermal demand efficiently. The differences in energy consumption
reflect the varying nature of thermal needs as a result of weather con-
ditions, with the HP exhibiting a robust performance under both heating
and cooling modes.

Fig. 22 illustrates the HP’s COP across a 24-h period on the winter
and summer days. The COP, which is a measure of energy efficiency,
reflects the ratio of the useful thermal energy delivered by the HP (for
heating or cooling) to the electrical energy consumed. In heating mode
(Fig. 22a), the COP generally remains high (above 6.5) during early
hours when the outdoor temperature is relatively stable (see the yellow
trace in Fig. 20a). This indicates an efficient operation under moderate
heating loads. However, a slight drop in COP is observed around 08:00,
coinciding with the peak heat demand due to the simultaneous need for

space heating and DHW. This drop can be attributed to the HP operating
closer to its capacity limit, where efficiency is often reduced, or due to
the elevated thermal lift caused by a large temperature gradient between
the supply and return flow. Essentially, the HP operates more efficiently
when it works against a smaller temperature gradient. Following this
period, the COP stabilises at approximately 6.0 for the rest of the day
and the system operates in a steady-state condition.

For the hot summer day (Fig. 22b), the COP remains relatively higher
compared to the winter scenario, staying above 7.0 for most of the day.
This reflects the inherently higher efficiency of the HP in cooling mode,
as the thermal lift is smaller due to a closer alignment between indoor
and outdoor temperatures. Slight fluctuations in COP can be seen be-
tween 09:00 and 18:00, coinciding with the rising outdoor temperature
and increased cooling demand, as previously discussed. A peak in COP
just after 23:00 aligns with the drop in cooling load during the evening
hours, indicating the HP’s ability to operate more efficiently under
reduced thermal demand.

The auxiliary energy input to the storage tanks used for DHW (HWT-
1) and space heating (HWT-2) is illustrated in Fig. 23. These inputs play
a critical role in ensuring consistent hot water supply, especially during
periods when the HP is either unable to fully meet the heating demand
or is operating in cooling mode.

On the cold day in January, as shown in Fig. 23a, a notable difference
is observed in the auxiliary energy usage between HWT-1 and HWT-2.
The auxiliary heater for HWT-1 supplied a peak energy input of 0.56
kWh, while HWT-2 required no auxiliary input for space heating. This
difference is primarily due to the operational mode of the HP during cold
conditions. The HP caters to both space heating and DHW demands, but
it prioritises space heating over DHW during periods of peak demand. As

Fig. 23. Auxiliary energy input to DHW and space heating tanks on a) 15th January and b) 13th August.
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a result, the auxiliary system is more heavily relied upon to maintain the
DHW supply than for space heating. A simultaneous space heating and
DHW load places an increased thermal demand on the HP, necessitating
greater auxiliary support to compensate for DHW requirements.

In contrast, during the hot summer day in August, the HP operates
solely in space cooling mode and does not contribute to the DHW supply.
Consequently, all DHW requirements are met by the auxiliary heater in
HWT-1. This results in intermittent but significant peaks in auxiliary
energy input, as shown in Fig. 23b. The pronounced peak of 0.56 kWh at
15:00 compared to the winter day underscores the complete reliance of
energy system on auxiliary heating for DHW when the HP is engaged in
cooling mode.

The results in Fig. 23 demonstrate that the auxiliary heating re-
quirements are influenced by the operational mode of the HP and sea-
sonal temperature variations. During winter, the HP effectively meets
space heating demand, diminishing the need for auxiliary energy input
for HWT-2. This highlights the HP’s robust thermal performance in
challenging ambient temperatures. However, the demand for DHW re-
mains consistent throughout the year, dictated by regular household
consumption pattern and cold-water inlet temperature. The auxiliary
system for HWT-1 exhibits a lower energy input during winter compared
to summer. As previously mentioned, during simultaneous space heating
and DHW demand, space heating is prioritised by the HP and the
auxiliary system compensates for any shortfall in DHW supply. This
highlights the role of the auxiliary heater in maintaining uninterrupted
DHW supply during periods of high thermal demand or when the HP’s
capacity is stretched. The studied scenarios thus illustrate the impor-
tance of understanding the interplay between HP operation, auxiliary
heating, and seasonal variations in optimising the energy performance
of integrated space heating and DHW systems.

Fig. 24 shows a comparison of the monthly energy consumption by
the boiler and HP throughout the year based on historical weather data
for 2022. As expected in the cold-dominated climate of the UK, the
boiler’s energy consumption peaks during the winter months, driven by
the increased demand for space heating. In contrast, the energy con-
sumption pattern of the HP exhibits a different seasonal trend, with the
highest usage occurring during the summer months of July and August,
reflecting elevated space cooling demand. This is followed by secondary
peaks during the colder months of December and January.

Fig. 24 further highlights the significant difference in energy con-
sumption of the two energy systems during winter. In January, the boiler
consumed 349.3 kWh, whereas the HP required substantially less energy
at only 156.7 kWh—approximately 2.2 times lower. This marked
reduction in energy usage by the HP can be attributed to its high COP,
which in turn ensures greater efficiency and lower energy loss. The
energy consumption between the two configurations also differs
significantly during summer. The boiler, responsible for DHW produc-
tion only during this period, recorded an average monthly consumption
of 264.7 kWh in July and August. In contrast, the HP configuration
consumed around 230 kWh during each month to meet a combined
demand of space cooling and DHW supply. This demonstrates that even
during the summer, when the HP operates in cooling mode, its energy
consumption remains lower than that of the boiler configuration even
when the boiler does not provide cooling services.

The results presented in this section elucidate the efficiency advan-
tages of the HP over the boiler. While the boiler exhibits a higher energy
consumption during peak heating months, the HP achieves consistent
energy savings throughout the year, highlighting its versatility in man-
aging both heating and cooling demand effectively.

4.3. Effect of internal heat gains

Understanding the impact of internal heat gains on the space heating
and cooling needs is vital for the accurate design of an energy system. In
the literature many references assume the effects of these gains as
negligible. However, not considering internal heat gains may lead to
designs susceptible to overheating or undercooling of thermal zones.
This is because incorporating these heat gains into the building thermal
model raises indoor temperatures. While such an effect may have a
positive impact during winter, an adverse effect may take place during
summer. In winter, internal heat gains may reduce the amount of energy
that needs to be supplied to the building envelope to maintain a certain
level of thermal comfort. In contrast, in summer, the energy system may
be required to remove the extra heat contributed by the internal heat
gains.

Fig. 25 shows the variation in monthly energy consumption of the
HP-based energy system with and without internal heat gains consid-
ered. As shown, these gains have opposing effects depending on the

Fig. 24. Monthly energy consumption by HP vs boiler configuration.
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season. In winter months, the influence of internal heat gains is rela-
tively modest but still noteworthy as they lead to a reduction in energy
consumption and an enhancement of system performance. For instance,
energy consumption in January marginally decreased by ~1.84 kWh
when internal heat gains were considered, but a substantial reduction of
44 kWh was observed in November. These reductions can be attributed
to the additional heating provided by internal sources such as occupants,
appliances, and lighting. The supplemental heat helps to maintain
thermal comfort levels indoors, thereby reducing the heating load on the
HP and improving energy efficiency during the cold season.

The impact of internal heat gains becomes more pronounced during
summer and a notable increase in energy consumption is observed
compared to when they are ignored. For instance, energy consumption
rises by 55 % in July, followed by increases of 52 % in August, 41 % in
June, 35 % in September, and 24 % in May. Such a significant rise can be
attributed to the higher cooling demand resulting from the internal heat
gains, which exacerbate the thermal load on the HP. The trend aligns
with the elevated summer temperatures experienced during 2022 and
shows how internal heat gains negatively affect system performance
during the cooling season.

Fig. 26 presents the energy consumption of the boiler-based system,
comparing scenarios with and without internal heat gains accounted for
in the building model. The trends show that incorporating internal heat
gains leads to significant reductions in overall energy consumption,
particularly during the winter months. These reductions are primarily
attributed to the supplementary heating provided by internal sources
such as occupants, appliances, and lighting, which alleviate the boiler’s
operational load. During winter, the energy-saving impact of internal
heat gains is pronounced, with reductions of ~50 % observed in
November, December, January, and February. These substantial re-
ductions reflect the critical role internal heat gains play in offsetting
space heating demands. Unlike the HP, the boiler operates less effi-
ciently when handling heating loads due to its reliance on direct com-
bustion, which inherently involves higher energy losses. This aspect
amplifies the relative energy savings achieved when internal heat gains
are included, highlighting their importance in boiler-based systems.

In summer, the effect of internal heat gains on energy consumption is
significantly lower but still evident. Energy consumption decreases by
13.2 kWh in June, 11.5 kWh in July and August, and a notable 62.8 kWh

in September. These savings are lower than those observed during
winter because in the summer the boiler is only responsible for DHW
production and does not contribute to space cooling. The absence of
cooling demand limits the influence of internal heat gains during
warmer months.

The results presented in this section show that the impact of internal
heat gains is more pronounced in the boiler-based system (Fig. 26)
compared to the HP-based system (Fig. 25). This is largely because the
boiler’s efficiency remains constant irrespective of seasonal thermal
demand, whereas the HP benefits from a (variable yet) high COP, which
dynamically improves based on the thermal gradient. Therefore, the HP
system is inherently better at integrating internal gains more effectively
and overall operates more efficiently.

In general, from the results presented in Sections 4.1 to 4.3, the HP-
based energy system is more energy efficient compared to the boiler-
based system. In addition, a HP supported system offers the versatility
of meeting both heating and cooling needs—a capability absent in
boiler-based energy system. This dual functionality positions the HP as a
more sustainable and flexible solution for year-round energy
management.

4.4. Operational costs analysis

A cost comparison of meeting heat and cooling load by the boiler and
HP-based configurations is shown in Fig. 27. Costs were calculated based
on fixed tariffs for electricity (£0.43975/kWh), gas (£0.135/kWh), and a
standing charge (£0.6236 per day). The energy consumed by the boiler
was multiplied by the gas tariff, while the HP system costs were deter-
mined by multiplying electricity consumption by the corresponding
tariff, also accounting for auxiliary heaters connected to the storage
tanks. The standing charges were added to the cost of running both
energy systems.

The results in Fig. 27 indicate that the HP configuration is consis-
tently more expensive to operate throughout the year compared to the
gas boiler-based system. On a monthly basis, this cost difference varies
from £13.6 in November to £65.4 in July. The cumulative yearly cost of
operating the HP system is approximately 1.7 times higher than the
boiler-based system. The increased HP cost is evident during the summer
months of July and August, where cooling demand adds to the system’s

Fig. 25. Monthly energy consumption in HP-based configuration with and without internal heat gains.
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energy consumption. In contrast, the boiler configuration incurs lower
operational costs in summer as it is only responsible for meeting DHW
requirements.

The higher operational costs for the HP system stem from a tariff
structure that favours gas over electricity. Despite the HP’s inherently
higher efficiency, which theoretically reduces the required energy input,
the disparity in energy costs offsets this gain. In contrast, the boiler
configuration benefits from a significantly lower fuel cost for its oper-
ation. This underscores the impact of energy pricing policies on the
economic viability of energy systems. If electricity prices were adjusted
to be more competitive, the cost-benefit of HP systems would improve
significantly, aligning their environmental sustainability and

operational advantages with economic incentives. Such changes would
potentially a) encourage a wider adoption of HP technologies in coun-
tries like the UK where heat demand is substantial, b) support the
transition to more sustainable technologies, c) reduce carbon emissions,
and d) ensure affordability for consumers.

4.5. Extreme weather conditions

Investigating the performance of an energy system under future
weather conditions is important to assess system behaviour and under-
stand the effect of future thermal loads on the housing stock. Climate
data of 20 years with one hour resolution from UKCP [61] were assessed

Fig. 26. Monthly energy consumption in boiler configuration with and without internal heat gains for 2022.

Fig. 27. Cost comparison between boiler and HP configuration.

A. Saleem and C.E. Ugalde-Loo Applied Energy 383 (2025) 125306 

22 



to determine extreme weather conditions from 2021 to 2040. The
number of hot and cold instances in each year were obtained within this
period. These were identified using the heating and cooling setpoints
defined by CIBSE Guide A [43].

The total yearly extreme weather occurrences for the time period
under consideration are shown in Fig. 28. The highest number of cold
instances take place in 2024 (a total of 7274), while the highest number
of hot instances are seen in 2025 (a total of 833). Due to this, years 2024
and 2025 were selected to be further examined. An interesting pattern is
observed in Fig. 28. A drastic zig-zag behaviour for these two years is
exhibited, which could be attributed to the effects of El Niño and La
Niña. These weather phenomena may lead to an excessively cold winter
in 2024 and severe heatwaves in 2025. In the past, the risk of an increase
of colder winters in the UK has been attributed to the presence of El Niño
[62].

Fig. 29 shows the monthly heating and cooling demand for the en-
ergy system utilising a HP for years 2024 and 2025. These results ac-
count for internal heat gains due to occupancy, lighting, and equipment
as outlined in Section 2.2. To aid the interpretation of results, the figure
also shows the outdoor temperature throughout the two years with a
black trace. The data reveal clear seasonal variations in heating and
cooling loads, with notable increases compared to year 2022 (assessed in
previous sections of the paper), reflecting evolving weather patterns and
climate variability.

The heating load during the winter months of 2024 is marginally
higher compared to the 2022 scenario discussed in Section 4.3. Specif-
ically, the heating demand increases by 31 % in November, 2 % in
December, 9 % in January, and 2 % in February. These increases point to
colder winter conditions in 2024 relative to 2022, highlighting the in-
fluence of reduced ambient temperature on heating requirements.

Similarly, the cooling demand for 2025 also shows a marked increase
compared to 2022, which was characterised by significant cooling loads
due to unusually high ambient temperature. The cooling demand is 16 %
higher in June, 10 % higher in July, and 22 % higher in September.
Cooling requirements for 2025 span from May to October, with a peak
demand of 806 kWh in July, followed by 710 kWh in August, 696 kWh in
June, 531 kWh in September, and 496 kWh in May. These values indi-
cate an extended cooling season, driven by prolonged periods of
elevated outdoor temperatures—evidenced by the black trace in Fig. 29.
This trend aligns with predictions of climate change impacts, with rising
global temperatures resulting in more frequent and intense heatwaves.
The growing cooling demand highlights the critical need for energy
systems to adapt to extended periods of thermal stress.

Despite the greater number of cold instances in 2024 (7274

compared to 6293 in 2025), the heating load in early 2025 is still higher,
particularly in January and March. This discrepancy is primarily
because the temperatures in some days of 2025 drop significantly lower
than the equivalent cold days in 2024, resulting in greater energy de-
mand to maintain thermal comfort. In contrast, cooling requirements
during the summer of 2024 are relatively lower than in 2025. However,
with more frequent and intense heatwaves predicted in future years,
cooling demand is expected to increase substantially. In this case, de-
mand peaks in July 2025, reflecting the prolonged and intensified
summer heat. Such a growing demand for space cooling exemplifies the
dual challenge of managing both heating and cooling loads in future
energy systems.

The energy consumption under forecasted weather conditions for
July and August 2025 was assessed in further detail, with relevant in-
formation shown in Fig. 30. These results show distinct patterns in
thermal demand. In July (Fig. 30a), the cooling load (blue bars) grad-
ually increases throughout the month and peaks towards the end. The
total cooling load for July is 806 kWh, accounting for approximately 86
% of the total energy load met by the HP. In contrast, the heating load
(red bars) remains relatively steady throughout. This is because it
exclusively reflects the DHW demand given there are no space heating
requirements during July. The total heating load for July is 131 kWh,
representing the remaining 14 % of the total energy load.

A similar trend is observed for the heating load in August (Fig. 30b),
which increased slightly to 150 kWh—representing a 14.5 % rise
compared to July. This increment is attributed to some space heating
demand towards the end of the month as the ambient temperature de-
creases (black trace). Conversely, the cooling load reduced to 710 kWh
in August—an 11.8 % reduction compared to July. Such a reduction
reflects a slight easing of cooling needs. The contrasting trends between
July and August highlight the dynamic nature of thermal demand. While
cooling dominates energy consumption, the consistent DHW-related
heating load indicates its year-round presence. The distribution of en-
ergy loads between cooling and heating also reinforces the critical role
of HP systems in addressing both demands efficiently, particularly in
climates experiencing prolonged and intensified summer conditions.

4.6. A further insight into internal heat gain patterns

All simulation results presented so far have been obtained consid-
ering the internal heat gain profiles presented in Section 2.2 in Fig. 5.
These were based on [42], which was designed to assess building design
to mitigate overheating risks. Lengthy occupancy patterns have been
assumed, which is arguably unrealistic. To incorporate more realistic

Fig. 28. Highest number of cold and hot instances in years 2021 to 2040.
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patterns, internal heat gains were modelled using ISO-recommended
profiles for occupants, appliances, and lighting in residential houses
per unit floor area. These profiles were scaled by multiplying the heat
gains with the floor area as provided by [63]. Different hourly profiles
for internal heat gains were used for weekdays and the weekend. These
are summarised in Table 8.

The monthly energy consumption of the house was compared for two
scenarios: one based on the heat gain profiles from CIBSE TM59 and the
other based on ISO standards. Results are provided in Fig. 31. A HP-
based configuration was considered in both cases. The outdoor tem-
perature profile for year 2022 shown in Fig. 2 was adopted.

As observed in Fig. 31, the energy consumption between the two
scenarios varies significantly throughout the year, highlighting the in-
fluence of internal heat gain assumptions on thermal demand. During
the intermediate months of March, April, October and November, the
energy consumption is lower for the CIBSE scenario compared to the ISO
profiles. This difference is attributed to the higher internal heat gains
accounted for in the CIBSE profiles, which effectively reduce the need
for heating. However, a higher cooling demand is observed in the
warmer months (including all summer, from May to September) when
the CIBSE profiles are adopted. This is due to the increased heat
contribution from internal sources and the corresponding rise in indoor
temperature — in turn leading to additional cooling requirements to
maintain thermal comfort. This warmer period of the year showcases the
most notable differences in energy consumption compared to the
simulation conducted with ISO profiles.

Energy consumption is also slightly lower for the ISO profiles
compared to the CIBSE profiles during the winter months of December,
January, and February. Although CIBSE profiles include higher internal
heat gains, these may not be evenly distributed or may occur during
times when the heat is not as effectively utilised for offsetting heating
demand. For instance, if the internal heat gains occur during periods
when the space is already warm, they may not contribute to reducing the
heating load. Conversely, the ISO gains might coincide better with the
periods of highest heat demand, resulting in a more effective use of in-
ternal heat to reduce the thermal load. On average, the weekly internal
heat gains calculated using ISO profiles are ~3.8 times lower than those
derived from CIBSE TM59. This substantial difference explains the lower
energy consumption in the ISO scenario for the summer months and the

reduced heating demand in the CIBSE scenario during the intermediate
months.

5. Limitations of the work

While the studies conducted in this paper provide valuable insights
into the performance of integrated heating and cooling systems, it is
important to acknowledge some limitations. These limitations, arising
from assumptions and simplifications in the modelling approach, may
influence the general applicability of the research methodology and
findings.

Firstly, the internal heat gains and usage patterns for occupancy,
lighting, and equipment are based on the CIBSE TM59 standard, which is
tailored for the UK context. Therefore, these values may not be directly
applicable to other regions of the world with different building regula-
tions, climate conditions, and occupancy behaviours. For accurate esti-
mation of thermal energy demand in other locations, it is necessary to
use internal heat gain values and usage patterns consistent with local
standards.

Shading effects from external elements such as trees or from internal
interventions like blinds or curtains have not been considered in this
study. Additionally, windows were assumed to remain closed at all times
to simplify the modelling. These simplifications may have slightly
overpredicted the thermal energy demand of the house.

With regards to the water-to-water HP system adopted in this work,
the source-side ground heat exchanger was not explicitly modelled in
TRNSYS to simplify the simulation. This assumption was made as
ground heat exchangers can provide water at a relatively stable tem-
perature throughout the year. Therefore, a constant water temperature
was assumed on the source-side of the heat pump.

Furthermore, in the simulation model separate hot water storage
tanks for space heating and DHW were considered to streamline the
implemented control strategy. However, these systems in practice are
often integrated into a single enclosure or a single tank, where separate
outlets for low-temperature space heating and high-temperature DHW
supply are utilised. Modelling these systems as separate units may
slightly influence system efficiency and control complexity.

As a final observation, the role of internal heat gains in the energy
consumption of buildings requires further scrutiny. While these heat

Fig. 29. Energy load met by the HP-based energy system under extreme weather conditions.
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gains may result in energy savings during colder months, they may also
lead to a reduced energy efficiency during warmer periods. These dy-
namics may shift in the future for traditionally cold-dominated countries
like the UK, where rising ambient temperatures and more frequent and
intense heatwaves due to global warming are expected. Such changes
could further amplify the cooling demand during summer. To mitigate
these challenges, ensure energy efficiency across seasons and balance
the benefits and drawbacks of internal heat gains under evolving cli-
matic conditions, adaptive strategies such as advanced control systems,
dynamic insulation, and improved thermal zoning could be considered.

6. Conclusion

A detailed dynamic simulation of an energy system considering a
TES-integrated reversible HP was presented in this paper. To accurately
determine the thermal performance of the system, detailed three-
dimensional modelling of a residential house based on a real building
located in Cardiff, UK, was conducted. Internal heat gains due to occu-
pancy, lighting, and electrical equipment were also incorporated along
with their utility schedules into the building model according to UK
building standards. The energy system was designed to meet space
heating and space cooling requirements in addition to the year round
demand for DHW. The performance of the reversible HP-based energy
system was compared with a typical gas boiler energy system to

Fig. 30. Energy load met by HP configuration a) July 2025 and b) August 2025.
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investigate the challenges in replacing conventional heat provision
systems. Furthermore, the performance of the HP-based energy system
was evaluated under extreme weather conditions based on future
climate projections.

The paper provides an initial framework to design a heat pump-based
energy system and evaluate its performance to fulfil residential thermal
demand. This approach could be used to inform building developers,
utilities, and local authorities on heating/cooling demand peaks, over-
heating risks, and energy efficiency of typical UK dwellings in a warming

world. The following conclusions are drawn from the present work:

• The multi-zone modelling approach adopted in this paper is suitable
to design and study the performance of other types of residential
dwellings (e.g. flats, semi-detached houses, fully-detached houses)
and help sizing low-carbon technologies to meet heating and cooling
demand. Such an approach is thus suitable to support the transition
to net-zero.

Table 8
ISO-17772 recommended profiles for internal heat gain.

Weekdays Weekend days

Time
(hours)

Occupant
(W/m2)

Equipment Occupant
(W/m2)

Light Occupant
(W/m2)

Total gain
(W)

Time
(hours)

Occupant
(W/m2)

Equipment
Occupant (W/m2)

Light Occupant
(W/m2)

Total gain
(W)

0 1.9 1.2 0 188.26 0 1.9 1.2 0 188.26
1 1.9 1.2 0 188.26 1 1.9 1.2 0 188.26
2 1.9 1.2 0 188.26 2 1.9 1.2 0 188.26
3 1.9 1.2 0 188.26 3 1.9 1.2 0 188.26
4 1.9 1.2 0 188.26 4 1.9 1.2 0 188.26
5 1.9 1.2 0 188.26 5 1.9 1.2 0 188.26
6 0.95 1.2 1.55 224.70 6 1.52 1.2 1.55 259.32
7 0.95 1.68 1.55 253.85 7 1.52 1.68 1.55 288.47
8 0.95 1.68 1.55 253.85 8 1.52 1.68 1.55 288.47
9 0.19 1.2 1.55 178.55 9 1.52 1.2 1.55 259.32
10 0.19 1.2 0.52 115.99 10 1.52 1.2 0.52 196.77
11 0.19 1.44 0.52 130.57 11 1.52 1.44 0.52 211.34
12 0.19 1.44 0.52 130.57 12 1.52 1.44 0.52 211.34
13 0.38 1.44 0.52 142.11 13 1.52 1.44 0.52 211.34
14 0.38 1.44 0.52 142.11 14 1.52 1.44 0.52 211.34
15 0.38 1.2 0.52 127.53 15 1.52 1.2 0.52 196.77
16 0.95 1.2 2.07 256.28 16 1.52 1.2 2.07 290.90
17 0.95 1.68 2.07 285.43 17 1.52 1.68 2.07 320.05
18 0.95 1.68 2.07 285.43 18 1.52 1.68 2.07 320.05
19 1.52 1.92 2.07 334.62 19 1.52 1.92 2.07 334.62
20 1.52 1.92 2.07 334.62 20 1.52 1.92 2.07 334.62
21 1.52 1.92 2.07 334.62 21 1.52 1.92 2.07 334.62
22 1.9 1.44 1.55 296.97 22 1.9 1.44 1.55 296.97
23 1.9 1.44 1.55 296.97 23 1.9 1.44 1.55 296.97

Fig. 31. Energy consumption of HP based energy system considering internal heat gain profiles from CIBSE and ISO.
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• Energy consumption of the reversible HP-based system was signifi-
cantly lower than for a conventional gas boiler-based system. For the
system under study in this paper, the HP energy system consumes
yearly around 1.58 times less energy than the gas boiler energy
system.

• The impact of internal heat gains for accurate modelling of a thermal
envelope of a building cannot be ignored. The yearly energy con-
sumption with and without internal heat gains varied by 15.5 % for
the HP-based system and 35.9 % in case of the gas boiler-based en-
ergy system.

• The cumulative yearly cost of operating the reversible HP-based
energy system is approximately 1.7 times higher than for a conven-
tional gas boiler-based energy system. These results must be inter-
preted with care as capital and installation costs were not considered
in the calculations. Subsidies or appropriate mechanisms may be
required to support electrification of heat to decarbonise the heating
and cooling sector.

• Based on future climate projections, frequent, intense, and severe
heatwaves are anticipated, which indicates an inevitable rise in
space cooling demand. Therefore, in addition to replacing equipment
contributing to greenhouse gas emissions with low-carbon and en-
ergy efficient technologies, special consideration must be given to
cooling needs while supporting heat decarbonisation pathways.
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Appendix A

This Appendix provides an explanation of the mathematical equations and assumptions used for the components employed in the TRNSYS model of
a dwelling.

A.1. THERMAL NODE / AIRNODE

Type56 (multi-zone building model) models the thermal behaviour of a building by dividing it into different thermal zones. The heat balance
equation is solved for each zone/air-node as shown in the schematic provided in Fig. A1. To use this component, a separate pre-processing program
must first be executed. A dynamic 3D-building simulation will be carried out by TRNSYS using the 3D drawing capabilities of Trnsys3d for Google
Sketch-up, then importing the geometrical information into the Type56.

Fig. A1. Heat balance on the air node.

The convective heat flux to the air node is expressed as

Q̇i = Q̇surf ,i+ Q̇inf ,i+ Q̇vent,i+ Q̇g,c,i + Q̇cplg,i + Q̇solair,i + Q̇ISHCCI,i (A.1)

where index i denotes the i-th air node, Q̇surf ,i is the convective gain from surfaces. Q̇inf ,i stands for the infiltration gain (air flow from outside only),
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given by

Q̇inf ,i = V̇ρcp
(
Toutside,i − Tair

)
(A.2)

where V̇ is the volumetric flow rate, ρ is the density, cp is the specific heat, Toutside,i is the temperature outside the air node, and Tair is the temperature of
the air. Q̇vent,i is the ventilation gain (air flow from a user-defined source, like an HVAC system), given by

Q̇vent,i = V̇ρcp
(
Tventilation,i − Tair

)
(A.3)

where Tventilation,i is the ventilation temperature. Q̇g,c,i is the internal convective gain (e.g. by people, equipment, illumination, radiators), and Q̇cplg,i is
the gain due to (connective) air flow from air node i or boundary condition, given by

Q̇cplg,i = V̇ρcp
(
Tzone,i − Tair

)
(A.4)

where Tzone,i is zone temperature. Q̇solair,i the fraction of solar radiation entering an airnode through external windows which is immediately transferred
as a convective gain to the internal air, and Q̇ISHCCI,i is the absorbed solar radiation on all internal shading devices of zone and directly transferred as a
convective gain to the internal air.

A.2. Heat pump performance

The TRNSYS Tess Library [64] contains several HP models, mainly aimed at modelling air-to-air or air-to-water HPs. Some types, such as Type927
or Type1221, simulate the operating conditions of a water-to-water HPs—single-stage and two-stage, respectively.

The Type927 HP model utilises a performance map. This means its results are based on information contained in user-supplied data files containing
catalogue data for the capacity and power draw as a function of entering load and source temperatures [65]. In the heating mode, Type927 calls the
TRNSYS Data subroutine with the entering source and load fluid. The Data routine accesses the heating performance data file and returns the HP’s
heating capacity and power draw. The HP’s COP in heating is given by:

COP =
Capheating
Ṗheating

(A.5)

where Capheating is heating capacity of HP and Ṗheating is the power drawn by HP in heating mode.
The amount of energy absorbed from the source fluid stream in heating is given by:

Q̇absorbed = Capheating − Ṗheating (A.6)

The outlet temperatures of the two liquid streams can then be calculated using:

Tsource,out = Tsource,in −
Q̇absorbed
ṁsourcecpsource

(A.7)

where Tsource,out is the temperature of liquid exiting the source side of HP, Tsource,in is the temperature of liquid entering the source side of HP, ṁsource is
mass flow rate of the liquid on the source side of HP, and cpsource is specific heat of the liquid on the source side of HP. For the load side,

Tload,out = Tload,in −
Capheating
ṁloadcpload

(A.8)

where Tload,out is the temperature of liquid exiting the load side of HP, Tload,in is the temperature of liquid entering the load side of HP, ṁload is mass flow
rate of the liquid on the load side HP, and cpload is specific heat of the liquid on the load side of HP.

In cooling mode, Type927 operates in much the same fashion as in heating mode. The Data routine accesses the cooling performance data file and
returns the machine’s cooling capacity and power draw. The HP’s COP in cooling is given by:

COP =
Capcooling
Ṗcooling

(A.9)

where Capcooling is cooling capacity of HP and Ṗcooling is the power drawn by HP in cooling mode.
The amount of energy rejected by the source fluid stream in cooling is given by:

Q̇rejected = Capcooling + Ṗcooling (A.10)

The outlet temperatures of the two liquid streams can then be calculated using

Tsource,out = Tsource,in +
Q̇rejected

ṁsourcecpsource
(A.11)

Tload,out = Tload,in+
Capcooling
ṁloadcpload

(A.12)
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A.3. Storage tank

Heat is transferred into and out of the storage tank through two fluid streams that mix with the storage. This problem can be resolved by solving the
differential equation:

dTtank
dt

=
Qin,tank − Qout,tank

Ctank
(A.13)

The storage tank model allows for the designation of stratification levels by specifying a number of tank nodes N. The tank is divided into N
horizontal nodes of equal size, each assumed to be isothermal. Node 1 is positioned at the top of the storage tank.

This model accounts for various heat transfers, including thermal losses to the environment through the top, sides, and bottom of the tank. It also
considers conduction between adjacent nodes, mixing between nodes to eliminate thermal instabilities, mixing due to load flow through the tank, and
auxiliary heat input.

The storage tank exchanges heat with its environment through losses or gains from the top, edges, and bottom areas. The model allows for the
specification of unique environmental temperatures for the top, bottom, and edges, enhancing flexibility. The heat transfer for tank node (j) from these
areas is:

Qloss,top,j = Atop,jUtop
(
Ttank,j − Tenv,top

)
(A.14)

where,Qloss,top,j is the heat loss from the top of node,Atop,j is the tank top surface area for thermal losses (all attributed to tank node 1),Utop is the storage
tank top heat loss coefficient and Tenv,top is tank environment temperature for losses through the top of the storage. The subscripts ‘bottom’ and ‘edges’
refer to the parameters corresponding to bottom and edges of the tank. The respective equations are:

Qloss,bottom,j = Abottom,jUbottom
(
Ttank,j − Tenv,bottom

)
(A.15)

Qloss,edges,j = Aedges,jUedges
(
Ttank,j − Tenv,edges

)
(A.16)

The nodes in the storage tank can interact thermally via conduction between nodes. The formulation of the conductivity heat transfer from tank
node j (is)

Qcond,j = kjAj
Tj − Tj+1

Lcond,j
+ kj− 1Aj− 1

Tj − Tj− 1

Lcond,j− 1
(A.17)

where kj is the thermal conductivity of fluid in node j, Aj is the conduction interface area between this node and the one below it and Aj− 1 is the
conduction interface area between this node and the one above it, Tj denotes temperature of jth node, Tj+1 and Tj− 1 are the tempertures of the nodes
directly below and directly above the jth node, Lcond,j represents vertical distance between the centroid of this node and the centroid of the node below,
and Lcond,j− 1 is the vertical distance between the centroid of this node and the centroid of the node above.

At times, the nodes in the storage tank may become thermally unstable (a node has a higher temperature than the node above). If this happens, the
model completely mixes any nodes that are unstable at the end of the timestep to avoid problems.

The storage tank relies on external controls to add or remove heat, allowing for the modelling of auxiliary heating effects such as electrical elements
or combustion heating. Users can input heat rates for each node in the tank through the model. For instance, an aquastat model might detect the
temperature at the top node and send a control signal to an auxiliary heater, which then adds heat to the bottom node until the top node reaches its
setpoint. Once this setpoint is achieved, the aquastat disables the control signal, stopping the heat input.

The differential equations for the tank nodes can be written as:

dTtank,j
dt

=
Qin,tank,j − Qout,tank,j

Ctank,j
(A.18)

where Qin,tank and Qout,tank are functions of the ambient temperature and the inlet fluid conditions and flow rates. Ttank,j is the temperature of the tank
node, and Ctank is the capacitance of the tank.

The coupled differential equations are solved using an approximate analytical method. While this solution is independent of the timestep, it re-
quires an iterative process within the subroutine to resolve the equations. The above equation can be expanded to:

dTtank,j
dt

=
Qaux,j − Qloss,top,j − Qloss,bottom,j − Qloss,edges,j − Qcond,j − Qflow,i,j − Qmix,j

Ctank,j
(A.19)

These equations are then placed in the form:

dT
dt

= aT+ b (A.20)

where T is the dependent variable, t is time, a is a constant and b may be a function of time or the dependent variable. If b is a constant, than the
solution of this differential equation can be readily solved. If b is not constant, then a reasonable approximation to the analytical solution can be found
by assuming that b is constant over the timestep and equal to its average value over the timestep.

At any time (for a not equal to zero):

Tfinal =
(

Tinitial+
bave
a

)

eaΔt −
bave
a

(A.21)
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where

bave = b(Tave) (A.22)

and

Tave =
1
aΔt

(

Tinital+
bave
a

)

(eaΔt − 1) −
bave
a

(A.23)

The values of a and b are found for each node. Term b holds the temperatures of other tank nodes. Temperatures in b are assumed to be constant for
the solution of the nodal differential equations at their average value over the timestep. The nodal differential equation is then solved, new final and
average nodal temperatures are calculated and the entire process is repeated until a converged solution is obtained.

A.4. Boiler

Type700 uses a simple efficiency equation to predict the energy required to heat a liquid to its setpoint temperature. The heater is capacity-limited,
making it similar to the standard TRNSYS Type6. However, Type700 differs by also considering combustion efficiency, reporting energy lost during
combustion and energy exhausted from the boiler stack.

If there is no liquid flow through the Type700 boiler, the model sets the output temperature and flow rate to match the input values. It also sets the
energy transferred to the fluid, energy lost during combustion, energy exhausted through the stack, fuel consumption, and part load ratio to zero. This
no-flow condition overrides the control signal, meaning the boiler can be ‘ON’ (control signal set to 1) but not meet the setpoint temperature if the
input flow rate is zero.

When there is liquid flow but the control signal is ‘OFF’, the model sets the output temperature and flow rate to match the input values, and
similarly sets all energy and fuel metrics to zero. If there is liquid flow and the control signal is ‘ON’, the model first calculates the energy required to
raise the liquid temperature from its inlet value to the setpoint using:

Q̇need = ṁfluidcpfluid(Tset − Tin) (A.24)

where, ṁfluid is the mass flow rate and cpfluid is the specific heat of the fluid, Tset is the setpoint temperature and Tin is the temperature of inflow fluid.

The required energy input Q̇need is limited by the device capacity (specified as a parameter) and cannot be negative. Therefore, if the inlet tem-
perature exceeds the setpoint temperature and the boiler control signal is ‘ON’, the device will not calculate a negative value for Q̇need. If Q̇need does not
exceed the device capacity, the energy transferred to the liquid stream (Q̇fluid) is set equal to Q̇need. The device is internally controlled to deliver only the
required amount of energy to the liquid stream. Consequently, the outlet temperature is set to the setpoint temperature, and the part load ratio (PLR) is
adjusted accordingly.

PLR =
Q̇need
Q̇max

(A.25)

where Q̇max is the maximum device capacity.
If the boiler is capacity limited because the required energy exceeds device capacity, Q̇fluid is set to Q̇max, the PLR is set to 1 and the outlet fluid

temperature is set according to:

Q̇fuel =
Q̇fluid
ηboiler

(A.26)

where ηboiler represents the boiler efficiency.
The energy exhausted from the device is given by:

Q̇exhaust = Q̇fuel(1 − ηcombustion) (A.27)

where ηcombustion represents the combustion efficiency.
And the energy lost during the combustion process is given by:

Q̇loss = Q̇fuel − Q̇exhaust (A.28)

A.5. Heating coil model

A simple heating coil model was adapted to estimate performance without needing detailed geometric characteristics of the coil. The model’s
parameters are solely the thermodynamic properties of the coil, requiring no specific manufacturer data. Based on the assumption of a constant heat
transfer coefficient (UA) for the coil regardless of inlet conditions, the simulation model calculates the coil design U-factor times Area (UA) values from
the design conditions.

First the capacity rates of the air (Cair) and liquid streams (Cliq) are calculated.

Cair = ṁair,rated
(
cpair +ωin,ratedcpvap

)
(A.29)
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Cliq = ṁliq,ratedcpliq (A.30)

where, ṁair,rated and ṁliq,rated are the rated mass flow rate of air and liquid streams, cpair is the specific heat of air, cpvap is the specific heat of vapor, cpliq is
the specific heat of liquid, and ωin,rated is the design inlet air humidity ratio.

Then the model iterates to find a UA for the coil which provides the outlet air temperature such that

Qrated = Cair
(
Tout − Tin,rated

)
(A.31)

where, Qrated is the rated capacity, Cair is the air capacitance, Tout is the outlet air temperature, and Tin,rated is the design Inlet Fluid Temperature.
The UA value for the coil is calculated only once per simulation, and in this version of the simple heating coil model, the UA is considered constant

regardless of the inlet conditions. During an iterative call, the component first checks for both air flow and liquid flow through the heating coil. If
either flow is zero, the outlet conditions are set to match the inlet conditions, and the component exits. If both air flow and liquid flow are present, the
component determines all inlet air and liquid properties before calculating the capacity rates:

Cair = ṁair
(
cpair +ωincpvap

)
(A.32)

Cliq = ṁliqcpliq (A.33)

where ṁair and ṁliq denote air and liquid mass flow rates, cpair, cpvap, and cpliq denote the specific heat of air, vapor and liquid. ωin is the inlet air
humidity ration.

The outlet temperatures are then calculated from the inlet conditions, the capacity rates, the UA for the coil, and the coil configuration. Since this is
an air heating process, the outlet air humidity ratio equals the inlet air humidity ratio. The total energy added to the air stream is then determined.

Qtotal = Cair
(
Tair,in − Tair,out

)
(A.34)

Appendix B

This Appendix provides the thermal capacitances adopted in the building models.

Table 9
Thermal capacitance of different zones adopted in the building model.

Zone Volume (m3) Air capacitance (kJ/K) Zone capacitance (kJ/K)

Kitchen (Sp1) 28.17 33.80 338.01
Living room (Sp2) 53.15 63.78 637.83
Bedroom 3 (single, Sp5) 15.02 18.02 180.24
Bedroom 1 (double, Sp6) 24.43 29.32 293.19
Bedroom 2 (single, Sp7) 19.43 23.31 233.11

Data availability

Relevant datasets produced for this paper have been made available
in the Cardiff University data repository at https://doi.
org/10.17035/cardiff.28152629.
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