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A B S T R A C T 

In the Milky Way and other main-sequence galaxies, stars form exclusively in molecular gas, which is traced by CO emission. 
Ho we ver, lo w-metallicity dwarf galaxies are often ‘CO-dark’ in the sense that CO emission is not observable even at the 
high resolution and sensitivities of modern observing facilities. In this work, we use ultra high-resolution simulations of four 
low-metallicity dwarf galaxies (which resolve star formation down to the scale of star-forming cores, 0.01 pc) combined with 

a time-dependent treatment of the chemistry of the interstellar medium, to investigate the star formation environment in this 
previously hidden regime. By generating synthetic observations of our models we show that the galaxies have high to extremely 

high dark gas fractions (0.13 to 1.00 dependent on beam size and conditions), yet despite this form stars. Ho we ver, when 

examined on smaller scales, we find that the stars still form in regions dominated by molecular gas, it is simply that these are far 
smaller than the scale of the beam (1.5 arcsec). Thus, while stars in CO-dark dwarf galaxies form in small molecular cores like 
larger galaxies, their cloud-scale environment is very different. 

Key words: stars: formation – galaxies: ISM – galaxies: star formation. 
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 I N T RO D U C T I O N  

tudies of tracers of molecular gas in the Milky Way and nearby spiral
alaxies have shown that there is a strong relationship between star
ormation and molecular gas (Kennicutt 1998 ; Krumholz & McKee
005 ; McKee & Ostrik er 2007 ; Lero y et al. 2008 ; Ostriker, McKee
 Leroy 2010 ; Bigiel et al. 2011 ). Ho we ver, in lo w-metallicity

ystems H 2 formation is inefficient due to the low dust content (Palla,
alpeter & Stahler 1983 ; Omukai, Hosokawa & Yoshida 2010 ),
hich prompts the obvious question of whether the relationship
etween molecular gas and star formation is the same in these systems
s in more metal-rich spirals. 

Unfortunately, it is difficult to answer this question purely observa-
ionally. Although H 2 is the most abundant molecule in the Universe,
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Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
t does not emit efficiently at the low temperatures ( ∼10 K) found
n the cold, dense phase of the interstellar medium (ISM) where
tar formation occurs. H 2 is a low-mass symmetric molecule with
o electric dipole moment, and as a result, its lowest accessible
otational transition occurs at ∼ 510 K (Dabrowski 1984 ; Goldsmith
t al. 2010 ). Collisional excitation of this transition in gas with a
emperature of a few tens of Kelvin is therefore almost impossible.
s a result we are forced to rely on alternative tracers of the molecular
as that do emit efficiently at low temperatures. Carbon monoxide
CO) is one such molecule due to its low excitation energy of ∼5 K
or the J = 1 −0 ground state transition. It is often used as a tracer
or H 2 in the ISM (see e.g. Bolatto, Wolfire & Leroy 2013 , Che v ance
t al. 2022 , and references therein). 

Ho we ver, the potential existence of clouds of ‘CO-dark’ molecular
as poses a problem in our understanding of the role that molecular
as plays in metal-poor star-forming galaxies. The greater ef fecti ve-
ess of H 2 self-shielding compared to CO self-shielding allows H 2 

o survive in the ISM at lower column and volume densities than CO.
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Table 1. Values used for the metallicity ( Z), dust-to-gas ratio (relative to the 
value in solar metallicity gas), cosmic-ray ionization rate of atomic hydrogen 
( ζH ), and UV field strength ( G 0 ). 

Model Z( Z �) Dust-to-gas ζH (s −1 ) G 0 

(Habing units) 

Z.10 G.10 0 .10 0 .10 3.0 ×10 −18 0 .17 
Z.10 G.01 0 .10 0 .10 3.0 ×10 −19 0 .017 
Z.01 G.10 0 .01 0 .01 3.0 ×10 −18 0 .17 
Z.01 G.01 0 .01 0 .01 3.0 ×10 −19 0 .017 
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e therefore expect to find regions of molecular gas with negligible 
O at the outskirts of giant molecular clouds (GMCs) (Wolfire, 
ollenbach & McKee 2010 ; Clark, Glo v er & Klessen 2012 ; Glo v er
 Clark 2016 ; Klessen & Glo v er 2016 ) and potentially also clouds

f H 2 that are completely CO-dark. If molecular clouds are therefore 
igger than predicted due to CO-dark gas then cloud properties and 
tar formation derived from CO could be misleading, leading to 
nderestimated results. 
In the Milky Way, estimates of the fraction of H 2 in CO-dark

egions range from f DG = 0 . 3 to 0.7 (Wolfire et al. 2010 ; Smith et al.
014 ; Seifried et al. 2020 ). Moreo v er, it has been suggested that there
ould be a metallicity scaling factor needed to convert CO luminosity 
o molecular mass to account for environmental conditions (Evans, 
im & Ostriker 2022 ). There are also indications that the value
ecomes much larger in metal-poor systems. For example, Che v ance 
t al. ( 2020b ) find that f DG > 0 . 75 in the 30 Doradus star-forming
egion in the Large Magellanic Cloud, Tokuda et al. ( 2021 ) find
 value of f DG ∼ 0 . 9 in the mall Magellanic Cloud (SMC), and
adden et al. ( 2020 ) report even larger fractions in their sample of
etal-poor dwarf galaxies. In cases where this CO-dark material is 
ell mixed with CO-bright molecular gas (as in Milky Way GMCs,

or example), its presence may explain some of the scale-dependence 
bserved in our estimates of X CO : measurements made on larger 
cales will tend to include more CO-dark H 2 and hence will yield
 larger value for X CO than measurements made on the scale of
ndividual CO-bright cores (Gong et al. 2020 , and references therein). 
o we ver, molecular clouds that are completely undetected in CO are
uch harder to account for without a good model of ho w f DG v aries
ith metallicity. 
Observations of star formation in dwarf galaxies that are uncor- 

elated with detectable CO emission (e.g. Cormier et al. 2017 ) may
herefore indicate that stars are forming in CO-dark molecular clouds 
n these galaxies. Ho we ver, as we expect star formation in low-
etallicity environments to be more strongly correlated with cold 

as than with molecular gas (Glo v er & Clark 2012 ; Whitworth et al.
022 ; Glo v er 2023 ), it is also possible that this star formation is
ccurring in clouds dominated by atomic rather than molecular gas. 
urther complicating efforts to distinguish between these scenarios 
bservationally is the fact that we expect star-forming regions to 
apidly decouple from their birth clouds on time-scales of only a few

yr (Onodera et al. 2010 ; Schruba et al. 2010 ; Grasha et al. 2018 ,
019 ; Kreckel et al. 2018 ; Kruijssen et al. 2018 , 2019 ; Schinnerer
t al. 2019 ; Che v ance et al. 2020a ), meaning that is is possible to
irectly observe the birth environments of only the very youngest 
egions. 

For this reason, numerical simulations are invaluable for helping 
s to better understand the relationship between H 2 , CO and 
tar formation in metal-poor CO-dark galaxies. In this paper, we 
nalyse results from four extremely high-resolution hydrodynamical 
imulations of very low-metallicity dwarf galaxies, in which we 
ave independently varied the metallicity ( Z = 0 . 1 , 0 . 01 Z �) and
he strength of the interstellar radiation field (ISRF; G 0 = 0 . 1 , 0 . 01).

e select several 100 pc by 100 pc sub-regions from within each of
he models and post-process them to produce synthetic observations 
f the inte grated v elocity of 12 CO J = 1-0, W CO(1 −0) . Using these
ynthetic emission maps, we determine the dark gas fraction of each 
odel. We look at the stellar ages of all sink particles in each model

nd compare their ages and distribution to the density distribution of
olecular gas, cold gas and CO. We also investigate the effects of

bservational beam size and selection bias. 
The structure of our paper is as follows. In Section 2, we describe

ur simulations and the increase in resolution. In Section 3 , we
escribe the CO distribution, radiative transfer model applied to 
btain the synthetic observations and dark gar results. In Section 4 ,
e present a discussion of the star-forming region in the simulations

n terms of the age distribution and relation to gas density. We discuss
he caveats of our study in Section 5 and provide a summary of the
ork in Section 6 . 

 M E T H O D  

.1 Numerical model 

.1.1 Basic parameters 

he models we use in our analysis were first presented in Whitworth
t al. ( 2022 , hereafter Paper I ). We modelled four metal-poor
solated dwarf galaxies (denoted hereafter as Z.10 G.10, Z.10 G.01, 
.01 G.10, and Z.01 G.01) using the AREPO moving mesh hydrody-
amical code (Springel 2010 ), varying both the metallicity (Z) and
SRF (G); see Table 1 for details of the variables. 

For the work presented in this study, we reran new versions of
hese simulations starting from 1 Gyr and continuing for 15 Myr to
nsure we are in a steady state period of galactic evolution, with
n increased resolution across the box (see Section 2.1.2 ) and made
ynthetic observations of selected regions with the radiative transfer 
ode POLARIS . Fig. 1 shows the full gas distribution of our models at
he point of analysis in this paper. In the remainder of this section, we
resent a brief o v erview of the simulations, but we refer the reader
o Paper I for a more detailed description. 

AREPO solves the hydrodynamic equations on an unstructured 
oronoi mesh which allows the cells to mo v e with the local gas
elocity. After each timestep, the mesh is reconstructed. This means 
he spatial resolution of the mesh can vary naturally with the local
ensity of the gas, while a v oiding the substantial mesh distortion. By
efault, AREPO refines and/or derefines the mesh to keep the mass
f each mesh cell within a factor of 2 of a base mass resolution,
hich in Paper I we took to be 100 M � for the first 300 Myr of

he simulation and 50 M � thereafter (see Section 2.1.2 for a more
etailed discussion on resolution). This default refinement criterion 
s supplemented by an additional Jeans refinement criterion: We 
nsure that the Jeans length is resolved by at least eight mesh cells
hroughout the simulation in order that gravitationally collapsing 
as is resolved and artificial fragmentation is a v oided (Jeans 1902 ;
ruelo v e et al. 1997 ; Federrath et al. 2011 ). In the simulations from
aper I , this yields a cell size of ∼ 0 . 16 pc at the sink density threshold
f 10 4 cm 

−3 . In the new simulations presented in this paper, the cell
ize at sink formation is smaller, ∼ 0 . 02 pc, owing to our base mass
ow being set at 1 M � and our choice of a higher density threshold
or sink particle formation. Further details can be found in Fig. 2 and
ection 2.1.2 . 
Our model dwarf galaxies are set up as isolated systems with a

table disc consisting of two components: a dark matter halo and a
MNRAS 536, 2936–2955 (2025) 
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M

Figure 1. Molecular surface density (N H 2 ) is shown on top of H I surface density (N H I ). These are shown at 1.015 Gyr time when we begin our analysis. 
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aseous disc. A stellar population is not included in the initial set
p, but instead forms naturally o v er time as the gas forms stars. For
he dark matter halo, we use a spheroidal Hernquist ( 1990 ) profile
ollowing: 

sph ( r ) = 

M sph 

2 π

a 

r ( r + a ) 3 
, (1) 

here r is the radius of the sphere, a is the scale length of the halo
7.62 pc), and M sph is the mass of the halo, which we take to be
.99 ×10 10 M �. 
The gaseous disc component in the initial models from Paper I

ollows a double exponential density profile: 

disc ( R, z ) = 

M disc 

2 πh z h 

2 
R 

sech 2 
(

z 

2 h z 

)
exp 

(
− R 

h R 

)
, (2) 

here R is the disc radius and z is its height, h z and h R are
he scale height (0.35 kpc) and scale length (0.82 kpc) of the disc,
espectively, and M disc is the mass (8 . 00 × 10 7 M �) of the disc. The
nitial conditions were generated using the method from Springel
 2005 ) and chosen to be broadly comparable to Hu et al. ( 2016 ). 
NRAS 536, 2936–2955 (2025) 
The chemical and thermal evolution of the ISM is modelled using
 non-equilibrium, time-dependent chemical network based on the
 ork of Gong, Ostrik er & Wolfire ( 2017 ) with the modifications dis-

ussed in Hunter et al. ( 2023 ). This network allows us to directly trace
he non-equilibrium chemical abundances of nine chemical species
H 2 , H 

+ , C 

+ , CH x , OH x , CO, HCO 

+ , He + and Si + ; note that OH x 

nd CH x are composite species representing hydroxyl and related
ompounds, and light hydrocarbons (CH, CH 

+ , etc.) respectively].
he abundances of a further eight species (free electrons, H, H 

+ 

3 , C,
, O 

+ , He and Si) follow from conservation laws or the assumption of
hemical equilibrium. Shielding from dust, as well as H 2 and CO self-
hielding, are modelled using the TREECOL algorithm (Clark et al.
012 ), with a maximum shielding length of 30 pc. Radiative heating
nd cooling are modelled using the atomic and molecular cooling
unctions from Clark et al. ( 2019 ). The values of the metallicity
(Z �), dust-to-gas ratio (in units of the solar neighbourhood value),
osmic-ray ionization rate, and ultraviolet (UV) field strength G 0 

in Habing units) that are adopted in each simulation are listed in
able 1 . Initially, the gas is fully atomic with a temperature of T =
0 4 K. 
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Figure 2. Ef fecti ve cell radius, r cell , as a function of number density. The 
ef fecti ve radius is defined as the radius of a sphere that has the same volume 
as the cell. The dashed lines mark a cell size of 1 pc and a number density of 
n = 10 cm 

−3 . This is for model Z.10 G.10 but the results for the other models 
are very similar. 

Table 2. Sink particle and resolution parameters used. 

ρc (g cm 

−3 ) 2 . 4 × 10 −19 

n (cm 

−3 ) 10 5 

r acc (pc) 0.01 
Softening Length (pc) 0.01 
Max sink mass (M �) 1000 
Base cell mass (M �) 1 
εSF 0.32 
r SNe (pc) 5 

Notes . ρc is the mass density threshold for sink creation, n (cm 

–3 ) is the 
corresponding number density, r acc is the sink accretion radius, the softening 
length is the initial softening length for the gas cells before adaptive softening 
starts, the base cell mass is the target mass of the cell that can vary by a up to 
a factor of 2 (and may be further refined to resolve the Jeans length), εSF is 
the star formation efficiency and r SNe is the radius of scatter for SNe around 
the sink particle. 
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.1.2 Resolution 

lthough the models presented in Paper I were carried out at 
igh resolution, with a minimum cell size of ∼ 0 . 16 pc at the
ensity threshold for sink formation ( n = 10 4 cm 

−3 ), this is not
ufficient to capture the transition from atomic to molecular gas at 
hese metallicities. Therefore, in our re-simulations, we increase the 
esolution limits across the whole simulation box from the models in 
aper I . We use the same Jeans refinement strategy, but increase the
ensity threshold for sink particle formation to n = 10 5 cm 

−3 and 
ecrease the sink accretion radius and softening length accordingly. 
e also adopt a much smaller base gas mass of 1 M �. The new

arameters can be seen in Table 2 . The resulting cell size as a function
f density is shown in Fig. 2 . We see that at the density threshold for
ink particle formation, the cell size is approximately 0.01 pc. This
mpro v ed resolution and range of resolvable densities are sufficient to
apture the atomic-to-molecular transition at the metallicities studied 
n this paper (Glo v er & Clark 2012 ). 

The new models were run for 15 Myr using the snapshots at 1 Gyr
rom the models in Paper I as initial conditions. We choose to start
rom 1 Gyr as by this time the simulations are in a steady state with
o large-scale variations in star formation or chemical evolution for a
ignificant number of Myr. We choose to run for an additional 15 Myr
o that the models form a complete new set of sink particles, as o v er
his time-scale all the sinks formed at the previous resolution will
ave most likely been turned into star particles. This also ensures that
he gas structures we analyse have been resolved at high resolution
or their entire life cycle and that the chemistry has had time to react
nd settle with typical molecular cloud lifetimes being of the order a
ew tens of Myr (Inutsuka et al. 2015 ). 

.1.3 Star formation 

ur treatment of star formation is based on an accreting sink particle
odel (Tress et al. 2020 ). Sink particles are used to replace gas cells

enser than a threshold ρc of 2 . 4 × 10 −19 g cm 

−3 (number densities
f 10 5 cm 

−3 ) that also satisfy the following criteria: 

(i) The gas flow must be converging with both the velocity 
ivergence and the acceleration divergence being negative. 

(ii) The region must be centred on a local potential minimum. 
(iii) The region must not fall within the accretion radius of an

xisting sink particle. 
(iv) The region should not move within the accretion radius of any

ther sink particle in a time less than the local free-fall time. 
(v) The region within the accretion radius must be gravitationally 

ound. 

In our new simulations, we adopt an accretion radius of r acc = 0 . 01
c for the sink particles. At this scale, therefore our sinks correspond
o the gas going into star formation within an individual star-
orming core. Ho we v er, as we do not hav e sufficient resolution to
apture fragmentation on the scale of these individual cores, our sink
articles represent stellar systems rather than individual stars (i.e. 
ome fraction of them will be binaries, triples, higher order multiples,
r unbound associations of stars). To attribute an appropriate stellar 
opulation to each sink, we stochastically sample from a prescribed 
nitial mass function (IMF) using the method described in Sormani 
t al. ( 2017 ). In Paper I , the maximum mass of each sink was fixed
o 200 M �, but we here increase it to 1000 M � so that more massive
tars are included in the stochastic sampling of the stellar IMF if the
onditions require it. We also increase the star formation efficiency 
 εSF ) of each sink from 0.10 in Paper I to 0.32 here, i.e. 32 per cent
f each sink’s mass is converted into stars, with the rest remaining
s (unresolved) gas. This increase in εSF accounts for the greater 
esolution of our new simulations, which comes closer to capturing 
he actual star -forming scale, b ut also reflects the fact that even at
his higher resolution, not all of the gas entering the sink is likely
o end up in a star. The precise value we choose for εSF in our new
imulations is a conserv ati ve estimate, based on Matzner & McKee
 2000 ). 

Once formed, a sink is allowed to accrete gas mass from surround-
ng gas cells that lie within r acc , have densities abo v e ρc and that are
ravitationally bound to the sink. Cells satisfying these criteria lose 
ufficient gas to reduce their density to ρc , although for stability, we
imit the mass accreted from a cell to 90 per cent of its initial mass. 

.1.4 Feedback 

n the simulations presented in this work, we account for two forms
f stellar feedback: supernova (SN) explosions and photoionization 
f the gas by UV photons emitted by massive stars. 
MNRAS 536, 2936–2955 (2025) 
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F or ev ery star with a mass of ≥ 8 M � we generate an SN at the end
f its lifetime. The lifetime is w ork ed out from the stars mass in table
5.6 of Maeder ( 2009 ). We select the location of the SN randomly
ithin a sphere of 5 pc centred on the sink particle ( r SNe ). The SN

njects energy or momentum into the surrounding ISM (Bubel 2015 ;
mith et al. 2020 ; Tress et al. 2020 ). A sphere of 32 cells around the
N remnant defines an injection radius ( R inj ), which on average is

28 pc. This is then compared to the SN remnant radius at the end
f its Sedov–Taylor phase ( R sr ). If R sr > R inj , AREPO injects 10 51 erg
f thermal energy into the gas and sets the ionization fraction to 1.0
n all of the cells within R inj . If R inj > R sr , the Sedov–Taylor phase is
nresolved, then momentum is injected instead, the gas temperature
s set to 10 4 K and the gas fully ionized. 

Along with energy or momentum, each SN also returns a fraction
f the sink mass to the ISM. This accounts for the fact that the
ajority of the gas accreted by the sink does not form stars (since

SF < 1) and in reality would be returned to the diffuse ISM when
he star-forming cloud is dispersed. To compute the mass returned
y each SNe, we first determine the number of SNe associated with
he sink, N SN . The ejected mass then follows as 

 ej = 

M sink − M stars 

N SN 
, (3) 

here M sink and M stars are the mass of the sink and the mass of stars
ormed by the sink, respectively. The ejected mass is distributed
niformly within the injection radius. A more detailed explanation
an be found in Tress et al. ( 2020 ). 

After the final SNe has been generated, the mass remaining in
he sink particle will only be the mass of stellar objects. The sink
article is then converted into a collisionless N -body star particle.
ink particles that do not contain any massive stars and that hence
enerate no SNe are converted to star particles after 10 Myr. The mass
f the star particle is based on εSF with the remaining gas returned to
he surrounding gas cells. 

We also include photoionization from massive stars. Photoion-
zation plays a crucial role in the evolution of the ISM because
t injects energy and momentum into the surrounding medium at
arly times, which alters the environment in which the SNe later
xplode (Klessen & Glover 2016 ). Massive stars emit UV radiation
hat heats up and ionizes the surrounding ISM which leads to an
xpansion of the gas in regions close to the star. As a consequence,
hen a massive star explodes as a SN, it does so in a more diffuse

egion, rather than a dense molecular cloud. As a consequence, the
nergy and momentum generated by the explosion are less efficiently
ransferred to the surrounding dense gas. This leads to less disruption
f the cloud and likely a reduction in the formation of dense regions
V ́azquez-Semadeni et al. 2010 ; Walch et al. 2012 ; Dale et al. 2014 ;
ales et al. 2014 ; Iffrig & Hennebelle 2015 ). It also acts as a pressure
upport against the collapse of the gas surrounding the star and can
revent clustering of SNe (Smith et al. 2021 ). Therefore, if we want
o properly model the ISM and feedback from SNe on small scales
hen it is important that we include feedback from photoionization. 

The photoionization model adopted in this work is a Str ̈omgren
olume approximation similar to the schemes used in Hopkins,
uataert & Murray ( 2012 ) and Hu et al. ( 2017 ). When a sink
article contains one or more stars of mass M > 8 M �, we treat
t as a source of ionizing radiation. In this work, we use a simplified
outine for computational efficiency that is an approximation and
reats the photoionization as if produced by stars of a single mass.

e find that for the scales we are studying in these models this is a
ood approximation, but appreciate that this is not a realistic case.
e assume that each massive star emits ionizing photons at a rate
NRAS 536, 2936–2955 (2025) 
0 49 s −1 and compute the total ionization rate for the sink, S ∗, by
umming up the total number of massive stars that it contains that
ave not yet exploded as SNe. Given S ∗, we then determine the set
f cells that should be ionized. To determine whether a cell should
e ionized, the code walks through the cells around the sink in order
f increasing radial distance (up to a maximum radial distance of
0 pc). For each cell, we determine whether the ionizing flux from
he sink is able to maintain it in an ionized state by computing the
ate at which recombinations would occur within the cell if it were
ully ionized. This is given by 

 c = βn 2 e V cell , (4) 

here β = 2 . 56 × 10 −13 cm 

3 s −1 is the case B recombination coef-
cient at 10 4 K, n e is the number density of electrons (assuming
ully ionized gas), and V cell is the volume of the cell. This is then
ompared with the ionization rate of the sink. If S ∗ > R c , the cell
s flagged as ionized, the ionizing flux is updated to the new value
 ∗, new = S ∗ − R c , and we mo v e on to the next cell. This process

erminates once S ∗ < R c . 
If a cell is flagged as ionized, its hydrogen ionization fraction

s immediately set to 1.0 and its temperature is set to 10 4 K (if
t were initially below this; for cells with initial temperature T >
0 4 K, we retain the original value). We prevent flagged cells from
ooling below 10 4 K and also skip the chemical update for these
ells, which has the effect of disabling H 2 formation within them.
he implementation can also cause ionized regions to overlap if sink
articles are in close proximity to each other. To deal with this, once
 cell is flagged as ionized it is skipped by the routine if it tries to
onize it a second time. 

We note that our photoionization routine has some limitations.
ur assumption that every massive star produces ionizing photons at

he same rate yields roughly the right ionizing flux for young stellar
lusters (age < 4 Myr; see e.g. Leitherer et al. 1999 ) with a fully
ampled IMF, but substantially o v erpredicts the flux coming from
lder clusters or ones that are not massive enough to completely
ample the IMF ( M < 10 4 M �) (Cervi ̃ no et al. 2003 ). In our current
imulations, we adopt this approach on pragmatic grounds: our main
im in including photoionization is to ensure that any SN that explode
o so in the correct environment. We therefore prefer to err on the side
f making photoionziation too ef fecti ve in order to more efficiently
lear the surrounding gas before the first SN. 

 H OW  WELL  D O E S  C O  T R AC E  M O L E C U L A R  

A S  IN  DWA R F  GALAXI ES?  

efore, we investigate the star formation within the simulations,
e first consider how our models would appear when observed in
O. In the following analysis, we restrict ourselves to a 3 kpc box
ontaining the inner galaxy as outside of this limit we find little to no
O, especially in the Z.01 models and a rapidly decreasing molecular
as distribution. 

.1 CO distribution 

ig. 3 shows the molecular gas distribution of the galaxies in blue.
n all models, substantial reservoirs of H 2 exist within the ISM. On
op of this, we plot the true density of CO Gaussian-smoothed with
 kernel of 4.5 pc, reminiscent of the ALMA beam of 14.7 arcsec
ased on Band 3 observations of the SMC using a 7 m baseline for
2 CO J = 1-0 line transition maps (Sano et al. 2019 ) taken from the
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Figure 3. Gaussian-smoothed CO surface density ( N CO ) to 4.5 pc shown on top of an unsmoothed map of H 2 surface density ( N H 2 ). The black dots represent 
sink particles. We can see that in all models there are regions of H 2 that are not traced well or at all by CO. When we vary the ISRF independently of the 
metallicity there are large changes in the CO distribution, most notable between the two models on the left, Z.10 G.10 and Z.10 G.01, where the bottom plot has 
an ISRF an order of magnitude lower. 
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LMA Science Archive website (Stoehr et al. 2020 ) 1 looking at the
mall Magellenic Cloud. Clearly, there are many H 2 clouds that are 
ot traced by any CO. Fig. 4 shows the same map but includes the
nsmoothed CO surface density. 
To quantify the mismatch between the H 2 and the CO, we calculate

he area-filling fraction for N CO (AFF CO ) and also for N H 2 (AFF H 2 ).
he area-filling fraction is defined here as the fractional area co v ered
y lines of sight with N H 2 ≥ 10 15 cm 

−2 or N CO ≥ 10 10 cm 

−2 (in the
nsmoothed map), that is how much of the projection area is co v ered
y the gas divided by the area of the projection box (Area proj ) in
ig. 3 , a 3 by 3 square kpc region. We choose these limits to see

he distribution of H 2 in more diffuse gas and if any structures form
nd the CO that traces the densest part of the molecular gas, regions
hat may be seen through observations. In the CO, we go to lower
 https:// almascience.eso.org/ aq/ 

o  

o  

b  

f  

W  
ensities than are likely to be observed due to the sparse distribution
n the discs: 

FF H 2 = 

Area N H 2 ≥ 10 15 cm 

−2 

Area proj 
, (5) 

FF CO = 

Area N CO ≥ 10 10 cm 

−2 

Area proj 
. (6) 

able 3 shows the area-filling fractions for the different models. The
lling fraction for H 2 varies from 1 to 50 per cent of the studied
isc area for the models, but for CO it is far smaller, being only
.02–10 per cent. The relative filling fraction of H 2 and CO varies
reatly between the models demonstrating how sensitive the CO is to
he local shielding and ISRF. As the ratio of the area-filling fraction
f CO to H 2 is below 0.5 in all cases it is clear that the majority
f area is likely to be CO dark. To see what the relationship is in a
roader context, we also plot N CO against N H 2 and the normalized
ractional abundances for H 2 (red line) and CO (blue line) in Fig. 5 .

e define the normalized fractional abundance as f i = 1 for the
MNRAS 536, 2936–2955 (2025) 
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Figure 4. CO surface density ( N CO ) is shown on top of the H 2 surface density ( N H 2 ). The black dots represent sink particles. We can see that in all models 
there is very little CO and need the beam to smooth the CO so we can visualize it. 

Table 3. Area-filling fraction of H 2 and CO in the different simulations, 
defined as the fraction of the area with a surface density greater than 
10 15 cm 

−2 (for H 2 ) or 10 10 cm 

−2 (for CO). 

Species Z.10 G.10 Z.10 G.01 Z.01 G.01 Z.01 G.10 

H 2 0 .109 0 .501 0 .085 0 .011 
CO 0 .007 0 .108 0 .003 0 .00022 
Ratio 0 .067 0 .215 0 .031 0 .019 

Notes. In the final row of the table, we show the ratio between the two 
filling fractions, CO/H 2 . This is extremely sensitive to the local shielding 
environment and varies significantly between the models. 
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eak abundance of species i, We see little variability in the N CO / N H 2 
atio, especially in the densest gas, with all models having a slope of

1 . 1. This linear relation is different to that seen by Hu et al. ( 2022 ),
ho report clear differences between three different regimes. This is

ikely to come from the fact that we sample the entire galactic disc,
hich co v ers man y different environments, whereas Hu et al. ( 2022 )
nly focus only a single cloud. In all models, we see H 2 forming at
ower densities than CO. 
NRAS 536, 2936–2955 (2025) 
.2 Identifying regions 

he next question, is whether, for the regions where both CO and H 2 

re present, the CO emission is observ able. Radiati ve transfer post-
rocessing of the entire disc at the resolution necessary to resolve
ndividual CO-bright cores is too computationally e xpensiv e to be
ractical. Furthermore, given the results above, it is also unnecessary,
ince CO is absent from the majority of the galactic disc. Instead,
e look at a set of 100 pc 3 regions in each model. This allows us to

apture multiple scales of structures, from filaments to GMCs, and to
ully sample the diffuse, CO-dark gas connected to those structures.

In order to identify regions to study, we take the CO surface
ensity projection after 15 Myr. We smooth the projection with a 2D
aussian kernel with a standard deviation ( σ ) set to 10 pc, which is
n the scale of beams used to observe molecular clouds in the SMC
Che v ance et al. 2022 ). By using astrodendro, 2 we define regions of
O that have surface densities exceeding 10 10 cm 

−2 , with each level
n the dendrogram representing an order of magnitude increase in

http://www.dendrograms.org
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Figure 5. Left panel: the mass-weighted number density of H 2 ( N H 2 ) and CO ( N CO ) for each model. The black line shows the fitted slope to the data which is 
∼ 1 . 1 for each model. Right panel: the normalized fractional abundance of H 2 and CO for each model in relation to total gas number density. 
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urface density. We also ensure that each level includes at least 10
ix els, where each pix el in the projection is (5 pc) 2 . This allows us
o identify various different structures within the gas. We show the 
egions selected from each model in Appendix A . 

Once we have defined the CO surface density distribution using 
he dendrograms, we choose each region based on the peak Gaussian 
moothed density within the CO structure, selecting each region so 
hat the peak smoothed surface density sits at the centre of a 100 pc
ox. This allows us to find a variety of different structures and CO
istributions from each model with peak surface densities ranging 
rom 10 10 to 10 15 cm 

−2 . We do this to be reflective of the range of
nvironments within the models. It can be seen in Figs 3 and 4 that
O e xists in man y different parts of the galaxy and does not al w ays

eem to trace the molecular gas well. 

.3 Radiati v e transfer post-processing 

o calculate the dark gas fraction ( f DG ) of the regions, we perform
adiative transfer using POLARIS 3 (Polarized Radiation Simulator, 
ee Reissl, Wolf & Brauer 2016 and Brauer et al. 2017 for further
etails). We use the converter from Izquierdo et al. ( 2021 ) to setup
he POLARIS simulations using the same mesh as the AREPO snapshot
o a v oid degrading our resolution. We perform this step for each of
he regions chosen above, though we note that this does not result
n a global, disc averaged, ( f DG ) as we are excluding large volumes
f the diffuse molecular gas. Looking at Fig. 3 , we can see there are
ultiple H 2 -rich regions that are not associated with CO, even when

ooking at the smoothed CO distribution. 
POLARIS solves the radiative transfer equation for line emission 

nd has to estimate the level populations. For this work, we use
he large velocity gradient approximation. In this approximation, 
OLARIS calculates the level population for each cell in the grid 
sing only local properties, under the assumption that line photons 
mitted by more distant gas are Doppler shifted out of the line
nd hence do not interact. To produce the synthetic emission 
aps, we use the 12 CO J = 1-0 ground-state rotational transition.
hen calculating collisional excitation and de-excitation rates, we 
 http:// www1.astrophysik.uni-kiel.de/ ∼polaris 

w  

i
w  
ssume that collisions with H 2 dominate, since most of the CO is
ound in H 2 -rich gas. We use collisional rate coef ficients, radiati ve
ransition probabilities and energy levels from the Leiden Atomic 
nd Molecular Database (LAMDA) (Sch ̈oier et al. 2005 ). Using
hese, we run POLARIS on each of the 48 selected regions as defined
n Section 3.2 to calculate a position–position–velocity (PPV) cube 
f line emission for that region. Each PPV cube has 67 velocity
hannels with a channel width of �v = 0 . 6 km s −1 . This is moti v ated
y the work of Glo v er & Smith ( 2016 ), who show that the average
ound speed of CO-dark molecular gas in simulated Milky Way-like 
alaxies is c s = 0 . 64 km s −1 ; we assume that the sound speed in the
ower metallicity systems studied here is unlikely to be smaller than
his value. We also use a Line of Sight velocity range of v min = −20
o v max = 20 km s −1 , as outside of this range there is very little CO
nd extending the considered range beyond this has a minimal effect
n the results. After converting the PPV cubes into temperature and
elocity units, we then integrate with respect to velocity to derive the
ntegrated intensity of 12 CO J = 1-0, W CO . 

To simplify comparisons to observations, we set the distance to the
ource from the observer to be 62.1 kpc, the distance to the SMC (see
raczyk et al. 2014 ). We compare to the SMC due to its similar mass,
 . 2 × 10 8 M � (Harris & Zaritsky 2004 ), and metallicity, Z = 0 . 1 Z �
Harris & Zaritsky 2004 ), to our fiducial model, where our total gas
ass is ∼ 8 × 10 7 M �. Since the SMC is our closest metal-poor

ompanion this represents a best-case scenario for the observation of 
O in such environments. The full selection of regions upon which

adiative transfer was performed and their calculated CO emission is 
hown in the Appendix in Fig. A1 . 

.4 CO-dark gas 

o compute the CO-dark fraction of each region in the sub-sample,
e define 

 DG = 

M 

W CO 
H 2 

M 

Tot 
H 2 

, (7) 

here M 

W CO 
H 2 

is the mass of H 2 along lines of sight that have integrated
ntensities W CO < 0 . 1 K km s −1 and M 

Tot 
H 2 

is the total mass of H 2 

ithin the 100 pc 3 region, which is easily measured using the
MNRAS 536, 2936–2955 (2025) 
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Figure 6. Cumulative fraction of the total H 2 mass located in regions with W CO less than or equal to the listed value, plotted as a function of W CO for all models. 
The top four plots with blue lines are for when observed with a 14.7 arcsec beam. The bottom four plots with red lines are for a 1.5 arcsec beam. The solid 
black line shows the mass-weighted average of the regions for each model and the dashed line shows a value of W CO = 0 . 1 K km s −1 . We consider molecular 
gas located in regions with CO-integrated intensities smaller than this value to be CO-dark. 
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nderlying simulation. Note that in our calculation of M 

W CO 
H 2 

, we
gnore any contribution by gas outside of the 100 pc 3 region, to
nsure we can make a meaningful comparison with M 

Tot 
H 2 

. 
In Fig. 6 , we plot the cumulative H 2 mass as a function of
 CO for each model at two different beam sizes. We choose two

ifferent beam sizes based upon ALMA observations of the SMC, the
4.7 arcsec as discussed in Section 3.1 as well as a smaller 1.5 arcsec
eam based on a 12 m baseline for 12 CO J = 1-0 line transition map
Sano et al. 2019 ). We use ALMA beam sizes as we are synthesizing
NRAS 536, 2936–2955 (2025) 
MC-like CO observations where the peak intensities are almost
oint-like sources. We note that our synthetic images are not the
ame as what one would actually observe using an interferometer,
s we have not accounted for interferometric filtering of large-scale
mission. Ho we ver, in practice, this simplification is likely to have
ittle impact on our results, as there is little extended bright CO
mission in any of these systems. The black line in each panel in
ig. 6 represents the mass-weighted average relationship between
umulative H mass and W for each simulation and beam size
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Table 4. Dark gas fractions ( f DG ) for the two beam sizes across all regions 
within the sub-sample of representative regions where CO is present. We can 
see that f DG is high for all models. 

Model 14.7 arcsec 1.5 arcsec 

Average Z.10 G.10 1 .00 1 .00 
Average Z.10 G.01 0 .49 0 .13 
Average Z.01 G.01 1 .00 0 .59 
Average Z.01 G.10 1 .00 0 .50 
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ith the blue and red lines representing each individual region. The 
alues for each region are shown in full in Appendix A , but we
ummarize the averages here in Table 4 . 

We see that when the CO emission is smoothed with a large beam,
ery few of our analysed regions have detectable CO emission. In
imulation Z.10 G.10, all of the selected regions have a CO-integrated 
ntensity � 0 . 1 K km s −1 , and the same is true for almost all of
he regions in simulation Z.01 G.01. In simulation Z.01 G.10, a 
ew regions have integrated intensities slightly above our detection 
hreshold, although the average over all regions lies below the thresh-
ld. In all three of these simulations, the dark gas fraction is therefore

100 per cent, i.e. CO observations will miss essentially all of the
 2 in these systems. The only case in which significant amounts of
etectable CO emission is present is simulation Z.10 G.01, and even 
n this case many of the selected regions are CO-dark and the dark
as fraction is large ( f DG = 0 . 55). 

Smoothing the CO map with a smaller beam, which better 
atches the actual size of the CO-rich cores, makes it easier to find

egions with detectable CO emission, particularly in runs Z.10 G.01 
nd Z.01 G.10. Ho we ver, e ven in this case, many regions remain
ndetectable and the dark gas fraction remains high, ranging from 

0–100 per cent. In all cases, even in the rare cases where CO is
resent within the molecular gas, it is unobservable for the majority 
f regions. When we look at the mass-weighted average for the 
egions we find that model Z.10 G.01 has much of its molecular
ass in regions that are CO-bright according to the definition used 

ere, although still considerably fainter than would be typical for 
MCs in the Milky W ay. W e note, ho we ver, that this is an average
 v er our selected regions and not the galaxy as a whole, and hence
ay be biased towards regions with higher W CO . 
We also look at the X CO conversion factor for each region; see

ppendix A1 for details of how we calculated this. We find that
here is large variability in the value of X CO in regions where we
ave CO-bright gas. This is in line with both recent observational 
Ramambason et al. 2023 ) and numerical (Hu et al. 2022 ) results. 

 T H E  STAR-FORMING  E N V I RO N M E N T  

he results presented in the previous section demonstrate that the 
ajority of the molecular gas in our simulated low- metallicity dwarf 

alaxies is CO-dark. Ho we ver, we also know that these galaxies are
tar-forming, despite their lack of observable CO, as shown in Paper 
 . It is therefore clear that these galaxies will deviate from the L CO –
tar formation rate correlation observed in metal-rich spirals, in line 
ith what is observed in real dwarf galaxies (Schruba et al. 2012 ).
o we ver, there remains the question of whether stars in these systems

orm in clouds that are dominated by H 2 (i.e. in CO-dark molecular
as), or whether their birth environment is dominated by cold atomic 
as. In this section, we use the results of our simulations to attempt
o distinguish between these two scenarios. 
H  
.1 Sink age versus density 

t the resolution achieved in our resimulations ( ∼ 0 . 01 pc at the
ensity threshold for sink formation), it is reasonable to take each
ink particle to represent an individual protostellar system (i.e. a 
ingle protostar or a small- N multiple). We can therefore use the
tate of the gas surrounding each sink as a measure of its local
nvironment. 

To put this on quantitative terms, we first define a cubical region
f 3 pc diameter around each sink for analysis (see Appendix B for a
imilar analysis for different region sizes). The size of this region is
arge enough to encompass not only the gas gravitationally bound to
he sink, but also a surrounding envelope of more diffuse material.
f we take a smaller region we risk losing information on the diffuse
nvelope, whilst adopting a larger region risks biasing our results 
or sinks that sit on boundaries between cold, dense gas and hot
iffuse gas. By taking a size of 3 pc, we have limited that effect as
uch as possible, although we note that there are still a few sinks

n these boundaries. We also note that our sink accretion radius is
.01 pc and that by going much further out we are looking at regions
hat may well not be involved in the star formation process in the

odels. 
We have measured the mass and volume-weighted H 2 number 

ensity and H 2 fraction within each of the (3 pc) 3 regions surrounding
he sinks at the end of the resimulations, and show the resulting
alues as a function of sink age in Figs 7 and 8 . Note that our high-
esolution simulations span only a short period in the lifetime of the
warf galaxies and therefore the new sinks formed in them are all
oung, with ages of up to ∼ 10 Myr. We discuss the choice between
ass-weighted and v olume-weighted a veraging in Appendix C and 

resent both here for completeness. 
We see from Figs 7 and 8 that the molecular gas density sur-

ounding the youngest sinks ( age < 2 Myr) is very high. The mass-
eighted H 2 number density is ∼ 10 5 cm 

−3 around all of the young
inks. The volume-weighted average is much lower, ∼ 100 cm 

−3 , 
ndicating that the dense, H 2 -rich gas only occupies a small fraction
f the analysed volume. The mean H 2 abundance within each (3 pc) 3 

olume is also large, x H 2 � 0 . 5, showing us that this gas is very
lose to being fully molecular. On these small scales, there is hence
ittle evidence for stars forming in regions dominated by atomic gas.
s shown by Glo v er & Clark ( 2012 ), it is the density of gas in the

nvironment that drives the star formation, not specifically molecular 
as. If stars form they must do so in dense gas, and the formation of
his gas also allows H 2 to form in substantial quantities. At the high
ensities found around the sink particles, this occurs quickly even in
ur lowest metallicity simulations. 
Interestingly, sinks older than ∼ 2 Myr start to appear in diffuse

as ( n H 2 ≤ 100 cm 

−3 , for both mass and volume-weighting). In other
ords, the older the sink, the greater the likelihood that it is found

n diffuse gas with a low H 2 fraction. This seems to confirm the idea
f a disconnect between young stars and dense gas (Kruijssen et al.
018 ; Schinnerer et al. 2019 ; Che v ance et al. 2022 ) that occurs soon
fter the onset of star formation. But how do the sinks arrive in the
iffuse gas and what mechanism has caused the formation of these
iffuse regions? There are several possibilities. The first is feedback. 
Ne from sinks begin to detonate at times ∼ 2 . 7 Myr after formation
or the most massive stars. This coincides well with the age at which
e start to see decoupling and may indicate that the molecular gas is

asily destroyed by feedback. 
Table 5 shows the fraction of sinks that exist at different ages

nd densities. We see that in three of the four models most of the
inks are found in dense gas (i.e. regions with v olume-a veraged
 2 number densities greater than 100 cm 

−3 . The exception is run
MNRAS 536, 2936–2955 (2025) 
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Figure 7. Top panel: the volume-weighted number density of H 2 in a (3 pc) 3 cube centred on a sink plotted in relation to the age of the sink. Bottom panel: the 
mass-weighted number density of H 2 in a (3 pc) 3 cube centred on a sink plotted in relation to the age of the sink. The dashed line represents the turn o v er to 
dense, cold gas at a number density of 100 cm 

−3 . 

Figure 8. The mean fractional abundance of H 2 in a (3 pc) 3 cube centred on a sink plotted in relation to the age of the sink. The dashed line indicates the value 
x H 2 = 0 . 5 that corresponds to fully molecular gas. 

Table 5. Fraction of sinks in each model that have a volume-weighted molecular gas number density greater than 100 cm 

−3 (column 1), are younger than 2 Myr 
with a molecular gas number density greater than 100 cm 

−3 (column 2), are older than 2 Myr but a molecular gas number density of greater than 100 cm 

−3 

(column 3), are younger than 2 Myr with a molecular gas number density greater than 100 cm 

−3 (column 4), and are older than 2 Myr with a molecular gas 
number density less than 100 cm 

−3 (column 5). We see that although less likely, some young sinks do exist in diffuse gas. 

Model Fraction Fraction < 2 Myr Fraction > 2 Myr Fraction < 2 Myr Fraction > 2 Myr 
n H 2 ≥ 100 cm 

−3 and n H 2 ≥ 100 cm 

−3 and n H 2 ≥ 100 cm 

−3 and n H 2 ≤ 100 cm 

−3 and n H 2 ≤ 100 cm 

−3 

Z.10 G.10 0 .58 0 .30 0 .28 0 .06 0 .37 
Z.10 G.01 0 .34 0 .19 0 .15 0 .09 0 .57 
Z.01 G.10 0 .82 0 .07 0 .75 0 .00 0 .18 
Z.01 G.01 0 .57 0 .25 0 .32 0 .15 0 .28 
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Figure 9. Temperature-density phase plots of the (3 pc) 3 cube around the sinks in each model. We make a plot for sinks at different ages. The dashed lines 
highlight a density of n = 100 cm 

−3 (vertical line) and a temperature of T = 100 K (horizontal line), which roughly bounds the cold, dense, and star-forming 
gas. The horizontal distribution of points at T ∼ 10 4 K corresponds to photoionized gas in the H II regions surrounding the massive stars. 
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Table 6. The total gas mass, molecular gas mass, gas mass below 300 K 

surrounding sinks of different ages in all models compared to the total mass 
in the sinks at those ages. 

Sink age Total gas Total H 2 T ≤ 300 K Total sink 
(Myr) (M �) (M �) (M �) (M �) 

1 44 219 29 572 43 178 6696 
2 26 860 18 496 25 677 9084 
3 16 950 12 293 16 145 13 309 
4 13 521 9165 12 110 13 287 
5 14 185 11 646 13 260 20 799 
6 8306 6251 7891 15 134 
7 8891 6331 8325 13 278 
8 9052 7269 8481 14 542 

Note. The sink mass increases by a factor of ∼2 from the youngest to oldest, 
while the total gas mass decreases by a factor of ∼5, the H 2 mass by a factor 
of ∼4, and the cold gas mass by a factor of ∼5. 
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.10 G.01, in which a majority of sinks are found in low-density
egions. Interestingly, this is also the simulation that forms the most
tars (see Paper I ). The relatively high number of sinks found in
iffuse gas in this simulation may therefore be due to stellar feedback
learing the gas away from the sinks more ef fecti vely than in the
ower star formation rate simulations. 

If we o v erplot the location of the sink particles on top of the
 2 and CO column densities on Fig. 4 , we see that most of the

inks are located in dense molecular regions. To see whether the 
egions around the sinks remain cold and dense o v er time, we plot
he temperature–density phase diagram of the combined models for 
he (3 pc) 3 cube around the sinks at 1 Myr age intervals in Fig.
 . We can see that most of the gas has densities n ≥ 100 cm 

−3 and
emperatures T ≤ 100 K (black lines in the plots). The only variation
e see in the dense cold gas o v er time is a reduction in its total
ass. This is likely due to a combination of accretion on to the

ink (removing the densest, coldest gas) and feedback (removing the 
ower density, warmer material). The horizontal line in temperature 
t 10 4 K is the SNe and photoionization injection temperature.) If we
ook at the difference in total gas mass and cold gas mass around
ifferent aged sinks in all models, Table 6 , we see a large reduction
n the total gas mass as sinks get older. For the cold gas, we see
 decrease of a factor of ∼ 2 . 3, which is slightly more than the
ncrease in the sink mass. Therefore, cold gas mass-loss is most
ikely driven by accretion on to the sinks, whilst total mass-loss is
riven by feedback with some cross over. We see that almost all of
he gas around the sinks is cold, and that a substantial fraction is
olecular, even for older sinks. We carry out a similar analysis for

arger regions, (5 pc) 3 and (10 pc) 3 , in Appendix B and see similar
rends in the change in mass, though the larger the cube, the smaller
he ratio between molecular mass and total gas mass. 

These results are consistent with a picture in which the stars in our
imulations are forming in dense, cold, highly molecular cores that 
ave small physical sizes and that are surrounded by less dense, 
redominantly atomic gas. For example, in the individual cloud 
odels of Glo v er & Clark ( 2012 ), the dense star-forming cores
re fully molecular at densities of ∼ 10 5 cm 

−3 and abo v e, ev en at
etallicities as low as 0 . 01 Z �, but the composition of the gas on the

0–20 pc cloud scale is a strong function of metallicity, ranging from
ighly molecular at solar metallicity to almost completely atomic 
t low metallicities. The more recent, larger scale simulations by 
u et al. ( 2022 ) and Hu, Sternberg & van Dishoeck ( 2023 ) also

argely agree with this picture, finding high molecular fractions at 
igh densities for all metallicities 0 . 1 ≤ Z � ≤ 3 . 0, but a composition
t low densities that is a much stronger function of metallicity. 

Archer et al. ( 2024 ) sho w observ ationally that in an irregular dwarf
alaxy objects, defined as FUV bright star-forming regions, that are 
loser to CO-bright regions tend to be more massive. Looking at
ig. 10 , we note that in our disc-like dwarf galaxy this is not the
ase. Most of our sinks sit in or close to the dense gas. There appears
o be no correlation in any model between the sink mass and the
roperties of the dense molecular gas, although it should be noted
MNRAS 536, 2936–2955 (2025) 
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M

Figure 10. As Fig. 7 , but showing the volume-weighted (top panel) and mass-weighted (bottom panel) H 2 number densities as a function of the mass of the 
sink. 
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hat our sinks are only probing a relatively limited range in system
ass. Further investigation of this point is a topic for future work. 

 C AV E ATS  

everal points should be borne in mind when considering the results
f this study. First, there are two important points to note regarding
he analysis of our results. The first is that as the time followed in
ur high-resolution simulation is much shorter than the H 2 formation
ime in low-density gas, it is possible that the H 2 fraction will not
ave reached chemical equilibrium there, especially if the gas is
ell shielded or at low G 0 . Secondly, our selecting of regions for

urther analysis and radiative transfer post-processing is informed
y their CO content and hence is inevitably biased towards regions
hat hav e non-ne gligible CO. Care should therefore be taken when
xtrapolating from these results to the behaviour of the galaxy as a
hole. 
Secondly, our treatment of photoionization, which assumes (rea-

ons of computational efficiency) that all massive stars produce
onizing photons at a constant rate of 10 49 photons per second, will
end to o v erestimate the impact of photoionization, particularly from
lder star-forming regions or ones deficient in the most massive stars.
Thirdly, magnetic fields are not included in these models. The

nclusion of these affects the formation time and size of the molecular
louds due to suppression in the collapse of the cloud as has been
hown by Girichidis et al. ( 2018 ) and Whitworth et al. ( 2023 ).
o we ver, their impact on the sub-cloud scales that we are primarily

nterested in here is likely to be smaller. 
Finally , for simplicity , we have assumed a uniform far-UV ISRF.

his assumption obviously will break down close to regions of mas-
ive star formation, and hence we will underestimate the effects of
hotoelectric heating in these regions. Ho we ver, pre vious simulations
f star formation in low-metallicity dwarf galaxies suggests that
NRAS 536, 2936–2955 (2025) 
hotoionization and SNe, both of which are included in our model,
re far more important sources of feedback than photoelectric heating
Hu et al. 2017 ). Our results should therefore be relatively insensitive
o this simplification. 

 C O N C L U S I O N S  

n this work, we have presented four ultra high-resolution hydrody-
amical simulations of dwarf galaxies that resolve physical scales as
mall as 0.01 pc in the densest gas, and follow the evolution of the
as up to densities as high as 10 6 cm 

−3 . These simulations include
hotoionization and SNe feedback, as well as a time-dependent non-
quilibrium chemical network. We studied the dark gas fraction in
ach model and how the star-forming sink particles relate to the gas
ensity o v er time. 
From the study of the gas density around the sink particles, we

an see that o v er time a separation develops between the location of
inks and dense gas in the ISM. Some sinks stay in dense gas, and
ome exist in much more dif fuse gas. Ho we ver, the youngest sinks
o al w ays exist within cold and dense gas, but due to the high dark
as fraction they will be hard to observe. 

Below we list our main conclusions. 

(i) Sink particles (representing star-forming regions) initially form
n clumps of cold, dense, molecular gas even at metallicities as low
s 0 . 01 Z �. These clumps have small physical sizes ( < 1 pc) and are
urrounded by lower density atomic and molecular gas. 

(ii) These dense clumps of gas can in some cases have appreciable
O luminosities, although there is considerable re gion-to-re gion
 ariation. Ho we ver, their small physical sizes mean that observations
robing physical scales much larger than the clumps will be strongly
ffected by beam dilution and will reco v er v ery low CO-inte grated
ntensities. 
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(iii) For this reason, the fraction of CO-dark molecular gas in these 
alaxies is very large, particularly in the simulations with very low- 
etallicity or a high ISRF. Systems such as these would therefore be

ifficult to observe using the standard observational proxies for H 2 . 
(iv) At early times ( t < 2 Myr following their formation), sinks

re found almost e xclusiv ely in dense molecular gas. At later times,
 growing number decouple from the dense gas, due to the combined
nfluence of ongoing star formation and stellar feedback. 
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PPENDI X  A :  RESULTS  F O R  I N D I V I D UA L  

E G I O N S  

ere, we present the full CO emission maps (Fig. A1 ), derived dark
as fractions (Tables A1 –A4 ), and average X CO values (Tables A5 –
8 ) for the individual regions for which we carried out the radiative

ransfer post-processing. Our naming convention is based on the
endrogram density level where the peak CO density lies, i.e. N14
efers to a structure with a peak CO column density between 10 14 and
0 15 cm 

−2 , N13 to a region with a peak CO column density between
0 13 and 10 14 cm 

−2 , etc. Different structures sharing the same density
evel are distinguished by an appended letter (e.g. N13a, N13b, N13c,
tc.). 

We have computed the CO-to-H 2 conversion factor, X CO , for each
f the selected regions. To calculate X CO , we start by taking maps of
 2 column density and W CO , smoothed at either 14.7 or 1.5 arcsec .
e restrict our map of W CO to only those regions with emission

bo v e a threshold W CO = 0 . 1 K km s −1 and then produce a map of
 CO for each region by dividing the H 2 column density map by the
 CO map. This gives us a smoothed map of X CO for each region.
e then average the values in this smoothed map to arrive at a single

epresentati ve v alue. These v alues are reported in Tables A5 –A8 .
ur restriction of this analysis to regions with W CO > 0 . 1 K km s −1 is
oti v ated by the fact that fainter regions are unlikely to be detectable.
e report no value for fully dark regions in which there is no pixel
ith CO emission abo v e the threshold; note that this is the majority
f regions in simulation Z.10 G.10 and Z.01 G.10. 
F or the re gions that hav e at least some detectable CO emission, we

ee that there is substantial variability in their values of X CO , similar
o the result recently reported by Hu et al. ( 2022 ). In our runs with
 = 0 . 1 Z �, we find typical value of X CO ranging from a few times

maller to a few tens of times larger than the standard Galactic value.
his broadly agrees with the result of the fiducial time-dependent
odel in Hu et al. ( 2022 ) for a galaxy with the same metallicity,

ut is considerably smaller than most observational determinations
t the same metallicity (see e.g. Schruba et al. 2012 ). Ho we ver, this
s likely due to the fact that we are reporting values purely for CO-
right regions whereas the observations are typically probing scales
ncompassing both CO-bright and CO-dark H 2 . For our Z = 0 . 01 Z �
odels, it is harder to draw firm conclusions, given the small number

f structures that we find with detectable CO and the paucity of
bservational detections of molecular gas in such environments. 
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Figure A1. Maps for all of the regions used in the analysis showing W CO wherever it exceeds 10 −5 K km s −1 , traced on top of H 2 surface density. We can see a 
variety of shapes, sizes, and density distributions across the regions, ranging from diffuse ‘blobs’ to dense core-like structures and filaments. Note that the W CO 

maps shown here are the direct output from POLARIS , and so the irregular shapes of the Voronoi cells are sometimes apparent. 
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Table A1. Dark gas fractions ( f DG ) for Z.10 G.10 across all regions in the 
simulation. 

Region 
f DG 

14.7 arcsec 
f DG 

1.5 arcsec 

N14 Z.10 G.10 1 .00 1 .00 
N13a Z.10 G.10 1 .00 0 .97 
N13b Z.10 G.10 1 .00 1 .00 
N13c Z.10 G.10 1 .00 1 .00 
N13d Z.10 G.10 1 .00 1 .00 
N12a Z.10 G.10 1 .00 1 .00 
N12b Z.10 G.10 1 .00 1 .00 
N12c Z.10 G.10 1 .00 1 .00 
N11a Z.10 G.10 1 .00 0 .86 
N11b Z.10 G.10 1 .00 1 .00 
N11c Z.10 G.10 1 .00 1 .00 
N10a Z.10 G.10 1 .00 1 .00 
N10b Z.10 G.10 1 .00 1 .00 
N10c Z.10 G.10 1 .00 1 .00 
Average Z.10 G.10 1 .00 1 .00 

Note . The av erage shown is the mass-weighted average of the regions (the 
black line in Fig. 6 ) and not the average of the individual f DG values. 

Table A2. As Table A1 , but for simulation Z.10 G.01. 

Region 
f DG 

14.7 arcsec 
f DG 

1.5 arcsec 

N14a Z.10 G.01 0 .37 0 .42 
N14b Z.10 G.01 0 .57 0 .55 
N14c Z.10 G.01 0 .83 0 .77 
N14d Z.10 G.01 0 .34 0 .41 
N14e Z.10 G.01 0 .35 0 .46 
N14f Z.10 G.01 0 .59 0 .65 
N13a Z.10 G.01 0 .06 0 .10 
N13b Z.10 G.01 0 .36 0 .56 
N13c Z.10 G.01 1 .00 1 .00 
N13d Z.10 G.01 0 .49 0 .62 
N13e Z.10 G.01 0 .35 0 .47 
N13f Z.10 G.01 0 .50 0 .54 
N12 Z.10 G.01 0 .81 0 .82 
N11a Z.10 G.01 1 .00 1 .00 
N11b Z.10 G.01 1 .00 1 .00 
N11c Z.10 G.01 1 .00 1 .00 
N11d Z.10 G.01 1 .00 1 .00 
N11e Z.10 G.01 1 .00 1 .00 
Average Z.10 G.01 0 .49 0 .13 

Table A3. As Table A1 , but for simulation Z.01 G.01. 

Region 
f DG 

14.7 arcsec 
f DG 

1.5 arcsec 

N13 Z.01 G.01 1 .00 1 .00 
N12a Z.01 G.01 1 .00 1 .00 
N12b Z.01 G.01 1 .00 1 .00 
N12c Z.01 G.01 1 .00 1 .00 
N11a Z.01 G.01 1 .00 1 .00 
N11b Z.01 G.01 1 .00 1 .00 
N11c Z.01 G.01 1 .00 1 .00 
N10a Z.01 G.01 1 .00 1 .00 
N10b Z.01 G.01 0 .48 0 .57 
N10c Z.01 G.01 1 .00 1 .00 
Average Z.01 G.01 1 .00 0 .89 

Table A4. As Table A1 , but for simulation Z.01 G.10. 

Region 
f DG 

14.7 arcsec 
f DG 

1.5 arcsec 

N12 Z.01 G.10 0 .60 0 .43 
N11a Z.01 G.10 1 .00 1 .00 
N11b Z.01 G.10 1 .00 1 .00 
N11c Z.01 G.10 0 .62 0 .65 
N11d Z.01 G.10 0 .68 0 .49 
N10 Z.01 G.10 1 .00 0 .61 
Average Z.01 G.10 1 .00 0 .50 

Table A5. Average CO-to-H 2 conversion factor [ X CO , units are cm 

−2 

(K km s −1 ) −1 ] for the regions selected from simulation Z.10 G.10. 

Region X CO 

14.7 arcsec 1.5 arcsec 

N14 Z.10 G.10 – –
N13a Z.10 G.10 – 4.72 ×10 22 

N13b Z.10 G.10 – 2.94 ×10 19 

N13c Z.10 G.10 – 5.06 ×10 21 

N13d Z.10 G.10 – –
N12a Z.10 G.10 – –
N12b Z.10 G.10 – –
N12c Z.10 G.10 – –
N11a Z.10 G.10 – 9.69 ×10 22 

N11b Z.10 G.10 – –
N11c Z.10 G.10 – –
N10a Z.10 G.10 – –
N10b Z.10 G.10 – –
N10c Z.10 G.10 – –

Notes. The values of X CO are calculated using maps of W CO and N H 2 smoothed 
on the indicated scale. The final reported value is then an average of the values 
computed for the region. We do not report a value for regions that have W CO 

< 0.1 K km s -1 , since these are unlikely to be detectable in CO. 

Table A6. As Table A5 , but for simulation Z.10 G.01. 

Region X CO 

14.7 arcsec 1.5 arcsec 

N14a Z.10 G.01 3.60 ×10 20 2.62 ×10 20 

N14b Z.10 G.01 2.67 ×10 21 3.02 ×10 21 

N14c Z.10 G.01 1.89 ×10 21 2.35 ×10 21 

N14d Z.10 G.01 1.93 ×10 21 1.55 ×10 21 

N14e Z.10 G.01 6.99 ×10 20 5.52 ×10 20 

N14f Z.10 G.01 3.14 ×10 20 3.09 ×10 20 

N13a Z.10 G.01 5.70 ×10 21 4.50 ×10 21 

N13b Z.10 G.01 7.69 ×10 20 8.91 ×10 20 

N13c Z.10 G.01 – 3.88 ×10 20 

N13d Z.10 G.01 1.65 ×10 21 1.42 ×10 21 

N13e Z.10 G.01 6.76 ×10 20 4.29 ×10 20 

N13f Z.10 G.01 1.27 ×10 21 9.07 ×10 20 

N12 Z.10 G.01 1.88 ×10 21 2.16 ×10 21 

N11a Z.10 G.01 – –
N11b Z.10 G.01 – –
N11c Z.10 G.01 – –
N11d Z.10 G.01 – –
N11e Z.10 G.01 – –
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Table A7. As Table A5 , but for simulation Z.01 G.01. 

Region X CO 

14.7 arcsec 1.5 arcsec 

N13 Z.01 G.01 – –
N12a Z.01 G.01 – –
N12b Z.01 G.01 – –
N12c Z.01 G.01 – –
N11a Z.01 G.01 – –
N11b Z.01 G.01 – –
N11c Z.01 G.01 – –
N10a Z.01 G.01 – –
N10b Z.01 G.01 3.54 ×10 21 3.42 ×10 21 

N10c Z.01 G.01 – –

Table A8. As Table A5 , but for simulation Z.01 G.10. 

Region X CO 

14.7 arcsec 1.5 arcsec 

N12 Z.01 G.10 4.27 ×10 21 6.30 ×10 21 

N11a Z.01 G.10 – –
N11b Z.01 G.10 – –
N11c Z.01 G.10 3.93 ×10 21 3.49 ×10 21 

N11d Z.01 G.10 4.01 ×10 21 4.06 ×10 21 

N10 Z.01 G.10 – 5.27 ×10 21 
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be centred on a sink plotted in relation to the age of the sink. Bottom panel:
 in relation to the age of the sink. The dashed line represents the turn o v er to

PPENDI X  B:  R E G I O N  SIZE  STUDY  

n the main text, we selected a (3 pc) 3 sub-region around each sink for
urther analysis. This choice was moti v ated by the desire to sample
ot just the dense, star-forming clumps but also the more diffuse
as surrounding them, while also keeping the regions small enough 
o minimize confusion between different star-forming clumps. To 
xplore how sensitive our results are to this choice, we have repeated
art of our analysis for larger (5 pc) 3 and (10 pc) 3 cubical boxes
round each sink. 

If we compare Figs B1 and B2 to the main results in Fig. 7 we see
hat the mass-weighted H 2 densities (the bottom row in each plot)
hange very little. This is to be expected, since the dense clumps
ontaining most of the H 2 mass are much smaller than the size of
he box. Enlarging the box adds little additional low-density H 2 and
ence has little impact on the mass-weighted H 2 number density. 
or the same reason, ho we ver, enlarging the box does significantly
ffect the volume-weighted H 2 number density, which drops from 

100 cm 

−3 with the (3 pc) 3 box to ∼ 10 cm 

−3 with the (10 pc) 3 box,
eflecting the fact that we are averaging the density of a moderately
arger amount of H 2 o v er a much larger volume. 

Looking at the amount of gas close to the sinks that is cold
nd/or molecular tells us a similar story. If we compare the results in
able B1 for the (5 pc) 3 and (10 pc) 3 boxes with the results shown in
able 6 for our fiducial (3 pc) 3 box, we see that the fraction of the gas
round the sinks that is molecular decreases as the volume increases,
onsistent with the idea that much of the additional volume is diffuse
tomic gas. Ho we ver, we also see that e v en with the large box es, the
as around the sinks is mostly cold. 
MNRAS 536, 2936–2955 (2025) 
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M

Figure B2. As Fig. B1 , but for a (10 pc) 3 cube centred on each sink. 

Table B1. The total gas mass, molecular gas mass and mass of gas below 

300 K in 5 and 10 pc cubes surrounding sinks of different ages in all models. 

Sink age Total gas Total H 2 T ≤ 300 K 

(Myr) (M �) (M �) (M �) 

(5 pc) 3 

1 104 828 62 755 100 591 
2 64 991 39 308 60 581 
3 42 886 28 030 39 526 
4 35 264 21 373 29 600 
5 35 621 26 857 32 328 
6 19 196 13 395 17 607 
7 19 476 13 222 17 595 
8 20 758 15 394 18 773 
(10 pc) 3 

1 165 468 81 892 154 035 
2 101 199 51 623 89 273 
3 77 770 41 639 65 765 
4 76239 37 791 55 179 
5 62266 39 363 51 449 
6 33919 19 785 28 421 
7 36537 21 221 29 869 
8 32 704 19 980 27 657 

Note . As the size of the cube increases, the fraction of the total mass that is 
molecular decreases, but the gas remains mostly cold 
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PPENDIX  C :  W E I G H T I N G  C H O I C E  

e show both the mass and volume-weighted number densities
n the main text as when we compare between mass and volume-
eighted densities we see a discrepancy between the two. AREPO can
NRAS 536, 2936–2955 (2025) 
yperrefine beyond the sink creation density creating an abundance
f v ery small, v ery high density cells. It also allows the cells to vary
n mass by a factor of 2 from the base cell mass limit of 1 M �. To see
hich weighting method is more viable we examine the properties

nd distribution of the cells. 
In the main text, we showed both the mass-weighted average and

he volume weighted-average of the H 2 number density in the gas
ear the sinks, and found that there was a large difference between
hese two values. Here, we look in a little more detail at the reasons
or this difference. 

In Fig. C1 , we show the number of cells as a function of number
ensity for the regions around the sinks for three different sink ages:
, 3, and 8 Myr. We see a clear peak at a number density of 10 5 cm 

−3 ,
he sink creation density. The sharp fall-off abo v e this density is a
onsequence of the sink formation algorithm: In general, cells can
eside abo v e this threshold for only a short time before their gas
s either converted to form a sink or accreted by an existing sink.
he sharp drop-off in the number of cells at lower densities is a
onsequence of the Jeans refinement criterion in the simulations: As
he density increases, the Jeans length drops and so the code refines
he cells to ensure that the Jeans length continues to be resolved. As a
esult, the mass associated with each cell drops as we mo v e to higher
ensities. 
The impact of the refinement scheme becomes clear if we compare

hese plots with plots showing the mass distribution as a function
f density for the same regions (left-hand panels in Fig. C2 ). The
eak at a density of 10 5 cm 

−3 remains, but is less prominent, since
hese cells all have small masses. A second peak is also visible
n the distribution, located at a density of ∼ 100–1000 cm 

−3 . This
orresponds to the characteristic range of densities in the gas clouds
hat host the dense, star-forming clumps; as the volume-weighted
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Figure C1. The number of cells around sinks that are aged 1 Myr (left panel), 3 Myr (middle panel), and 8 Myr (right panel) as a function of density. The red 
line shows where n = 100 cm 

−3 . 

Figure C2. Mass-weighted and volume-weighted histograms for the cells 
around sinks at ages of 1 Myr (top panel), 3 Myr (middle panel), and 8 Myr 
(bottom panel). 
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istribution demonstrates (right-hand panels in Fig. C2 ), this gas fills
he bulk of the volume around the sinks, with the dense clumps taking
p only a small fraction of the total volume. We see therefore that the
ass-weighted average gives us a better view of the conditions in the

lumps, whereas the volume-weighted average better represents the 
onditions in the clouds on larger scales. That said, neither weighting
ethod is a completely true representation of the properties of the

as around the sinks, and so for this reason we have chosen to present
MNRAS 536, 2936–2955 (2025) 

oth in this work. 
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