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A B S T R A C T

Renewable energy sources such as wind power have grown exponentially in recent years. Conventional grid-
following wind turbines (GFL-WTs) run the risk of oscillations under weak grids. To operate stably over a wide
range of grid strength, the hybrid wind farm with both grid-forming wind turbines (GFM-WTs) and GFL-WTs
is an effective form. Due to the declining frequency stability of the renewable power system, it is important for
wind farms to provide frequency support. However, effective frequency support control of such hybrid wind
farm is a crucial issue. Hence, this paper proposes a hierarchical optimal frequency support (HOFS) scheme
for the hybrid wind farm to optimize frequency support. Firstly, the system frequency response models of
GFM-WTs and GFL-WTs are established for analysis and comparison. A duality consistency is revealed. In
conclusion, the frequency support effects of GFM-WTs and GFL-WTs are consistent once both structures and
parameters satisfy the revealed duality consistency formula. Secondly, a two-level HOFS scheme benefiting
from the above analysis is designed. Level I is optimal frequency control of WT. Level II is coordination control
of multiple WTs. The former level according to the duality consistency enables the GFM-WTs or GFL-WTs to
optimally support the frequency, respectively. The latter level mitigates the additional frequency drop due to
power limitation, particularly in high wind speed scenarios. Finally, case studies are undertaken on a two-area
integration system with a wind farm. Both simulation and real-time experimental results verify the effectiveness
of the HOFS scheme.
1. Introduction

As one of the important renewable energy sources to mitigate the
global warming problem, wind power has grown rapidly in recent
years [1–3]. However, the stable operation of wind farms (WFs) is chal-
lenging. Wind turbines (WTs) commonly adopt the grid-following (GFL)
control in engineering. GFL-WTs are unstable under weak grids [4].
Thus, grid-forming (GFM) control has been proposed and received
widespread attention in recent years. GFM-WTs significantly improve
small-signal stability under weak grids [5,6]. Nevertheless, GFM-WTs
have poor small-signal stability under strong grids while GFL-WTs are
good instead. For operation over a wide range of short-circuit ratios
(SCR), the hybrid WF with both GFM-WTs and GFL-WTs has become a
new form of WF [7,8].

The integration of large-scale WTs poses a threat to the frequency
stability of the power system [9]. Unlike the rotating mechanical struc-
ture of synchronous generators, WTs are connected to the power system
through electric power inverters. Consequently, they cannot provide
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frequency support directly. That leads to a significant deterioration of
the frequency security characteristics of the system [10]. Therefore,
it is a critical requirement for the hybrid WF to be capable of fre-
quency support according to the grid codes [11–13]. The better hybrid
WF supports the frequency, the better it is for preventing frequency
breakdown. However, there are two issues that need to be resolved
regarding achieving frequency support for such hybrid WF. One is how
to recognize the differences between GFL-WTs and GFM-WTs especially
in terms of frequency support. The other is how to control the hybrid
WFs specifically.

For the former issue, the comparison between GFL-WTs and GFM-
WTs is expected and complex. GFL-WTs and GFM-WTs are regarded as
controlled current sources and voltage sources, respectively [14,15].
GFL-WTs are typically characterized by the phase-locked loop (PLL)
that follows the voltage phase of the grid [16,17]. For the GFM-
WTs, they do not need the PLL structure. They establish the phase
through the active power loop. Ref. [18] elaborates a pioneering duality
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theory for GFL and GFM inverters, in terms of synchronization control,
grid-interfacing characteristics, and swing characteristics. However, the
GFL inverters in the above analysis do not consider the frequency
upport achieved by the additional loop. In terms of frequency support,
ef. [19] concludes that GFM inverters have better frequency peaks and
adirs compared to GFL inverters with frequency support. However, the
elative advantage depends on the system parameters. Specifically, the
eak support provided by GFL inverters is due to oscillations in [19].

In other words, the conclusion of the relative advantage in frequency
support effectiveness is not general. In conclusion, the general com-
parison of their frequency support capabilities is lacking although both
GFL-WTs and GFM-WTs are available to support frequency.

For the latter issue, the frequency support of the WF with only GFL-
Ts or GFM-WTs has been investigated [20,21]. For the GFL-WF, the

frequency support control is based on the collected frequency as input
to generate additional active power. The additional power is attached
to the reference of the maximum power point tracking (MPPT). Typical
controls contain droop control [22], virtual inertia [23], and synthetic
inertia control (SIC) [24,25] which is the combination of both. Coopera-
ive frequency support of multiple WTs in a WF through communication
s proposed in [26]. The GFM-WTs establish their own frequency
nd have independent frequency support capability. Typical controls
nclude droop control [27] and virtual synchronous generator (VSG)
ontrol [28]. However, the above controls are designed to mimic the

inertia and governor of the synchronous generator. It results in a failure
o utilize the optimal support capability of the flexible control of the

Ts, or it is non-optimal. Refs. [29,30] propose an optimal auxiliary
frequency (OAF) control for WTs that achieves optimal frequency nadir
by constructing and solving an optimization model for WF participation
in system frequency regulation. The OAF control coordinates the power
characteristics of the WTs and the synchronous generator at different
stages. Nevertheless, the nature of OAF control is applicable to GFL-
WTs. It cannot be applied directly to the hybrid WF. In addition, the
power limitations of the WTs should be taken into account in high wind
speed scenarios.

To solve these issues, this paper analyzes the frequency support
mechanisms of GFM-WTs and GFL-WTs, respectively. The system fre-
uency response (SFR) models are established to compare their fre-
uency support capabilities for general conclusions rather than special

cases. Benefiting from the comparison analysis, a hierarchical optimal
frequency support (HOFS) scheme of the hybrid WF is proposed to
achieve optimal frequency support over a wide range of grid strength.
Compared with the OAF control proposed in [30], the HOFS scheme
has significantly improved frequency support at high wind speeds and
has a wider safe operation region of grid strength. In addition, the
effectiveness and advantages of the scheme are verified in the test
system. The main contributions of this paper are as follows:

• A hierarchical optimal frequency support (HOFS) scheme for the
hybrid WF with both GFM-WTs and GFL-WTs is proposed to
optimize frequency support. The design in Level I of the HOFS
scheme results in optimal frequency support of GFM-WT and
GFL-WT, considering the characteristics of the frequency decline
and speed recovery periods. Level II coordinates multiple WTs to
achieve optimal support of the whole hybrid WF. Compared to
other controls such as SIC, VSG, and OAF [30], the HOFS scheme
results in a better frequency nadir of the system frequency after
disturbance events. In addition, the HOFS scheme enables optimal
frequency support over a wider range of grid strengths.

• The frequency response models GFM-SFR and GFL-SFR are de-
veloped for comparison by analyzing their respective frequency
support processes of GFM 𝛥𝑃 → 𝛥𝑓 and GFL 𝛥𝑓 → 𝛥𝑃 . Further,
a duality consistency is revealed. It is concluded that the fre-
quency support effects of GFM-WTs and GFL-WTs are consistent
 d

2 
once both structures and parameters satisfy the revealed duality
consistency formula. As a result, the optimal frequency support
structure of GFM-WT can be obtained from that of GFL-WT. The
duality consistency allows both types of WTs to achieve optimal
frequency support in Level I.

• The power interaction factor is designed for the coordination
of multiple WTs in Level II. It mitigates the additional drop in
frequency due to power limitations in high wind speed scenarios.
That contributes to the WF frequency support using the HOFS
scheme applicable to the constant speed zone of the WTs in
addition to the MPPT zone.

The rest of the paper is organized as follows. Section 2 proves the
duality consistency of the GFM-WTs and GFL-WTs in terms of frequency
support. In Section 3, the proposed HOFS scheme is presented. Sec-
tion 4 is the validation of the proposed theory and scheme. Section 5
concludes the paper.

2. Duality consistency analysis for frequency support of GFM and
GFL wind turbines

2.1. Mechanisms of GFM-WTs and GFL-WTs for frequency support

The mechanisms of GFM-WTs and GFL-WTs to participate in the
requency regulation of the system are different, although they both

utilize rotor energy to regulate the output active power. The frequency
support control structures of the GFM-WT and GFL-WT in synchronous
𝑑 𝑞 frame are shown in Fig. 1. For the GFM-WTs, the active power loop
outputs the phase 𝜃. This loop has both synchronization and frequency
support functions. In particular, the process of active power deviation
𝛥𝑃 to frequency deviation 𝛥𝑓 is the key to frequency support. For the
GFL-WTs, the PLL follows the grid voltage and outputs the phase 𝜃,
specifically for synchronization. The further frequency deviation 𝛥𝑓
obtained through the PLL generates additional power increment 𝛥𝑃 .
The process of 𝛥𝑓 → 𝛥𝑃 is the key to frequency support. The GFM-WTs
and GFL-WTs are simplified into aggregated models for analysis and
comparison. The roles of these two physical processes are as follows:

• 𝛥𝑃 → 𝛥𝑓 process of GFM-WTs: The output active power devi-
ation 𝛥𝑃 between actual and reference of the WT is used to
autonomously regulate its frequency. Further, this leads to fre-
quency deviation 𝛥𝑓 of the WT. As a result, the phase of the
point of common coupling (PCC) is shifted. In addition, the
WTs adjust the active power delivered to the integrated sys-
tem due to phase differences. Eventually, the frequencies of the
interconnected systems are the same and supported.

• 𝛥𝑓 → 𝛥𝑃 process of GFL-WTs: The frequency deviation 𝛥𝑓 of the
system followed by the PLL is utilized to regulate the active
power of WTs. Further, this results in an additional active power
increment 𝛥𝑃 for the WT. The additional output active power
is able to reduce the power shortage in the synchronous system.
Thus, the frequency of the system is supported.

2.2. Dual SFR models of GFM-WTs and GFL-WTs

The SFR model simplifies the complexity of frequency analysis,
which is a typical method [3]. Although it is not the most detailed
epresentation, it provides sufficiently high accuracy for the electrome-
hanical transients in wind-integrated systems [10,31]. According to

the above dual frequency regulation participation processes, this paper
establishes the SFR models of GFM-WTs and GFL-WTs supporting
system frequency respectively to analyze the frequency responses.

hey are used to analyze the frequency characteristics under power
isturbance.
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Fig. 1. Frequency support control structures of grid-forming and grid-following wind turbines in synchronous 𝑑 𝑞 frame. (a) Grid-forming wind turbine with frequency support
ontrol. (b) Grid-following wind turbine with frequency support control.
Fig. 2. SFR models of the GFM-WTs engaged in system frequency regulation. (a) Proposed original GFM-SFR model. (b) Equivalent GFM-SFR model.
2.2.1. GFM-SFR model
The 𝛥𝑃 → 𝛥𝑓 process design of the GFM-WTs determines the fre-

uency response characteristics. The different designs of it significantly
affect the effectiveness of the frequency support.

𝛥𝑓GFM(𝑠) = 𝛬GFM(𝑠)𝛥𝑃GFM(𝑠) (1)

where, 𝛥𝑓GFM and 𝛥𝑃GFM are the frequency deviation and active power
deviation of GFM-WTs. 𝛬GFM(s) represents the transfer function of the
process, which is usually designed as droop or VSG, etc.

The GFM-WTs and synchronous generators respond to the electrical
power shortage together. Therefore, the original GFM-SFR model is
obtained as shown in Fig. 2(a). 𝛽 is the penetration rate of the WTs. 𝐿
s used to represent the ratio of the synchronous generators to regulate
he shortage, which is difficult to determine due to the dynamic active
ower flow between them. 𝐻sys and 𝐷sys are the inertia and damping
arameters of the synchronous system. 𝛥𝑓sys is the frequency deviation
f the synchronous system. 𝛥𝑃d is an active power disturbance in the
ystem. 𝑅G and 𝑇G are the regulation coefficient and time constant of
he equivalent synchronous generator governor.

The frequency deviation established by the GFM-WTs and the syn-
hronous system frequency deviation have a common-mode component
𝑓com and a differential-mode component 𝛥𝑓diff of each [32,33].
{

𝛥𝑓GFM = 𝛥𝑓com + 𝛥𝑓diff,1
𝛥𝑓sys = 𝛥𝑓com + 𝛥𝑓diff,2

(2)

where, 𝛥𝑓com is the common-mode frequency deviation. 𝛥𝑓diff,1 and
𝛥𝑓diff,2 are the differential-mode deviations.

The differential-mode frequency deviations are minor and progres-
sively declining. Consequently, the common-mode frequency deviation
𝛥𝑓com is the most dominant component. Since the open-loop functions
of 𝛥𝑓com for the GFM-WTs and the system are equal, 𝐿 can be derived
as follows:

𝐿 =
[(1 − 𝛽)2𝐻sys𝑠 +𝐷sys]𝛬GFM(𝑠)

𝛽 + [(1 − 𝛽)2𝐻sys𝑠 +𝐷sys]𝛬GFM(𝑠)
(3)

Therefore, the equivalent GFM-SFR model shown in Fig. 2(b) is ob-
ained by taking Eq. (3) into the transfer function of the original model.

The closed-loop transfer function 𝛷 of the 𝛥𝑓 with respect to the
GFM com

3 
Fig. 3. SFR model of the GFL-WTs engaged in system frequency regulation.

power disturbance 𝛥𝑃𝑑 is obtained:

𝛷GFM(𝑠) = 1
(1 − 𝛽)[2𝐻sys𝑠 +𝐷sys + 1∕(1 + 𝑇G𝑠)𝑅G]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Contribution of the synchronous generator

+ 𝛽∕𝛬GFM(𝑠)
⏟⏞⏞⏞⏟⏞⏞⏞⏟

GFM-WTs

(4)

From Eq. (4), the frequency response is divided into two parts. These
are the contributions of the synchronous generators and GFM-WTs.

2.2.2. GFL-SFR model
The 𝛥𝑃 → 𝛥𝑓 process of the GFL-WTs is also the focus of the

frequency support. 𝛤GFL(s) denotes the transfer function of the process.
Restricted by the structure of the GFL control, 𝐺PLL(s) is an extra session
to represent the dynamic process of the PLL.

𝛥𝑃GFL(𝑠) =
𝐾P𝜔0𝑠 +𝐾I𝜔0

𝑇F𝑠3 + 𝑠2 +𝐾P𝜔0𝑠 +𝐾I𝜔0
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝐺PLL(𝑠)

𝛤GFL(𝑠)𝛥𝑓 (𝑠) (5)

where, 𝐾P and 𝐾I are the PI parameters of the PLL. 𝜔0 is the base
electrical angular velocity. 𝑇F is the filter time constant for estimating
the frequency derivative.

Further, the GFL-SFR model is obtained as shown in Fig. 3. Thus,
the closed-loop transfer function 𝛷GFL of 𝛥𝑓sys with respect to 𝛥𝑃𝑑 is
given by:
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𝛷GFL(𝑠) = 1
(1 − 𝛽)[2𝐻sys𝑠 +𝐷sys + 1∕(1 + 𝑇G𝑠)𝑅G]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Contribution of the synchronous generator

+ 𝛽 𝐺PLL(𝑠)𝛤GFL(𝑠)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

GFL-WTs

(6)

The contribution of synchronous generators and that of GFL-WTs
jointly affect the frequency response.

2.3. Duality consistency of frequency support

The effect of the respective participation of GFM-WTs and GFL-
Ts in the system frequency support has been analyzed above. In

particular, there are some reasonable assumptions and justifications for
the analysis:

• The effects of voltage fluctuations are ignored while the dynamic
relationship between frequency and active power is the only
concern. This is because the voltage fluctuations are minimal in
the system with only active disturbances and their effect on the
frequency is indirect.

• The dynamic responses of the inner loops are ignored since the
time scale of the frequency support concerned is much longer than
the inner-loop response time.

• The differential-mode frequency components among different
nodes are ignored since their values are minor and progressively
declining.

According to Eqs. (4) and (6), the frequency support characteristics
re satisfied:

𝛷GFM(𝑠) = 𝛷GFL(𝑠), if 𝛬GFM(𝑠)𝐺PLL(𝑠)𝛤GFL(𝑠) = 1 (7)

The duality consistency is revealed. It is concluded that the fre-
uency support effects of GFM-WTs and GFL-WTs are consistent once

the transfer function dual relationship is satisfied as Eq. (7). In other
words, GFM-WTs and GFL-WTs have the same frequency support effec-
tiveness as long as their structures and parameters are dual. Moreover,
the response time of PLL is typically less than 200 ms, which is
significantly shorter compared to the frequency support time of about
30 s. Consequently, the duality consistency formula can be simplified
to 𝛬GFM(𝑠) = 1∕𝛤GFL(𝑠) by ignoring the PLL dynamic. It unifies the
GFM-WTs and GFL-WTs in general regardless of the various structures.

3. Hierarchical optimal frequency support scheme of the hybrid
wind farm

This section elaborates on how to control hybrid WFs for frequency
support. In this paper, the optimal frequency support objective is a
ombination of the frequency nadir 𝛥𝑓min and the frequency average.

The objective is consistent with that in [30]. The nadir and average of
frequency are combined by the coefficient 𝜂. It can be expressed as:

max
𝐺WF

(

𝛥𝑓min + 𝜂 ⋅ 1
𝑡𝑒𝑛𝑑−𝑡0

∫ 𝑡𝑒𝑛𝑑
𝑡0

𝛥𝑓 (𝑡)d𝑡
)

(8)

Based on the frequency response model of the system, the trajectory
optimization model is constructed to solve numerically for the discrete
points in the time domain. The optimal frequency transfer function for
the system is obtained by fitting the time-domain solution.

𝐺𝑠𝑦𝑠(𝑠) = 1

𝐻G𝑠 − 𝐺WF(𝑠) +𝐾𝐿,𝑓 + 𝐾G,f
1+𝑠𝑇G

= 1
𝐷𝑠𝑦𝑠 + 2𝐻𝑠𝑦𝑠𝑠

(9)

where, 𝐻G, 𝑇G, 𝐾G,𝑓 , 𝐾𝐿,𝑓 , 𝐷𝑠𝑦𝑠, 𝐻𝑠𝑦𝑠 are the system frequency regu-
lation parameters. The power transfer function of the wind farm 𝐺WF
can be solved.

The design is to keep the frequency at the nadir for a long time
rather than having a significant trough. However, it is applicable
only to conventional GFL-WFs. To enable optimal frequency support
4 
Fig. 4. Hybrid wind farm control design based on the revealed duality consistency and
optimal frequency support theory.

in the hybrid WF containing both GFM-WTs and GFL-WTs, the opti-
mal frequency support for GFM-WTs is developed in this paper. Its
core is the extension of the optimal frequency support from GFL-
WT to GFM-WT through the revealed duality consistency formula,
as 𝛬GFM(𝑠) = 1∕𝛤GFL(𝑠). The designed concept of frequency support
controls for GFM-WT and GFL-WT is shown in Fig. 4. In addition
to the frequency support control for individual GFM-WT or GFL-WT,
coordination control for multiple WTs has also been designed. The
proposed frequency control scheme is detailed in this section.

3.1. Overview framework of HOFS scheme

The hybrid WF with both GFL-WTs and GFM-WTs can operate
stably over a wide range of grid strength. Benefiting from the revealed
duality consistency of GFM-WTs and GFL-WTs, a hierarchical optimal
frequency support (HOFS) scheme of the hybrid WF is proposed for
optimal frequency support over a wide range of grid strength. The
HOFS scheme consists of two levels as shown in Fig. 5. Level I is optimal
frequency control of WT. Level II is coordination control of multiple
WTs. The former level allows individual WT to optimally support the
requency either as a GFM-WT or GFL-WT. The latter level enhances the
requency support capability of the WF in high wind speed scenarios

through coordination. Moreover, the HOFS scheme is applicable to the
constant speed zone in addition to the MPPT zone of WTs. The details
are as follows:

3.1.1. Level I: Optimal frequency control of WT
For the GFM-WTs in the WF, GFM optimal frequency support control

s employed. Meanwhile, the GFL optimal frequency support control
s used for the GFL-WTs. The two controls are designed to satisfy
GFM(𝑠) = 1∕𝛤GFL(𝑠) based on the duality consistency revealed.

• GFM optimal frequency support control. It contains two stages. Stage
I is the frequency decline support in the first period of transient,
which is critical for the nadir. Stage II is the recovery stage in
the later period of transient. The switching of the two stages is
carefully designed.

• GFL optimal frequency support control. Similar in components to
the GFM control, it also contains two stages of frequency decline
support and recovery. However, it requires PLL to collect the 𝑓
and generate 𝜃.

3.1.2. Level II: Coordination control of multiple WTs
Distributed coordination control is designed. It generates interaction

factor 𝑥𝑖 for power coordination among WTs. Each WT gains an addi-
tional power value through the received factors. That allows the power
shortage due to WT limitation to be compensated by the other WTs,
preventing an extra frequency drop. It is suitable for all GFM-WTs and

GFL-WTs in the WF.
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Fig. 5. The framework of proposed hierarchical optimal frequency support (HOFS) scheme for the hybrid WF with GFM-WTs and GFL-WTs.
Fig. 6. Operating trajectories of the WT with optimal frequency support. (a) Frequency
response trajectory. (b) Electromagnetic power and rotor speed trajectories.

3.2. GFM optimal frequency support control

The optimal frequency support claimed in this paper refers to the
control that enables optimal frequency nadir 𝑓nadir for WF integration
with the system containing synchronous generators. The rotor speed
of each WT will be restored to the original state after the transient.
The proposed GFM optimal frequency support contains two stages. The
control structure and the operation trajectories are shown in Figs. 5
and 6. In particular, the proposed control covers the MPPT zone and
the constant speed operation zone of WT. The 𝛽 of the SFR model in
Section 2 is normalized to other parameters.
5 
3.2.1. Stage I: Frequency decline support
The frequency begins to decline when there is a sudden active power

shortage in the system. In the following, the mechanism of optimal
frequency support of the GFM-WF to the connected system is analyzed
in terms of the periods of the frequency response to capitalize on
flexibility.

• Inertial response period. The synchronous generators provide iner-
tia and the frequency declines approximately linearly. The WTs
output as little power as possible to induce a widening of the
frequency gap in order to motivate more primary frequency reg-
ulation output from the synchronous generators. Therefore, GFM-
WTs are able to pull the system frequency down during this period
by rapidly decreasing the 𝑓GFM,𝑖 via a one-order response.

• Bridging period. The power of the primary frequency regulation of
the synchronous generator increases very slowly due to physical
factors such as the steam door opening. However, the inertia
power has been reduced. This period is the key to the 𝑓nadir.
The GFM-WTs should reduce the 𝑓GFM fluctuation in order to
quickly output power to compensate for the power variation of
the governor.

• Primary frequency regulation period. The 𝑓GFM of the GFM-WTs
continues to remain constant and its output power levels off.

The OAF control of GFL-WTs is equipped as a proportional segment
and an inertial segment [30]. Based on the duality consistency of GFM-
WTs and GFL-WTs for frequency support proposed in this paper, the
control of the GFM-WTs in this stage is constructed:

𝛬GFM,OAF𝑖(𝑠) =
𝛥𝑓GFM,𝑖(𝑠)
𝛥𝑃GFM,I𝑖(𝑠)

=
𝑇w,𝑖𝑠 + 1

−𝑘wm,𝑖𝑇w,𝑖𝑠 − 𝑘wm,𝑖 + 𝑘wn,𝑖
(10)

𝛥𝑃GFM,I𝑖 = 𝑃eGFM,𝑖 − 𝑃 ′
MPPT0 − 𝛥𝑃x,𝑖 (11)

where, 𝛬GFM,OAF𝑖 is the 𝛥𝑃 → 𝛥𝑓 transfer function of the 𝑖-th GFM-WT
in Stage I. 𝑇w,𝑖, 𝑘wm,𝑖 and 𝑘wn,𝑖 are the optimal support parameters.
𝑃 ′

MPPT0 is the initial power of frequency regulation. 𝑃eGFM,𝑖 is the elec-
tromagnetic power of the GFM-WT. 𝛥𝑃x,𝑖 is the additional coordination
power of Level II.

As analyzed above, the essential cause of the 𝑓nadir is the governor
limited by physical factors. The optimal support control for the WF is
to patch it up in the weak bridging period. It is characterized by a
rapid reduction of the frequency to its minimum value and keeping it
constant.
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3.2.2. Stage II: Rotor speed recovery
The frequency support of WT utilizes the temporary kinetic energy

f the rotor. It is short term and the rotor speed needs to be restored to
ts original state for continuous operation. This stage should make the
lectromagnetic power of the WT lower than the mechanical power, so
he rotor accelerates. The design concept of the recovered control is as
ollows. One is that the WT can naturally recover to the initial point
f the electromagnetic power output is in accordance with the MPPT
urve. The second is that the GFM frequency transfer function adopts
he non-differential regulation to reduce the power deviation as soon
s possible, which allows the WT power to be output better according
o the preset curve. Based on this, the designed GFM 𝛥𝑃 → 𝛥𝑓 transfer

function for the stage is:
𝛬GFM,R𝑖(𝑠) =

𝛥𝑓GFM,𝑖(𝑠)
𝛥𝑃GFM,II𝑖(𝑠)

= 1
𝐽 𝑠 (12)

𝛥𝑃GFM,II𝑖 = 𝑃eGFM,𝑖 − 𝑃 ′
MPPT (13)

where, 𝐽 is the inertia coefficient. 𝑃 ′
MPPT is the improved MPPT curve.

It is worth noting that the proposed control of the WT contains
he MPPT zone (A-B) and the constant speed zone (B-C), as shown
n Fig. 6(b). Speed recovery of the constant speed zone is difficult

due to the fact that the same speed corresponds to different power
values. Therefore, 𝑃 ′

MPPT is specially designed to be used for the speed
recovery stage.

𝑃 ′
MPPT = 𝑘opt𝜔

3
𝑟,𝑖 +

𝑃 (𝑂2) − 𝑘opt𝜔3
𝑟,max

𝜔𝑟,max − 𝜔𝑟,min
𝑘1(𝜔𝑟 − 𝜔𝑟,min) (14)

where, 𝑘opt is the conventional MPPT curve constant coefficient. 𝑃 (𝑂2)
is the initial power located in the constant speed zone. 𝑘1 is the zone
ign coefficient, 𝑘1 = 0 for the MPPT zone and 𝑘1 = 1 for the constant
peed zone. 𝜔𝑟,𝑖 is the rotor speed of the 𝑖-th WT. 𝜔𝑟,max and 𝜔𝑟,min the
aximum and minimum limits of rotor speeds.

3.2.3. Switching of stages
The trajectories of the WT with optimal frequency support are

hown in Fig. 6. There is a sudden load increase at 𝑡 = 𝑡𝑓 , and the
deviation of electrical angular velocity from the set value exceeds the
dead zone. Therefore, the WT enters Stage I. Its electromagnetic power
curve is 𝑂1 −𝐾 −𝑀 −𝑁 , as shown in Fig. 6(b). Switch 𝑆1 = 1 at both
steady state and Stage I. When 𝑡 = 𝑡𝑟, the electromagnetic power is less
han 𝑃 ′

MPPT or the speed is less than the minimum speed 𝜔min. At that
oment, Stage I switches to Stage II. The electromagnetic power curve

f Stage II is 𝑁 − 𝐽 . The logic of switch 𝑆1 is:
{

𝑆1 = 0, 𝛥𝜔𝑖 > 𝛥𝜔𝑑 𝑏 &(𝑃eGFM,𝑖 < 𝑃 ′
MPPT,𝑖|𝜔𝑟,𝑖 ≤ 𝜔min)

𝑆1 = 1, else
(15)

where, 𝛥𝜔𝑖 is the electrical angular velocity deviation of the 𝑖-th WT.
𝛥𝜔𝑑 𝑏 is the dead zone of electrical angular velocity.

3.3. GFL optimal frequency support control

The GFL optimal frequency support also contains two stages, whose
ontrol structure and operation trajectory are shown in Figs. 5 and 6.

The control proposed in this paper additionally broadens the applied
field to the constant speed zone as compared to OAF in [30]. In
addition, the control parameters are calibrated more carefully and
conveniently rather than by trial and error.

3.3.1. Stage I: Frequency decline support
Frequency optimal support is realized by adjusting the active power

reference value derived from the 𝛥𝑓 . The control structures of GFM-
WTs and GFL-WTs in Stage I are dual. The designed GFL 𝛥𝑓 → 𝛥𝑃
transfer function in Stage I is:
𝛤GFL,OAF𝑖(𝑠) =

𝛥𝑃GFL,OAF𝑖(𝑠)
𝛥𝑓 (𝑠)

= −𝑘wm,𝑖 +
𝑘wn,𝑖

1 + 𝑇w,i𝑠
(16)

𝑃ref,I𝑖 = 𝛥𝑃GFL,OAF𝑖 + 𝑃 ′
MPPT0 + 𝛥𝑃x,𝑖 (17)

where 𝑃 is the active deviation of the 𝑖-th GFL-WT in Stage I.
GFL,OAF𝑖 𝑥

6 
3.3.2. Stage II: Rotor speed recovery
The speed recovery of GFL-WT is easily achieved by only changing

the active power reference value. Stage II control is designed as:

𝑃ref,II𝑖 = 𝑃 ′
MPPT0 (18)

3.3.3. Switching of stages
The switching thresholds for Stage I and Stage II are equally 𝑡𝑟 and

point 𝑁 as shown in Fig. 6. The logic of switch 𝑆2 is designed:
{

𝑆2 = 1, 𝛥𝑓 > 𝛥𝑓𝑑 𝑏
𝑆2 = 0, 𝑃eGFL,𝑖 < 𝑃 ′

MPPT,𝑖 | 𝜔𝑟,𝑖 ≤ 𝜔min
(19)

where 𝛥𝑓𝑑 𝑏 is the frequency regulation dead zone.

3.3.4. Setting of critical control parameters
The parameters setting for GFM and GFL optimal controls are the

same due to their consistency. The three control parameters of Stage
I are required to be carefully designed. They determine whether the
frequency can be kept smooth at the nadir. The sum of 𝑘wm,𝑖 and
𝑘wn,𝑖 for each turbine is 𝑘wm,sum and 𝑘wn,sum, respectively. 𝑘wn,sum
is valued as 1/𝑅G. The time coefficient 𝑇w,𝑖 is equal to the 𝑇G of
the aggregated governor. Their setting takes into account the actual
frequency regulation capability of the different WTs.
⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝐸𝑖 =
𝜔2
𝑟,𝑖 − 𝜔2

𝑟,min

𝜔2
𝑟,max − 𝜔2

𝑟,min

𝑘wm,𝑖 =
𝐸𝑖

∑𝑁
𝑖=1 𝐸𝑖

𝑘wm,sum

𝑘wn,𝑖 =
𝐸𝑖

∑𝑁
𝑖=1 𝐸𝑖

𝑘wn,sum

(20)

where 𝐸𝑖 denotes the energy factor that can be utilized by each WT.
A larger 𝑘wm,sum enables maximum rotor kinetic energy and better

upports the frequency. However, a too large value will result in rotor
speed protection. The scenario for 𝑘wm,sum setting is to set the common

aximum load disturbance 𝛥𝑃𝑑 in standard operating condition. Actu-
lly, 𝑘wm,sum is the expected value when the rotor speed at 𝑀 is equal
o 𝜔min. The time-domain expression for the 𝜔𝑟 is solved by Eq. (21).
hus, 𝑘wm,sum is available by bringing 𝑀(𝜔min, 𝑃𝑚𝑀 ) into it.
⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝑓 (𝑠) = 𝛥𝑃𝑑

𝑠
(

𝐷sys + 𝑘wm,sum + 2𝐻sys𝑠
)

𝑃𝑒WT(𝑠) = −
(

𝑘wm,sum −
𝑘wn,sum
𝑇w𝑠 + 1

)

𝑓 (𝑠)

𝑃𝑚WT(𝑠) = 𝐾𝑃 𝑚𝜔𝑟(𝑠)

𝜔𝑟(𝑠) =
𝑃𝑚WT(𝑠) − 𝑃𝑒WT(𝑠)

2𝐻w

(21)

where, 𝐻w is the intrinsic inertia of WT. 𝐾𝑃 𝑚 is the slope of the
inearized MPPT curve. 𝑃𝑚WT and 𝑃𝑒WT are the mechanical and elec-
romagnetic power of WT, respectively.

3.4. Coordination control of multiple WTs

There is a problem in the frequency support that the expected
output power is limited due to the capacity limitation of the converter.
It often occurs in WTs with high initial power, especially those oper-
ating in the constant speed zone. The expected but over-limit power
is prohibited in order to protect the converter. As a result, an extra
requency drop occurs at Stage I. The 𝑓nadir is lower than that expected

as shown in Fig. 7. Coordination control is designed to solve the
problem. Its core is the augmentation of the power shortage due to
limitation by the unsaturated WTs through the power interaction factor

. This control is applicable to all GFM and GFL units in the WF. The
𝑖
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Fig. 7. Trajectories of frequency support with coordination. (a) Frequency response
trajectories. (b) Electromagnetic power and rotor speed trajectories.

expression for 𝑥𝑖 is:

𝑥𝑖 =

⎧

⎪

⎨

⎪

⎩

𝑃𝑓 ,GFM + 𝑃 ′
MPPT0 − 𝑃max, 𝑃𝑓 ,GFM + 𝑃 ′

MPPT0 > 𝑃max

𝑃𝑓 ,GFL − 𝑃max, 𝑃𝑓 ,GFL > 𝑃max

0, 𝑒𝑙 𝑠𝑒
(22)

where 𝑃𝑓 ,GFM and 𝑃𝑓 ,GFL are the specific power values for the GFM and
GFL optimal controls respectively in Fig. 5.

In this paper, the Jensen’s Model is used to describe the wake
effect [34,35]. Detailed formulas of wake effect are as Appendix. The
wake effects of wind speeds are expressed as different active powers.
That is because the WTs all utilize MPPT control, as shown in Eq. (23).
Specifically, each WT has a different 𝑃 ′

MPPT0. The 𝑃𝑓 ,GFL of the GFL-WT
includes 𝑃 ′

MPPT0 and transient added power. In the control of multiple
WTs, the different WTs’ powers are coordinated through power interac-
tion factors. Therefore, the wake effect is fully considered in the control
of multiple WTs.

𝑃MPPT0,𝑖 =
1
2
𝜋 𝜌𝑅2

(

𝑐0 −
𝑐21
4𝑐2

)

𝑉 3
𝑖 = 𝑘opt𝑉

3
𝑖 (23)

where, 𝑐0, 𝑐1, 𝑐2, 𝜌 are constants and 𝑉𝑖 is the wind speed of the 𝑖th WT
considering the wake effect.

The additional power generated of each WT by receiving interaction
factors is:
𝛥𝑃𝑥,𝑖 = (𝑥𝑘 + 𝑥𝑗 )∕2 (24)

Although the two objects that the WT interaction factor is passed
to are determined by the actual topology, the effect is still realizable.
As shown in Fig. 7, the medium power WTs compensate 𝑆coord for the
expected power 𝑃expected that the high power WTs cannot generate.
Thus the frequency support is enhanced.

4. Case studies

The analyses are based on the actual WF engineering parameters
in a province in Northwest China. A WF connected to the IEEE two-
area system as shown in Fig. 8 is established on the MATLAB/Simulink
7 
Fig. 8. Test model of the IEEE 2-area integration system with a wind farm.

and Opal-RT real-time simulation platform using the MatPSST tool-
box [36]. The WF consists of 15 equivalent WTs, etc., and each WT
is assembled by 20 direct-drive turbines with 3.33 MW. The installed
wind power penetration is 37.7%. The total active load of the system
is 2654.5 MW.

To validate the analysis and control described in this paper, the
following distinction of validation is made. WTs 11∼15 are the GFM
units. And the other WTs are GFL units. Notably, the proportion of
GFM-WTs in practical applications is discussed by several frontier
studies [7,37]. It was concluded that a percentage of about 20%–45%
can already increase the stability margin significantly. The number
of GFM-WTs in this paper is based on the above findings. Therefore,
the setting of 5 out of 15 turbines as GFM-WTs (33%) is suitable for
practical applications.

The sub-item and overall proposed HOFS schemes addressed below
are shown in Table 1 to verify the effects of the scheme in parts. All
WTs of the WF in Sections 4.1 and 4.2 are set to the same including
control type and status. The purpose is to purely validate the effect of
the GFM control without the influence of the partly GFL control. The
complete HOFS scheme is applied in Sections 4.3 and 4.4. In addition,
wake effects [38,39] of the WF by wind are considered.

4.1. Duality consistency verification of GFM and GFL wind turbines

In this subsection, a 300 MW load increase occurs at 𝑡 = 5 s on bus
7 of the system. It is worth noting that the focus of the proposed GFM
and GFL duality consistency is on Stage I of the transient. Therefore,
the Stage II of recovery is not considered in the validation of this
subsection. In addition, all WTs are in the same state for better com-
parison. Cases are given to compare the frequency support of the three
typical and proposed controls. Fig. 9 illustrates the control structures
of GFM-WTs and GFL-WTs for verification.

4.1.1. Case1: Droop control of GFL vs. droop control of GFM
The results of the system frequency and the rotor speeds of the WTs

are shown in Fig. 10(a) and (b). The GFL droop parameter 𝐾𝑝,GFL is
taken to be the values of 20, 50, and 80, respectively. At the same time,
the GFM droop parameter 𝐾𝑝,GFM is taken to be the inverse of 𝐾𝑝,GFL.
The analysis and results show that the frequency support effects are
consistent when 𝐾𝑝,GFM = 1∕𝐾𝑝,GFL. The difference of frequency nadirs
is less than 0.005 Hz.

4.1.2. Case2: Synthetic inertia control (SIC) of GFL vs. VSG control of GFM
The results are shown in Fig. 10(c) and (d). Their frequency re-

sponses are the same when the virtual inertia coefficient 𝐾𝑖𝑛 and the
droop coefficient 𝐾𝑑 𝑟 of SIC as well as the inertia coefficient 𝐽 and the
damping coefficient 𝐷 of the VSG satisfy condition 𝐾𝑑 𝑟 = 𝐷 , 𝐾𝑖𝑛 = 𝐽 .

4.1.3. Case3: Optimal control of the GFL vs. proposed optimal control of
the GFM

The results are shown in Fig. 10(e) and (f). Since the control pa-
rameters 𝑘wn and 𝑇w are set identically, only 𝑘wm affects the frequency
regulation effect. It can be seen from the illustration that the frequency
support effect is consistent when 𝑘 = 𝑘 .
wm,GFM wm,GFL
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Table 1
The sub-item and overall proposed HOFS schemes used for validation in parts.

Scheme Description

HOFS-GFM The GFM optimal frequency support control of Level I in the HOFS scheme
HOFS-LI The HOFS scheme without Level II of coordination.
HOFS The proposed complete hierarchical optimal frequency support scheme.
Fig. 9. Three frequency support control structures of GFM-WTs and GFL-WTs for duality consistency verification.
Fig. 10. Results for the dual frequency support of different GFM and GFL typical and proposed controls. (a) Frequency response (Droop-GFL and Droop-GFM). (b) Rotor speed
Droop-GFL and Droop-GFM). (c) Frequency response (SIC-GFL and VSG-GFM). (d) Rotor speed (SIC-GFL and VSG-GFM). (e) Frequency response (OAF-GFL and HOFS-GFM). (f)
otor speed (OAF-GFL and HOFS-GFM).
t
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p
m
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In summary, the frequency support of the WTs is consistent once
he GFL and GFM controls satisfy duality consistency. The GFM-WTs
nd GFL-WTs differ in the synchronization structure, especially the dy-

namics of the PLL in collecting frequency. It leads to a slight difference
n the frequency support results. However, the difference in frequency

nadir is less than 0.01 Hz from the simulation results. The effect is
negligible. The inference of duality consistency is not only for the above
cases. it holds for other GFM and GFL frequency support controls.

4.2. Validation of the GFM optimal frequency support control in HOFS
scheme

Both stages of the GFM optimal control are applied in this subsec-
ion. This case verifies the effect of the proposed GFM optimal control

and serves as a pre-calibration of the parameters. This work is carried
ut offline in advance, as in this case. Therefore, the common maximum
oad disturbance 𝛥𝑃𝑑 of 500 MW is used. The difference between the
eak and low loads per day is more than 80% of the maximum load in
he regions of Germany, Austrian and UK [40]. Therefore, a about 20%

load increase during the load rise period is possible [41]. Specifically,
a 500 MW load increase occurs at 𝑡 = 5 s on bus 7 of the system. For
the parameters setting, 𝑘wn,sum = 480 and 𝑇w,𝑖 = 15 are set according
o Section 3. The set value of 𝑘wm,sum = 221 is obtained by Eq. (21)
fter a small amount of adjustment. From Section 4.1, the parameters
 d

8 
setting can also be used for GFL optimal control. The results of the tests
with this setting are shown in Fig. 11.

Due to the frequency deviation exceeding the deadband at 𝑡 =
5.01 s, it enters into Stage I. The proposed HOFS-GFM is used to control
he frequency to fall down quickly to the minimum value and keep it
teady in Stage I. The rise in the active power over the mechanical
ower leads to a decrease in the rotor speed. The speeds reach the
inimum 0.70 at 𝑡 = 18.46 s but do not cross that, as shown in

Fig. 11(b). The electromagnetic power 𝑃eGFM,𝑖 < 𝑃 ′
MPPT,𝑖 at 𝑡𝑟 = 24.51 s.

Therefore, the GFM optimal control is switched from Stage I to Stage II
speed recovery. After that, the rotor speeds and frequency of the WTs
ecover simultaneously as shown in Fig. 8(a) and (c). Eventually, the

frequency reaches a steady state value. The 𝑓nadir of the whole process
is 49.06 Hz using the proposed HOFS-GFM.

For comparison, the VSG-GFM is adopted with parameters employed
based on maximizing the full kinetic energy of the WTs. As shown in
Fig. 11(a), the frequency has a nadir of 48.92 Hz at 𝑡 = 13.05 s. In
addition, the 𝑓nadir is 48.15 Hz without WF involvement in frequency
support. The proposed HOFS scheme improves 49.19% in the 𝑓nadir
compared to the WF not participating in the frequency support and
12.96% compared to the VSG-GFM.

Therefore, the proposed HOFS scheme has a better frequency sup-
ort effect in GFM mode compared to others. In addition, due to the
mooth setting of the switching point, the frequency is also recovered
uring the speed recovery stage. That avoids an immediate secondary
rop in frequency.
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Fig. 11. Results of frequency support when the WTs are operating in GFM mode. (a)
Frequency response. (b) Rotor speed. (c) Output active power.

Fig. 12. Wind speed of WTs in the WF considering wake effects.

4.3. Validations of HOFS scheme at different wind speeds

To further validate the effectiveness of the proposed HOFS scheme
at different wind speeds, specific operating conditions are set. The wind
direction is forward to WTs 1∼5. The results of the distribution of wind
speeds in the case studies are obtained by Eqs. (25)–(28). The specific
parameters of the wind farm are shown in Table 3.

4.3.1. Case1: High wind speed scenario
The wind speed of the WF is set to be 16.9 m/s. The WTs 1∼5

are operated in the constant speed zone as B-C in Fig. 6(b). Due to
the wake effect, WTs 6∼15 have slightly lower wind speeds. The wind
speed distribution of the WF according to [38] is shown in Fig. 12. The
disturbance is the same as that set in Section 4.2.

Using the proposed HOFS scheme, the frequency and the output
power of the WTs are shown in Fig. 13(a) and (b), respectively. In
order to verify the role of Level II of coordination, HOFS-LI is also
demonstrated. The power output of WTs 1∼5 is limited from 𝑡 = 5.92 s
9 
Fig. 13. Results for frequency support of the WF at high wind speed (a) Frequency
response under different controls. (b) Output power of WTs. (c) Interaction factors.

Fig. 14. Power-speed trajectories of WTs in the WF using proposed scheme.

due to exceeding the power limitation. This results in part of the power
failed to be generated. 𝑓nadir is 49.05 Hz using HOFS-LI. The role of
coordination control is clearly shown in Fig. 13. The power failed to
be generated by WTs 1∼5 is augmented by WTs 6∼11 through the
power interaction factor 𝑥𝑖. This is due to the fact that the medium
wind speed WTs have sufficient margins away from the power and rotor
speed limitations. The WTs 6∼10 augment the power and they make
better use of the rotor kinetic energy with a minimum speed of 0.702.
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Fig. 15. Results of traversal tests for the WF with different SCR and disturbances. (a) Frequency support effects (traversal test 1). (b) Support regions (traversal test 1). (c)
Frequency support effects (traversal test 2). (d) Support regions (traversal test 2). (e) Case 1 using SIC control (SCR = 1.6). (f) Case 2 using HOFS scheme (SCR=1.6).
Moreover, that indirectly results in WTs 1∼5 also making better use of
the kinetic energy in the following period, with a minimum speed of
0.748. Hence, 𝑓nadir is raised to 49.11 Hz.

Comparative experiments of other controls are carried out. The
𝑓nadir is 48.15 Hz without the WF support. In particular, the centralized
SIC control and OAF [30] are used in the unconventional scenario
of high wind speed. Using SIC control, a few WTs undergo the rotor
speed below 0.7 at 𝑡 = 13.34 s limited by the wind speed resource
differences between WTs. They enter rotor speed protection. It leads
to a second drop in frequency with 𝑓nadir = 48.79 Hz. Using OAF
control [30], the frequency is unable to be maintained at the nadir
according to the expected characteristics. It has a frequency nadir of
48.92 Hz. The results of these two controls are poor due to the fact
that the relationship between power and speed in the constant speed
zone is different from that in the MPPT zone.

As a result, the proposed HOFS scheme enables the WF to support
the frequency at high wind speed scenario with an improvement of
26.4% and 17.6% in 𝑓nadir compared to the SIC and OAF controls,
respectively.

4.3.2. Case2: Medium-low wind speed scenario
The wind speed of the WF is set to be 12.5 m/s. Wind speed of

each WT considering wake effects: [12.50, 12.50, 12.50, 12.50, 12.50;
10.39, 10.39, 10.39, 10.39, 10.39; 9.14, 9.14, 9.14, 9.14, 9.14]. All
WTs are operated in the MPPT zone as A-B in Fig. 6(b). A 250 MW load
increase occurs at 𝑡 = 5 s on bus 7. 𝑓nadir is 49.04 Hz if the WF does not
support it. Using the SIC control, the 𝑓nadir is enhanced to 49.53 Hz. By
contrast, a similar 𝑓nadir = 49.53 Hz is obtained using OAF control or
the proposed HOFS scheme.

4.4. Frequency support effects under different grid strengths

To verify the adaptability of the proposed scheme under different
grid strengths, traversal tests are carried out. The traversal settings in-
clude (a) grid strengths SCR from 1.0 to 10. (b) load surge disturbances
from 50 to 450 MW. The frequency support results of the proposed
scheme and other controls with the above settings are shown in Fig. 15.

4.4.1. Traversal test 1
Wind speed of 14 m/s with 10◦ direction angle is set. Wind speed

of each WT considering wake effects: [14.00, 14.00, 14.00, 14.00,
14.00; 14.00, 12.37, 12.37, 12.37, 12.37; 14.00, 12.27, 12.23, 12.23,
12.23]. Fig. 15(a) and (b) show the results of the frequency nadir and
the support regions for several controls. For the support regions, SIC
10 
control and OAF control [30] are available for frequency support under
SCR > 2.42 and SCR > 2.30, respectively. Otherwise, the oscillations
will occur leading to instability. This is due to the weak stability of
the GFL-WTs under the weak grid. Thus the support regions of SIC
control and OAF control are SCR = 2.42∼10 and SCR = 2.30∼10,
respectively. Using the proposed HOFS scheme, the stability is excellent
under the extremely weak grid with the lowest operating SCR of 1.0.
As a result, the minimum operating SCR is improved from 2.3 to 1.0.
For the support of 𝑓nadir, the HOFS scheme improves 16.3% on average
compared to the SIC control.

4.4.2. Traversal test 2
Wind speed of 16.5 m/s with 10◦ direction angle is set. Wind speed

of each WT considering wake effects: [16.50, 16.50, 16.50, 16.50,
16.50; 16.50, 14.57, 14.57, 14.57, 14.57; 16.50, 14.45, 14.41, 14.41,
14.41]. Fig. 15(c) and (d) show the results of the frequency nadir and
the support regions for several controls. For the support regions, the
different wind speed affects the critical SCR a little bit. SIC control and
OAF control are available for frequency support under SCR > 2.35 and
SCR > 2.21, respectively. Thus their support regions are SCR = 2.35∼10
and SCR = 2.21∼10, respectively. With the proposed HOFS scheme,
the minimum operating SCR is 1.0. As a result, the minimum operating
SCR is improved from 2.21 to 1.0. For the support of 𝑓nadir, the HOFS
scheme improves 18.5% on average compared to the SIC control.

The cases under extremely weak grid are demonstrated as in
Fig. 15(e) and (f). Case 1 illustrates the response of the OAF control
suffering from a 200MW disturbance at SCR = 1.6. Fig. 15(e) shows the
active power output of WT1. The occurrence of oscillation dispersion
indicates that the system cannot operate stably. As a comparison, Case
2 shows the response results of the proposed HOFS scheme with similar
settings. The output active power of WT1 is generated correctly to
support the frequency as shown in Fig. 15(f).

Observing the frequency support effects under different load pertur-
bations, the enhancement percentile of the proposed scheme is almost
unaffected by more than 12% compared to other methods. Therefore,
the proposed scheme is better in terms of frequency support at different
load disturbance sizes.

4.5. Comparative analysis of frequency time-domain characteristics and
stability

To quantitatively demonstrate the frequency support effects and
advantages of the proposed scheme, we compare the time-domain
characteristics of the frequency and stability under different controls in
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Fig. 16. Results of the frequency responses in the scenario of strong grid and high wind speed in the Table 2.
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several aspects. The compared frequency time-domain characteristics
nclude the maximum rate of change of frequency (RoCoF), response
ise time, nadir, reverse overshoot, and steady-state deviation. More-
ver, these comparison cases are carried out in three typical scenarios,
ncluding high as well as low wind speeds and strong as well as weak
rids. The system suffers a 300 MW power disturbance at 𝑡 = 5 s. The
ime-domain characteristics of the frequency under different controls
re shown in Table 2. As an example of the scenario of strong grid and
igh wind speed in the Table 2, the results of the frequency responses
ver a long period of time are shown in Fig. 16.

The characteristics and advantages of the proposed HOFS are shown
y comparison:

• It has an excellent frequency nadir and response speed, although
there is a slight loss in RoCoF and reverse overshoot. The fre-
quency support in different scenarios reaches over 49% improve-
ment compared to NOWF, all with the best frequency nadir. In
terms of losses, there is about a 20% loss in RoCoF in the initial
period and a slight boost in reverse overshoot, but these are still
acceptable.

• It has the same effect of steady-state deviation in the later period
of the frequency support. This is due to the fact that the wind
farms are finally restored to the MPPT operating point without
additional active power supply.

• It works for both strong and weak grid scenarios. As a comparison,
all other controls have oscillations leading to instability in a
certain type of scenario.

4.6. Validation of effectiveness in low-inertia large systems

To verify the effectiveness of the scheme in a low-inertia large
ystem, a improved New England 39-bus system is built and tested. The
ew England power system consists of 10 synchronous generators, 39
uses and 46 branches. The constructed improved system replaces 4
11 
Fig. 17. The structure of improved New England 39-bus system with 4 wind farms.

synchronous generators G2, G3, G4, G6 with 4 wind farms. Each wind
arm consists of five 100 MW equivalent wind turbines. The proportion
f wind power in this system amounts to 40.37%. The whole system
s a low-inertia grid. The structure of the system is shown in Fig. 17.

Compared to a conventional power system, a low-inertia grid induces
a larger frequency change for a perturbation. With the proposed HOFS
cheme, one WT in each wind farm is set to GFM type.

A disturbance example is a sudden increase in load of 600 MW on
us 39 at t = 1s. Using the proposed HOFS scheme, Fig. 18 illustrates
he active power output of each turbine at two moments. They cor-

respond to the frequency decline support stage and the rotor speed
Table 2
Time-domain characteristics of frequency under different controls.
Scenarios Controls RoCoF

(Hz/s)
Response
rise time (s)

Nadir
(Hz)

Reverse
overshoot (Hz)

Steady-state
deviation (Hz)

Support effect
of the nadir

Stability

Weak grid
(SCR = 1.5)
Low wind speed
(12.5 m/s)

SIC —— —— —— —— —— —— Unstable
VSG 0.240 5.05 49.34 0.19 0.27 42.11% Stable
OAF —— —— —— —— —— —— Unstable
HOFS 0.297 3.25 49.46 0.20 0.27 52.63% Stable

Weak grid
(SCR = 1.5)
High wind speed
(16.5 m/s)

SIC —— —— —— —— —— —— Unstable
VSG 0.250 4.74 49.25 0.14 0.27 33.04% Stable
OAF —— —— —— —— —— —— Unstable
HOFS 0.292 3.54 49.47 0.29 0.27 52.68% Stable

Strong grid
(SCR = 10)
High wind speed
(16.5 m/s)

SIC 0.256 4.71 49.24 0.13 0.28 35.59% Stable
VSG —— —— —— —— —— —— Unstable
OAF 0.314 3.44 49.31 0.21 0.28 41.53% Stable
HOFS 0.313 3.69 49.41 0.30 0.28 49.98% Stable



Q. Zong et al. International Journal of Electrical Power and Energy Systems 165 (2025) 110463 
Fig. 18. The active power output of each equivalent WT at two specific moments in the frequency regulation process using HOFS scheme.
Fig. 19. Frequency dynamics under different controls in the case of the improved New
England 39 bus system.

recovery stage, respectively. The dynamics of frequency under various
controls are shown in Fig. 19. If none of the four wind farms are
involved in regulation, the frequency nadir is 49.58 Hz. The frequency
nadir with SIC control and OAF control is 49.74 Hz and 49.79 Hz,
respectively. By contrast, the HOFS scheme can support the frequency
nadir up to 49.82 Hz. Therefore, the effectiveness of the proposed
scheme in low-inertia large systems is verified.

This paper focuses on control design involving coordination within
a single wind farm. Coordination between multiple wind farms in large
systems will be considered in future studies.

4.7. Real-time experimental verification

To further verify the effectiveness of the proposed HOFS scheme by
experiments, the Opal-RT real-time simulation platform is constructed
as shown in Fig. 20. It consists of OP4510 and OP5700. The inter-
connected system of the experimental simulation is consistent with the
example system in Fig. 8. The wind farm integration system is set up in
the OP5700 simulator, while the HOFS scheme is established in OP4510
simulator. The two simulators are connected to each other through a
conversion board and DB37 signal lines. Frequency deviation and active
power will be transmitted from both simulators via the DB37.

Experimental verification at rated operating condition: The frequency
response results of Section 4.2 on the Opal-RT platform are shown in
Fig. 21. The 𝑓nadir using the HOFS scheme is 49.06 Hz. The results con-
firm the superiority of the proposed HOFS scheme for frequency nadir
support when adopting the GFM optimal frequency support control.

Experimental validation at different wind speeds: To verify the feasibil-
ity of the scheme at different wind speeds, the results of the proposed
HOFS scheme are verified in experiments for different wind speed
cases in Section 4.2 for each wind speed. As shown in Fig. 22(a),
compared with the methods of VSG and OAF, the frequency support
12 
Fig. 20. Opal-RT real-time experimental platform.

Fig. 21. Frequency response results of a 500 MW load increase on bus 7 using different
schemes in Opal-RT.

of the proposed control scheme is significantly better. Secondly, the
dynamics of the system frequency was observed by an oscilloscope at
a wind speed of 12.5 m/s. According to Fig. 22(c), the proposed HOFS
scheme has a better frequency nadir compared to other controls. Its
effect is close to but still better than the OAF method.

Obviously, the experimental results in Fig. 22 are consistent with
the related simulation results in Fig. 14. Therefore, the Opal-RT real-
time simulation platform further verifies the effectiveness of the pro-
posed scheme and the simulation results.

Experimental validation at extreme weak grids: To further the feasi-
bility of the proposed scheme in extreme scenarios, experiments were
conducted under weak grids. The conducted experiments are under an
extreme weak grid (SCR = 1.6). The frequency response and the active
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Fig. 22. Experimental results of the proposed scheme based on Opal platform at different wind speeds. (a) Frequency response results at high wind speed (16.5 m/s). (b) Turbine
power at high wind speed (16.5 m/s). (c) Frequency response results at low wind speed (12.5 m/s).
Fig. 23. Experimental results of the proposed scheme based on the Opal-RT platform under an extreme weak grid. (a) Frequency and active power dynamics of the proposed
HOFS. (b) Frequency and active power dynamics under SIC control.
power of representative WT using the HOFS scheme on the Opal-RT
platform are shown in Fig. 23(a). As a comparison, the experimental
results of SIC are shown in Fig. 23(b). The oscilloscope results show that
the proposed scheme is able to support frequency nadir with 49.43 Hz
in an extreme weak grid. However, the power of the wind farm using
SIC control appears to oscillate and the system is unstable. There-
fore, the experiments verify the superiority of the proposed scheme in
extreme conditions.

5. Conclusion

This paper proposes a hierarchical optimal frequency support
scheme for the hybrid WF with both GFM-WTs and GFL-WTs. To obtain
the scheme, this paper reveals the duality consistency of the GFM-WTs
and GFL-WTs in terms of frequency support by establishing GFM-SFR
and GFL-SFR models at first. The inference that the frequency support
effects of GFM-WTs and GFL-WTs are consistent once both structures
and parameters satisfy the revealed duality consistency formula is of
generality. Specifically, the results of the three dual controls as (1)
Droop-GFL and Droop-GFM, (2) SIC-GFL and VSG-GFM, and (3) OAF-
GFL and HOFS-GFM (Proposed) confirm the finding in the case studies.
Based on this, the HOFS scheme is proposed. Its main purpose is to
achieve optimal frequency support of the WF over a wide range of
grid strength. The proposed scheme consists of two levels: optimal
frequency control of WT and coordination control of multiple WTs. The
validation results of a two-area integration system with a wind farm in
MATLAB/Simulink and Opal-RT experimental platform are presented
and analyzed. The results show that the proposed HOFS scheme is
capable of operating and realizing frequency support at SCR from 1.0 to
10. It is a significant improvement over the existing controls of the WF
with a minimum SCR of about 2.2. It works for both strong and weak
grid scenarios. In addition, the frequency regulation effectiveness of the
proposed scheme is excellent, with an improvement of more than 12%
in frequency nadir compared to controls such as SIC and VSG although
there is a slight loss in RoCoF. The advantage of such frequency support
is more obvious in high wind speed scenarios with more than 19%
improvement.
13 
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Appendix

Detailed formulas of downstream WT wind speed affected by wake
effect are:

𝑉𝑗 = 𝑉0

[

1 −
𝑛
∑

𝑖=1

(

1 −
√

1 − 𝐶𝑇 ,𝑖
)

⋅ 𝜉𝑖𝑗

]

(25)

𝜉𝑖𝑗 =
(

𝑟0
𝑟𝑖

)2 𝐴𝑠
𝐴0

(26)

𝑟𝑖 = 𝑟0 + 𝑥𝑖𝑗 ⋅ t an 𝛼 ≈ 𝑟0 + 𝑥 ⋅ 𝛼 (27)

𝐴𝑠 = 𝑟𝑖
2cos−1

(𝐿𝑖𝑗

𝑟𝑖

)

+ 𝑟20cos
−1

(𝑑𝑖𝑗 − 𝐿𝑖𝑗

𝑟𝑖

)

− 𝑑𝑖𝑗𝑧𝑖𝑗 (28)

where, 𝑟0 is the radius of WT and 𝑥 is the distance between the
upstream WT and the downstream WT. 𝐴0 is the sweep area of WT.
The downstream WT is partly shadowed by the upstream WT. 𝐴𝑠 is
the shadowed area. Radius 𝑟 describes the expansion effect of the
𝑖
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Table 3
Parameters of the wind farm.
Parameters and description Value

Geographic distribution of WF

Distance between columns 𝑥𝑖𝑗 ,1 (m) 600
Distance between columns 𝑥𝑖𝑗 ,2 (m) 300
Distance between rows 𝑑𝑖𝑗 (m) 400

Parameters of WT

Decay coefficient 𝛼 (p.u.) 0.05
Thrust coefficient 𝐶𝑇 ,𝑖 (p.u.) 0.588
Radius of WT 𝑟0 (m) 65.5
wake. The affected area in downstream increases according to decay
oefficient 𝛼. 𝐶𝑇 ,𝑖 is the thrust coefficient.

Data availability

The authors do not have permission to share data.
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