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Abstract

Millimetre wave line intensity mapping (LIM) of carbon monoxide (CO) rotational transitions
and the carbon fine structure (CII) spectral lines is a new, complimentary and efficient approach
to map the large scale structure of the Universe between red-shifts of 0 < z < 10, which
could provide further constraints on our cosmological model of the Universe. To utilise the full
potential of LIM, a new kilo-pixel scalable, photon noise limited detecting technology is required
with moderate spectral resolving powers (R ≈ 1000) and minimal integration times for fast
mapping. This thesis presents the focal plane development for a superconducting on-chip filter-
bank spectrometer (FBS) technology pathfinder for LIM at millimetre wavelengths called SPT-
SLIM as it prepares for the first deployment on the South Pole Telescope in November 2024.
The motivations which lead to a focal plane of 9 pixels and 18 × R = 100 spectrometers are
presented, most notably are the efficiency concerns due to mm-wave dielectric losses and microwave
detector multiplexing constraints due to high cross-coupling between neighbouring lumped element
kinetic inductance detectors (LEKIDs). The LEKID design is shown to be on the cusp of the
expected photon noise limit, limited in responsivity by the aluminium inductor thickness and the
geometric inductance of the large interdigital capacitors (IDC) required for frequency scheduling in
a suitable range for the readout bandwidth. The parallel plate capacitor (PPC) is presented as an
alternative to remove many of the IDC limitations, however, currently the PPC suffers significantly
from two level systems in the dielectric resulting in excess noise.
FBS devices that were tested have successfully demonstrated optical measurements of spectra at
millimetre wave (≈100GHz to 200GHz), however, the spectral resolution of the spectrometers
are shown to be limited (R = 100 →≈ 67) whih we attribute to the dielectric loss tangent.
Despite this, SPT-SLIM will provide cutting edge LIM measurements and pave the way for future
experiments.
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Symbols Used

• f : Frequency or specifically microwave frequency (Hz) .

• ν: Spectral/optical or mm-wave frequency in chapters when both detector and spectral
frequencies are discussed (Hz) .

• f0 or ν0: Resonant frequency (Hz).

• ω: Angular frequency (rad s−1).

• L: Inductance (H or Hm−1).

• Ls : Surface inductance (H or Hm−1).

• Lk : Kinetic Inductance (H or often H2−1).

• LG : Geometric Inductance (H or often H2−1).

• G : Conductance (S or Sm−1). Or an integer count in Section 4.4.

• γ: Complex propagation constant (m−1)

• α: Attenuation constant (dB m−1).

• β: Phase constant (radm−1).

• tan δ: Loss tangent.

• V : Voltage (V) or Volume (m3).

• I : Current (A) or the in-phase component of two modulated sinusoids (V).

• Q: The quadrature or out of phase components of two modulated sinusoids.

• xres: Resonator Length (m)

• x : Fractional frequency shift (FFS).

• C : Capacitance (F).

• αk : Kinetic inductance fraction.

• NEPGR: Generation-recombination noise equivalent power (W/
√
Hz)
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• NEPγ: Photon noise equivalent power (W/
√
Hz)

• Qr : Total resonator quality factor.

• Qi : Quality factor for losses.

• Qc : Coupling quality factor.

• R : Spectrometer resolution or detector responsivity (W−1).

• dx : Filter spacing (m or wavelengths)

• λ: Wavelength (m).

• ∆ν: Spectral bandwidth (Hz)

• ηfilt: Single filter efficiency.

• ηfeedline: Feedline efficiency from OMT to FBS.

• ηtotal, filt: Single filter efficiency including the feedline efficiency.

• ηpb: Cooper pair breaking efficiency.

• ηopt: Optical efficiency.

• n̄ph: Mean photon occupation number.

• µ: Permeability (Hm−1).

• ε: Permittivity (Fm−1)

• Tc: Superconducting Critical Temperature (K)

• ∆fR: Readout bandwidth (Hz) or frequency resolution (Hz).

• Nqp: Number of quasiparticles in a given volume.

• ∆sc: Superconductor energy gap (J), generally approximated as the superconducting energy
gap at 0K. Where 2∆sc is the energy required to break a Cooper pair.

• kB : Boltzmann constant.

• ds: FTS mechanical step size.

• k0: Wavenumber at the resonant frequency.
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To help in a field littered with abbreviations:

• SPT-SLIM: South Pole Telescope - Summertime Line Intensity Mapper.

• CMB: Cosmic Microwave Background

• ISM: Interstellar Medium.

• IGM: Intergalactic Medium.

• LSS: Large Scale Structure.

• TES: Transition Edge Sensor.
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• CPW: Co-Planar Waveguide
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• MKID: Microwave Kinetic Inductance Detector.

• LIM: Line Intensity Mapping.
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• IDC NS: Inter-Digital Capacitor, No Step-down.
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• NFNP: Nearest Frequency Neighbour Position.
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• FBS: Filter-Bank Spectrometer.
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• RIE: Reactive Ion Etch.

• NEP: Noise Equivalent Power.

• FFS: Fractional frequency shift.

• SNR: Signal-to-Noise Ratio.

• FPI: Fabry-Pérot interferometer.

• FTS: Fourier Transform Spectrometer.

• MPI: Martin-Puplett Interferometer.

• ZPD: Zero Path Difference.

• OPD: Optical Path Difference.
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• SKRF: Scikit-RF (Python module).
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Chapter 1

Introduction

1.1 A brief introduction to millimetre and sub-millimetre astronomy

Millimetre and sub-millimetre astronomy, focusing on wavelengths from approximately 1 millimetre
to 100 micrometers, plays a critical role in understanding a wide range of astrophysical phenomena,
from the cold molecular clouds that birth stars to the Cosmic Microwave Background (CMB)
radiation that offers insights into the early universe, to much of the Universe’s evolution yet to
be probed. However, making precise astronomical measurements at these wavelengths presents
significant challenges, primarily due to the presence of the so-called “Terahertz gap”. As such,
this region of the spectrum remains to see the extensive investigations to which regions like the
Cosmic Optical Background have experienced, despite the fact it is the largest contribution to the
integrated spectral brightness of the Universe1.

The Terahertz gap, spanning frequencies from around 0.1THz to 10THz, is a spectral region
notoriously difficult to observe. Traditional electronic devices struggle with inefficiencies and noise
at these frequencies, while photonic technologies are often insufficiently sensitive and frequency
limited by the energy band gap, (Eg) of semiconductors corresponding to wavelengths typically
around hc/Eg = 1 µm (≈ 300THz) for silicon based detectors2. The atmospheric absorption,
dominated by water vapor, further exacerbates the difficulties by heavily attenuating the incoming
signals, making ground-based observations particularly challenging. These obstacles necessitate
the use of advanced techniques and materials to achieve the sensitivity required for millimetre and
sub-millimetre astronomical observations.

In recent decades, superconducting detectors have emerged as the most viable solution to these
challenges. These detectors, operating at cryogenic temperatures, leverage the unique properties
of superconductors, such as zero DC electrical resistance and extremely low noise, to detect
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faint astronomical signals with high sensitivity. In particular, superconducting technologies like
Transition Edge Sensors (TES)3 and Microwave Kinetic Inductance Detectors4 (MKIDs) have
proven to be indispensable tools in pushing the boundaries of observational astronomy within the
Terahertz gap.

Despite their advantages, the implementation of superconducting detectors in millimetre and
sub-millimetre spectroscopy is not without its challenges. Designing instrumentation that operates
effectively at these wavelengths requires addressing several critical issues, including the precise
control of detector noise, the need for ultra-low temperature environments, and the integration
of these detectors with complex optical systems. Furthermore, the development of large-format
detector arrays poses additional challenges related to fabrication, readout electronics, and thermal
management. The inherent ease to which MKID detectors can be multiplexed in the thousands
on one readout line has earmarked these devices as the likely path to achieving mm and sub-mm
focal planes on the order of 1 × 105 detectors or more, as is the goal of CMB Stage 45.

In the terahertz regime, there has been a wealth of advancements in these superconducting
technologies thanks to the CMB community and many direct imaging instrument demonstrations
of both the TES6–11 and more recently MKID12–17 all on the order of ≈ 10× 103 pixels. Considerable
amounts of information on the status of terahertz direct imaging superconducting detectors can
be found in literature2,18–21, yet is beyond the scope of this thesis. Rather, we will focus on the
status and challenges of spectrometers at these wavelengths.

1.2 Millimetre and sub-millimetre spectrometers

For similar reasons as for direct imaging, spectrometers in the terahertz regime have also
adopted superconducting technologies. The main considerations when designing an imaging
spectrometer are the frequency resolution, R , instantaneous bandwidth, the sensitivity to the
desired signals and the mapping speeds. The latter two parameters are not necessarily degenerate,
for example, higher sensitivities can be achieved by longer integration times at the cost of reduced
mapping speeds. Therefore the scalability of a technology plays a crucial role in its capability as
an instrument since the more spectrometers or number of detectors for an Fourier Transform
Spectrometer (FTS) on a focal plane increases the instantaneous sensitivity and thus, faster
mapping speeds can be achieved. All current technologies compromise on some aspect to a
certain degree and as such, there are yet to be equivalent terahertz devices to the integral field
units found in the optical spectrum which provide data cubes of very sensitive light intensity
measurements and high resolution spectral content as a function of direction without sacrificing
large integration times. Hence, different choices are more suitable than others depending on the
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science case and often one technology can compliment another.

Extremely high resolution measurements are made possible with heterodyne receivers, reaching
values on the order of R = 1× 107 22,23. This class of spectrometer technology is able to measure
both the amplitude and phase of incident signal which astronomers can use to extract a wealth of
information. To reach the high sensitivities and resolutions, these systems generally use arrays of
antenna covering hundreds or thousands of square meters, using a correlator and interferometry
to compare between antenna. Each antenna is then typically equipped with superconductor-
insulator-superconductor (SIS) mixers which limit the maximum observable frequency according
to the superconducting gap frequency. Niobium being the best established in sub-millimetre
instruments leads to an upper frequency limit of around 700GHz24, though higher can be achived
with niobium nitride for example. Due to the difficulties with generating sub-millimetre signals,
the Local Oscillator (LO) is typically achieved by multiplication chains from microwave frequencies.
As such, multiplexing mixers at these frequencies with a common LO without compromising on
the purity of the LO signal and power balance is difficult and can contribute noise22. This leads to
heterodyne sensitivities being limited to the quantum noise limit of the input noise temperature,
above the photon noise25. Current receivers are typically limited to a pixel count on the order
of 10, with the biggest array reaching 6422. For this reason, and the fact that the instantaneous
bandwidth is typically limited to a few gigahertz22,26, heterodyne receivers are best suited for
high resolution, single source measurements with large integration times rather than mapping
large areas. It is also worth mentioning that, whilst incredibly successful, the strong reliance
on heterodynes for millimetre to far infrared measurements has the potential for limiting what
could possibly be discovered since only a small portion of the spectrum can be sampled at once
compared to what could be found with a wide instantaneous bandwidth. Thus, complementary
spectrally and physically wide fields of view are desired.

Conventional spectrometry techniques with dispersive elements have also been applied to this
region of the spectrum. Most notably is ZEUS-2, and the instruments from Z-spec27 heritage,
most recently is the TIME instrument28,29 which combines 32 Z-spec-like grating spectrometers.
These spectrometers disperse light with a diffraction grating, then the spectrum is measured
with a 2-D array of TES detectors. This method has the advantage that the full frequency band is
sampled instantaneously and simultaneously, rather than needing to scan each frequency individually,
hence faster mapping speeds can be achieved. Furthermore, since only a few tens to a few hundreds
of detectors (60 in the case of TIME) are currently required for each array per spectrometer,
TES detectors can be used without reaching the logistical limitation due to readout wiring that
is common in TES instruments pushing beyond 1 × 104 detectors, however as is described in J.
Hunacek’s thesis29, it is still not trivial. Hence, with the heritage of consistent and precise TES
fabrication from the CMB community, arrays of extremely sensitive detectors can be realised
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without too much difficulty relative to MKID fabrication which is less mature by comparison.
Another advantage is that since each detector only receives a narrow band of light, there is less
photon noise per detector which can further improve sensitivities and reduce integration times.
However, these frequencies of light in a vacuum/air require that the size of the grating “grooves”
are fairly large, e.g., comparable the wavelength of the light. Hence, only moderate groove densities
and therefore resolutions can be achieved without making the size of the spectrometer too large
which in turn requires cooling larger volumes to the cryogenic temperatures required for the
detectors. Current vacuum grating spectrometers occupy approximately ≈ 700 cm3 29. Hence,
scaling this technology is ultimately limited beyond roughly 100 spectrometers.

Fourier Transform Spectrometers provide an alternative method that has also been demonstrated,30–33.
Here, an FTS is placed in front of an array of superconducting detectors. High signal to noise
ratios (SNR) can be achieved with an FTS instrument since the optical throughput, limited by
collimating optics, is on the order of tens higher than for for a grating monochromator with a
comparative spectral resolution as is known as the Jacquinot advantage34. This is beneficial
in the case of weak signals as is the case in astronomy. In the case of a detector noise limited
instrument, a similar advantage to the spectrograph’s multiplex advantage can also be achieved
with an FTS known as the Felgett advantage which with the recent development of photon
noise limited detectors is now becoming a disadvantage. For an FTS in front of a detector array,
each detector sees a slightly different spectrum depending on the object it is looking at, thus
a larger focal plane (and therefore larger optics) will yield in a larger field of view increasing
mapping speeds. Furthermore, to reach high SNR and resolutions requires a large number of
sample points for an FTS scan (precise mirror movements) and a long mirror stage (or large fold
factor).. This is entirely plausible with spectral resolutions in the hundreds to thousands35,36 being
easily achieved, however, since each detector in this system receives the full frequency band and
hence suffers additional frequency noise, large detector counts are required to reduce integration
times in order to allow efficient scanning. Additionally, since the FTS optics at millimetre and
sub-millimetre are fairly large, this method is not easily scaled as increasingly large optics become
difficult to make and problematic when incorporated with moving parts.

Given the size constraints on scalability with the aforementioned technologies, one is naturally
drawn to the ability to reduce the wavelength of light and hence technology with the higher
permittivities found in on-chip circuits and dielectrics relative to vacuum equivalents. On-chip
spectrometers are currently being developed in a few different forms, typically trying to combine
the multiplex advantage with a sensitive scalable technology, hence MKIDs are typically used
for detectors. Micro-spec37–39 (µ-spec) is an on-chip equivalent of a grating spectrometer that
would occupy a ≈ 10 cm3 silicon chip and is the technology proposed for the EXCLAIM balloon
mission40 using six such devices. Designed to measure spectra between 300GHz to 600GHz, the
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EXCLAIM spectrometers are expected to have a resolution of 51241, with prototypes demonstrating
R = 6442,43. Another on-chip option is the on-chip filter-bank spectrometer (FBS), which is the
subject of this thesis.

The FBS at it’s surface level is simple. A series of superconducting resonant filters tuned to a
desired frequency and bandwidth are placed in parallel along an antenna coupled transmission line.
These filters are then terminated in a superconducting detector, where the convenient frequency
multiplexing of MKIDs along a separate feedline provides a natural choice. Hence, a compact
highly sensitive spectrometer can be realised, only occupying a few cubic centimetres of silicon.
Spectral resolving powers in the thousands are technically achievable, if not for the current limitation
set by dielectric losses as will become clearly apparent throughout this thesis. These spectrometers
are therefore extremely sensitive thanks to the MKIDs exposed only to a narrow bandwidth and
could achieve fast mapping speeds as the full spectrum is sampled simultaneously. A further
benefit is that since the spectral sorting structures are also constructed out of transmission line
circuitry, the fabrication procedure can be carried out at the same time as the fabrication of
the MKIDs. There are a few existing demonstrations of this technology, namely DESHIMA44

(R ≈ 380) and DESHIMA 2.0 (R ≈ 500)45 targeting 322GHz to 377GHz and 220GHz to 440
GHz respectively, with on-sky observations successfully carried out with DESHIMA at the ASTE
telescope46,47. Another is Superspec48–50 aimed at the 195GHz to 310GHz band with an intended
resolution of R = 700. However, whilst the concept may seem relatively simple, realising an on-
chip FBS instrument with high resolution and optical efficiency remains a technical challenge such
that multi-pixel instruments have not been deployed to a telescope yet. Recent progression with
tune-able on-chip FTS devices has also shown a lot of promise for a millimetre IFU technology,
yet is even more immature than the on-chip FBS51. However, for the purpose of this thesis the
on-chip FBS will be the focus.

To summarise, heterodynes offer the unique ability for high resolution spatial interferometry
since phase is preserved, however are limited by the narrow bandwidth, quantum noise temperatures
and scalability with respect to imaging spectrometers. Conventional gratings offer a robust option,
but will struggle to reach kilo-pixel arrays due to the size of components set by the free space
wavelength of light in the terahertz spectrum. FTS instruments are a viable mapping option,
however with the advent of the photon noise limited detector, FTS instruments pay a penalty
for the full bandwidth being incident on each detector, however post dispersal would help this
issue52. Furthermore, increased mapping speeds come at the cost of larger focal planes and larger
optics which will likely become impractical. Hence, on-chip filter-bank spectrometers offer the
benefits of photon noise limited detection, wide instantaneous bandwidths and the potential for
kilo-pixel or larger detector arrays with wide field of views. Whilst currently limited to low to mid
resolutions, there is still significant demand from various fields in astronomy and cosmology for a
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sensitive instrument with fast mapping capabilities such as the on-chip FBS. This would provide
complimentary observations to those measurements of high resolution yet very localised. Line
intensity mapping is one such field.

For further details on the current millimetre to far infrared spectroscopy instrument landscape,
an extensive review can be found in Farrah et. al. 201925.

1.3 Millimetre line intensity mapping

This section aims to provide an introductory description of the line intensity mapping (LIM)
observing technique, specifically in the millimetre and submillimetre spectrum, in order to contextualise
the SPT-SLIM instrument reported in this thesis. For more in-depth discussions, the reader is
referred to the 2017 Status Report53 and the 2021 Snowmass white paper54.

Line intensity mapping is a cutting-edge observational technique used in astrophysics to study
the large-scale structure (LSS) of the universe. It focuses on measuring the integrated emission
from specific atomic or molecular spectral lines over large volumes of space. Instead of resolving
individual galaxies or sources, LIM captures the collective signal from many sources, providing
a three-dimensional map of the intensity distribution of these lines across the sky. LIM at these
wavelengths offers a unique way to explore the evolution of galaxies and the intergalactic medium
(IGM) over cosmic time, especially during key epochs like the Epoch of Reionization (5 < z <

27)53 and the peak of galaxy assembly and star formation (2 < z < 10)53. Such high redshift
portions of the Universe’s history have typically only been probed with missions which are unable
to survey large areas due to integration times. Furthermore, those missions with large field of
views such as optical galaxy surveys are limited to low redshifts. Therefore, with the complimentary
low resolution and large field of views that can be achieved with LIM, scientists can gain insights
into the distribution of matter and dark matter, the processes governing galaxy formation, and
the thermal history of the universe, potentially providing significant constraints on cosmological
parameters beyond the ability of current CMB and galaxy surveys.

At millimetre and submillimetre wavelengths, LIM is particularly effective for probing the
cosmic web, which includes the interstellar medium (ISM) and the intergalactic medium of galaxies.
These wavelengths are sensitive to molecular and atomic transitions, such as carbon monoxide
rotational transitions (CO(J → J − 1)) or ionised carbon (CII) fine structure lines, which are
tracers of star formation and the cold gas content in the Universe. Depending on the redshift of
the source, the rest frame frequency of these spectral lines is shifted down into the millimetre and
submillimetre range. Therefore, by spatially mapping the integrated mean brightness at multiple
frequencies over a wide bandwidth, one could effectively map the matter distribution as a function
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Figure 1.1. Schematic image of a 100 deg2 line intensity map from Karkare et. al.54. Each layer
represents the three dimensional intensity map of an example spectral line at different observed
frequencies, ν0. The zoom-in panels show the intensity map (top) and a map of what would be
the corresponding galaxies if each were fully resolved.

of time and space, this concept is illustrated in Figure 1.1.

There are a number of complementary spectral lines for LIM that are being targeted in other
frequency ranges such as the 21 cm hydrogen line55. This hydrogen line is of particular interest
due to the abundance of hydrogen throughout the history of the Universe, hence mapping this line
provides significant redshift reach even through the so-called Dark Age (z ≈ 100− 1000). However,
there is additionally significant interest in millimetre and submillimetre spectral lines due to the
reduced galactic foregrounds56. In this range, a combination of various CO rotational transitions
and the CII ionised fine structure lines can be used to obtain intensity maps within the frequency
range ≈ 60GHz to 370GHz to probe LSS between redshifts of 0 < z < 10. The simulated mean
brightness temperatures of the spectral line as a function of frequency for the different lines are
shown in Figure 1.2, where the color of each line indicates the redshift of the source if the spectral
line were measured at that frequency. Also overplotted is the atmospheric transmission at the
South Pole, indicating the ground based observation windows.

The spectral resolving power of the LIM measurements effectively dictates the “thickness”
of the time slice that can be resolved, as it provides the accuracy and precision to which line’s
source redshift (epoch) is known. As such, higher resolution instruments (up to the limit of the
spectral linewidth itself) are always preferred. However, competitive cosmological constraints are
expected to be delivered with R ≈ 100 to 1000 instruments54, provided that a large field of view
can be mapped. Hence, an instrument capable of a wide instantaneous bandwidth with low- to
mid-resolution capabilities combined with photon noise-limited detection that can be scaled to
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Figure 1.2. Simulated mean spectral line brightness temperatures and source redshift as a
function of observed frequency for mm-wave ground based detection. Over-plotted in blue is the
atmospheric transmission at the South Pole, highlighting the ground based observation windows.
Model and plot credit:54,57.

large pixel counts to provide rapid mapping is best suited for measurements such as these. Whilst
current grating LIM experiments (TIM58 and TIME28) as well as FTS (CONCERTO31) and Fabry-
Pérot interferometers (FPI) (CCAT-prime59) based LIM experiments will provide provide cutting
edge measurements for line intensity mapping across the millimetre spectrum, yet for the reasons
discussed in Section 1.2, the capability of these technologies ultimately lack the required scale and
sensitivities to achieve the potential of LIM cosmological constraints, largely due to the required
spectrometer hours on the sky53,54. Hence, it is no surprise that there is significant interest in
the development of on-chip spectrometers for this purpose (among others). Current on-chip
spectrometers being developed for millimetre LIM are EXCLAIM40 which, as mentioned previously,
consists of six R ≈ 512 µ-spec spectrometers to measure the CO J = 4 → 3, CII and CI emission
lines between 420GHz to 540GHz and SPT-SLIM, the focus of this thesis.
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Chapter 2

SPT-SLIM Overview

As discussed in Sections 1.2 and 1.3, multi-pixel superconducting on-chip filter-bank spectrometers
(FBS) should be capable of satisfying many of the technology requirements to enable line intensity
mapping of spectral lines in the millimetre region of the spectrum. As such, the main goal of
SPT-SLIM is to serve as a technological pathfinder for future line intensity mapping missions,
principally demonstrating the sensitivity and scalability of this technology. Nevertheless, SPT-
SLIM will be cutting-edge and aims to conduct novel measurements of large-scale structure that
will be beneficial to progressing our cosmological models. The instrument is designed to target
the carbon monoxide (CO) rotational transitions from galaxies with high redshift. The intended
sensitivities of SPT-SLIM should make observations of CO(2-1), CO(3-2) and CO(4-3) possible
within the 120GHz to 180GHz atmospheric window, thus allowing sources with red-shifts of
approximately 0.3 < z < 2.8 to be measured60, recalling that the redshift span that can be
achieved for a given intensity map is set by the accuracy and precision to which a molecular line
can be resolved, largely set by the resolution of the spectrometer.

Section 2.1 presents the SPT-SLIM cryostat in which the superconducting focal plane will be
placed, providing the context and the physical design constraints that motivated many of the
choices for the focal plane architecture. Section 2.2 then introduces the overview for the full 9
pixel, R = 100 spectrometer focal plane as will be deployed in November 2024.

2.1 Cryostat

The south pole telescope is a 10m off-axis Gregorian telescope and has a smooth surface down
to roughly 25 µm61,62, hence it’s suitability for mm-wave observations. The SPT-SLIM cryostat
will occupy the space in the receiver cabin that the Event Horizon Telescope (EHT) also uses63
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SPT-SLIM Overview

Figure 2.1. Overview of the full SPT-SLIM instrument: (upper left) Cross-Section view of the
proposed sub-module holder and coupled waveguide and horn block. (right) CAD rendering of the
cryostat and the location of the focal plane within. (lower left) Diagram of the location of the
SPT-SLIM cryostat in the receiver cabin relative to main SPT-3G cryostat.

and the beam from the primary mirror will be picked off by a custom SPT-SLIM secondary mirror
to direct the beam that would otherwise go to the main SPT-3G cryostat as shown in Figure 2.1a.
To cool the detectors to the desired temperature (≈100mK), a Cryomech PT407 will provide the
cooling to 4K and then sub-Kelvin cooling will be achieved with a High Precision Devices 155
adiabatic demagnetization refrigerator (ADR). The dominant thermal loading is expected to be
from the coaxial lines used to readout the detectors, hence a maximum of 9 readout channels
can be installed, which along with the physical size of the focal plane stage, ultimately leads to
two of the main constraints imposed on the focal plane layout and design as will be discussed
throughout.

The optics result in a 32mm diameter diffraction-limited area at the plane of the horn-blocks.
A compromise between the detector cross-coupling requirements on multiplexing within the 9
microwave readout channels (see Section 4.4), focal plane efficiency and maximising scientific
impact lead to 12 horn pixels each with a collecting diameter of ≈9.69mm.

The band pass reaching the focal plane is defined as follows. The infrared filter stack consists
of Zotefoam filters at 300K, HDPE and nylon filters at 50K and a nylon and metal-mesh filter at
4K60 resulting in a low pass cut-off at ≈ 180GHz. Then the high-pass frequency of the coupling
scheme is set by the size of the waveguide between the horn and the orthomode transducer
(OMT) probes, as is discussed further in Section 3.2.
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2.2 Focal plane overview

In short, the overall aim of the SPT-SLIM focal plane is to realise a compact spectrometer
with preferably as many pixels as possible to increase mapping speeds, connected to filter-bank
spectrometers of as high a resolution as achievable without sacrificing too much optical efficiency
and non-uniformity across the frequency band. The proposal at the inception of SPT-SLIM
consisted of plans to develop a 18 pixel spectrometer camera with each pixel feeding two moderate
resolution, R = f0/∆f = 300, superconducting microchip on-chip FBS sensitive between
120GHz to 180GHz60. Lumped Element Kinetic Inductance Detectors (LEKID)64 were chosen as
the mm-wave detectors that each filter channel would be terminated in. However, as mentioned in
the previous section we eventually moved to a 9 pixel design, but we also reduced the resolution
of the filter-bank to R = 100. The motivation for this change was derived from various studies of
both the millimetre and microwave aspects of this device. After characterising the focal plane
design via simulation, we first revised the focal plane to a 12 pixel, R = 200 design. Tests
on prototypes and would-be deployment grade sub-modules then pushed us to the lower-risk
R = 100 design shown in Figure 2.2. As such, the focus of the following chapters is to provide
understanding of what directed the design of the focal plane to that presented here. Figure 2.2
shows the full focal plane consisting of 9 OMT pixels coupled to 18 filter-banks. Each filter bank
has a resolution of R = 100, spanning 120GHz to 180GHz with a channel oversampling factor of
1.6, leading to 65 filter-channels each terminated in a microstrip coupled LEKID. The full focal
plane of 1170 LEKIDs is split into three sub-modules, each fabricated on it’s own 6 inch silicon
wafer.

The sub-module design is shown in more detail in Figure 2.3. Each sub-module contains three
microwave CPW readout channels, each consisting of two filter-banks.

To better understand the functionality of the device, it is beneficial to consider the path of
an incident photon starting as the signal from sky signal which is directed to the horn array of
the focal plane via the telescope optics system. From this point, the signal propagates through a
circular waveguide before coupling to the focal plane mm-wave circuitry via the OMT antenna (1).
Following this, the signal passes down a mm-wave microstrip that feeds the filter-bank channels
(2). After passing through the filter-bank channel according to the frequency of the signal, the
signal is then absorbed into and detected by the microwave detectors resulting in a detector
response which is measured via the CPW readout line (4). As such, the focal plane is split into
two main subsystems: The mm-wave circuitry (1-2) and the microwave circuitry (3-4), covered
respectively in the Millimetre Perspective, Chapter 3, and the Microwave Perspective in Chapter
4. In each chapter, details specific to each subsystem are provided as well as many of the design
considerations, challenges and solutions that were experienced throughout the design process.
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Figure 2.2. (Left) A schematic of the full focal plane layout consisting of three sub-modules,
each with four, dual polarisation OMT antennas and eight R = 100 filter-bank spectrometers.
(Right) Cross Section view of the dielectric and wafer stack when mounted in the test package
with a waveguide and horn block.

A detailed view of the material stack of a sub-module is presented in Figure 2.4. The OMT
architecture requires a suspended low stress membrane SiN layer to give structure to the antenna
probes after removing the back-side silicon via a back etch, with an etch-stop oxide layer. To
maximise coupling to the probes, a 1

4
λ backshort is built into the packaging. We then use an

inverted microstrip architecture for the mm-wave circuitry up to and including the absorbing
microstrip inductor of the LEKID. The inverted design allows the detector to be fabricated on
a minimally processed surface, as well a providing extra shielding for the sensitive LEKID inductors
from stray light. All non-absorbing sections of the circuitry are patterned in a niobium device
layer since the cut-off frequency is well above that of our target millimetre frequency range24,
thus providing an efficient transmission line. Aluminium is then used for all components that
require the absorption of millimetre signals since the pair breaking frequency is approximately
100GHz and will therefore be lossy within our band. The microwave readout transmission line
uses a bridged CPW geometry.

In this thesis, two variations of the LEKID are explored for the detectors on SPT-SLIM, one
with an Inter-Digital Capacitor (IDC), and the other with Parallel Plate Capacitors (PPC). The
two geometries have slightly differing fabrication processes where the former requires the the
niobium to step down off of the membrane layers to prevent two-level system noise from the
dielectric materials being present in the dense electric field regions of the IDC, hence the two
separate diagrams. Further details of the detector geometries are presented in Section 4.1 and the
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Figure 2.3. A schematic of a single sub-module, highliting the two sides of the device, the
microwave and millimetre regions. The numbers indicate the key subsystems: (1) The OMT
Antenna, (2) the filter-bank and filter channels, (3) the detectors, (4) the microwave readout
line.

fabrication process and considerations are discussed in Chapter 5.

(a)

(b)

Figure 2.4. A diagram of the material stack of an SPT-SLIM-like optical device with either an
IDC LEKID or a PPC LEKID. Figure (a) demonstrates the need for a processing step in which the
two membrane layers are removed around the IDC of the LEKIDs, requiring the niobium to step
down off of the membrane layers.
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Fabrication Run Device Name Test Location Purpose Date Tested
SLIM10 IDC Cardiff Dark characterisation September 2023 / June 2024
SLIM10 IDC NS Cardiff Dark characterisation September 2023 / June 2024
SLIM10 PPC Cardiff Dark characterisation September 2023 / June 2024
SLIM23 Channel 1 Chicago Optical characterisation May 2024
SLIM23 Channel 3 Chicago Optical characterisation May 2024
SLIM24 Channel 1 Chicago Optical characterisation May 2024
SLIM30 Mini FBS Cardiff Mm-wave loss tangent measurement July 2024

Table 2.1. Summary of the devices tested whose results are presented in this Thesis.

Figure 2.5. An R = 100 sub-module in a testing holder.

The final two chapters before the conclusion present measured results. To help provide clarity
and a timeline, Table 2.1 provides a summary of the devices tested which contributed to the
results that are included in this thesis. Chapter 6 presents dark detector characterisations for three
LEKID geometries from a prototype device from the SLIM10 fabrication run. Chapter 7 then
presents optical results firstly from a SLIM30 test device used to obtain millimetre dielectric loss
tangent measurements and secondly spectra and analysis of some channels from deployment grade
sub-module devices from the SLIM23 and SLIM24 fabrication runs, similar to the sub-module
shown in a test holder in Figure 2.5.

14 The Focal Plane Development of SPT-SLIM,
an On-Chip Superconducting Filter-Bank Spectrometer

Pathfinder for Millimetre Line Intensity Mapping



Chapter 3

The Millimetre Perspective

3.1 The Millimetre Perspective

This section presents the various millimetre circuit components, following the path of the
optical signal once it is incident within a horn of the horn block to the termination of a photon
within the sensitive inductor of the LEKID after passing through a mm-wave filter in the filter-
bank.

3.2 Circular waveguide

The circular waveguide is well understood and described by solving Maxwell’s equations within
a cylindrical cavity65. The Transverse Electric (TE) and Transverse Magnetic (TM) modes that
can propagate through the circular waveguide have a cut-off frequency below which the waveguide
is unable to support them and can be calculated according to

TE: fcnm =
p′nm

πD
√
µϵ

(3.1)

TM: fcnm =
pnm

πD
√
µϵ

, (3.2)

where p′
nm and pnm are values of the roots to Bessel differential equations for the TE and TM

modes respectively and D is the diameter of the circular waveguide. The first five cut-off frequencies
for a 1.6mm diameter waveguide are shown in Figure 3.1a and their corresponding electric field
lines within the circular waveguide are depicted in Figure 3.1b. These depictions also have two
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(a)

(b)

Figure 3.1. (a) Calculated cut-off frequencies for the first few lowest frequency D = 1.6mm
circular waveguide TEM modes. (b) Top down view of a single polarisation’s electric field lines
supported in a circular waveguide for the first few modes.

dots on the perimeter, indicating that if planar probes were positioned there then the phase
relative to each other is indicated by the “+” and “-” symbol. If both probes are plus then the
coupled signal will be in phase (symmetric), if instead one is plus and the other minus then
they are 180° out of phase (anti-symmetric). For example, the lowest frequency mode is the
TE11 mode which conveniently has a well-controlled symmetric Gaussian beam pattern with low
side-lobe levels for a circular horn antenna66. This mode is analogous to a quarter wavelength
standing wave, and each polarisation will couple to probes on opposite sides out of phase. The
symmetry of these couplings can be taken advantage of such that only the desired TE11 mode
can propagate to detectors; this is discussed further in Section 3.3. In the case of a circular
waveguide with a diameter of D = 1.6mm, the TE11 mode comes in at 109.8 GHz, and the
next anti-symmetric mode is supported over an octave later at 228.5 GHz. Hence, providing the
symmetric modes can be removed, this is an effective optical coupling scheme providing a distinct
cut-off frequency.
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The OMT antenna

Figure 3.2. (Left) A schematic of a the full OMT architecture, showing how the coupled TE11

signal at the probes for each polarisation are combined via the 180° hybrid before continuing on to
the filter-banks. (Right) Micrograph of a portion of a realised OMT antenna.

3.3 The OMT antenna

Although each pixel is polarisation sensitive, this is not necessary for the line intensity planned
for SPT-SLIM and is rather used to maximise the signal per pixel, effectively to collect as much
light as possible within the focal plane. The schematic of the optical coupling scheme via a planar
orthomode transducer (OMT) can be seen in Figure 3.2.

OMT coupling schemes of this nature have become a popular choice for optical coupling in
CMB and other millimetre astronomy instruments21,66–71 for a multitude of reasons. To name
a few: OMTs provide high co-polar and minimal cross-polar coupling72, polarisation sensitivity
within one pixel, practical methods of minimising waveguide leakage73,74 and suitability for integration
into large arrays due to the ease of combining with a horn block and waveguide as demonstrated
by Figure 2.2.

As previously shown in Section 3.2, the circular waveguide still allows the higher order TEM
modes (TM01, TM21) to propagate within our observing band and potentially couple to the
antenna probes. One may think that more power coupling to the antenna would improve signal
to noise, however these higher order modes typically have non-Gaussian beam patterns75 which is
undesirable in spatial imaging. Therefore, we use a 180° Hybrid coupler to discard the undesired
higher order modes whilst preserving the Gaussian TE11 mode.
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(a) (b)

Figure 3.3. (a) Schematic of a Sonnet simulation of a 180° hybrid where ports 1 and 2 are the
input signal ports, 3 is the Difference port and 4 is the Sum port. (b) Simulation results of the
hybrid optimised for 150GHz (λ ≈ 560 µm) showing the difference in the output power between
the difference (∆) and the sum (Σ) ports depending on whether the input ports are in phase
(++) or out of phase (+-).

The hybrid is a simply a resonating loop of transmission line that uses constructive and destructive
interference between input signals. Referring to Figure 3.3a, ports 1 and 2 are the input signal
ports and the output at ports 3 and 4 depends on their relative phase. For reasons that will soon
become apparent, port 3 is called the “Difference” port and 4 is the “Summation” or “Sum” port.
If we first consider the case where the input ports are perfectly in phase with each other (++),
as would be the case for the symmetric coupled modes, then signal arriving at the Difference (∆)
port from port 1 would have travelled half a wavelength further than that from port 2 and thus
interfere destructively, whereas at the Sum port, signal from port 2 travels 5

4
λ thus arriving in

phase with that from port 1 to produce constructive interference.

The same logic can be applied for when the input ports are perfectly out of phase (+-), which
would be the case when coupled to anti-symmetric modes within the circular waveguide, producing
constructive interference at the Difference port and destructive at the Sum port. The throughput
power to each port in these two scenarios is presented in Figure 3.3b for a hybrid optimised for
150GHz. Thus, using the hybrid will only allow the anti-symmetric TE11 mode to propagate
through the Difference port and on to the filter-bank. The symmetric modes are terminated in a
long lossy aluminium line at the Sum port to dissipate the unwanted power and prevent it from
radiating elsewhere.

18 The Focal Plane Development of SPT-SLIM,
an On-Chip Superconducting Filter-Bank Spectrometer

Pathfinder for Millimetre Line Intensity Mapping



The OMT antenna

Between each probe and the edge of the membrane (the black perimeter labelled as “back-
etch” in Figure 3.2) there is a CPW to microstrip transition. The purpose of this is that CPW
can reach higher characteristic impedances than a microstrip for realistic dimensions. Due to
fabrication constraints, the smallest practical linewidth is 2 µm and therefore with CPW a closer
match to the impedance of the circular wave guide can be achieved which is typically larger than
free space (377 Ω), thus improving the throughput from the antenna probe. However, due to the
geometry of the filter-bank a microstrip feedline is preferable and therefore the transition acts
as both an impedance transformer from free-space to that of the microstrip line but also as a
convenient geometry transition.

The fabrication team at Argonne National laboratory found that the deposited SiN layer
used as the dielectric for the circuitry added significant stress to the membrane which either
caused a higher chance of the membrane rupturing or wrinkling which would affect the coupling
performance in some unknown/unpredictable way. We therefore moved to removing the dielectric
from the membrane region except from along the path of the microstrip/ CPW. The improvement
on the membrane surface tension can be visually seen in Figure 3.4. Here the black contours due
to the membrane wrinkles are significantly reduced in regions without any deposited dielectric.

(a) (b) (c)

Figure 3.4. Microscope images of three released OMT membranes on the same device (a)
with SiN deposited in a cross-hair-like pattern, (b) without any deposited SiN and (c) with SiN
deposited everywhere. The black marks are caused by the microscope failing to focus due to the
change in depth of field from membrane wrinkling.

The final feature of the OMT is the cross-under. Since it is necessary to combine the co-
polar signals, the feedline from one probe (the “-” probes) must cross the feedline of the other
polarisation as shown in Figure 3.2. To achieve this, one of the feedlines has a via through the
dielectric to an isolated path in the ground plane before passing through another via back down
on to the device layer, forming a bridge for the other polarisation to pass under. This is only
necessary for one of the feedlines from each polarisation. However, the phase length of each co-
polar feedline must be identical for the TE11 mode to pass through the hybrid and onwards to the
filter-bank. Thus, dummy step-overs are added as well (to the “+” probes).
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3.4 Filter-bank design

The design for an on-chip FBS makes use of the low-loss properties of superconductors operating
well below the superconducting critical temperature (Tc), integrated microwave circuitry, and the
sensitive and multiplexing capabilities of MKIDs to create an efficient, compact, and sensitive
spectrometer that does not need large dispersive optical components, complex readout systems, or
noise limiting amplifiers and local oscillators.

The output of the hybrid is then connected to the filter-bank by a microstrip transmission line.
The filter-bank is made up of a series of capacitively-coupled half-wave (λ/2) resonators each
with a different resonant frequency, f0, set by the length, and spectral bandwidth, ∆f , set by the
coupling strength to the feedline.

Figure 3.5. Schematic presenting the basic principle of an FBS. Multiple colours from the
incident signal are filtered according to the quarter wavelength of the microstrip resonators before
passing to the detector.

The two key performance metrics of an on-chip spectrometer are the spectral resolution, R ,
and the total spectral throughput efficiency of the FBS, ηFBS. The resolution is equivalent to the
quality factor, Qfilt, of each filter channel’s resonator, which is proportional to the ratio of energy
stored in the electromagnetic fields to that lost per second in the resonator circuit,

R = Qfilt =
f0
∆f

= ω
Energy Stored

Energy Loss/Second
. (3.3)

The total FBS efficiency is defined as the ratio of the total signal output through the channels
to that at the input of the FBS. ηFBS is a product of the single filter efficiency and the spectral
sampling density or oversampling factor, Σ. The oversampling comes at the cost of increasing the
number of filters/detectors, which for log spaced filters between fmin and fmax is given by
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Nchannels = ΣR log
fmax

fmin
. (3.4)

It is worth noting that having more filter-channels is not always possible due to constraints on
the readout and the footprint of the FBS. Furthermore, it has also been found that there are
diminishing gains to be had by pushing the oversampling beyond Nyquist sampling (Σ = 2) as
one begins to pay a penalty in the Noise Equivalent Power (NEP) of spectrometer for splitting the
signal at a single frequency between more and more detectors76.

The maximum power transferred through the single filter to the detector that can be achieved
for a lossless feedline-filter T-junction such as this is 50% of the incident signal65,77,78. However,
by oversampling the spectral band with overlapping spectral channels, ηFBS can reach the upper
quartiles of efficiency as seen in studies such as Kovács et. al.77. Additionally, the physical spacing
between channels can also impact the total efficiency. This is explored further in this chapter,
particularly as a means of finding a compromise between instrument efficiency and detector
readout cross-talk mitigation.

3.4.1 Filter channel geometry and characterisation

A filter channel is created by coupling a λ/2 resonator to the main filter-bank feedline. On
resonance, the current distribution results in a current node at each end of the resonator. This
enables two coupling methods: inductively, by exploiting the current maximum in the centre
as demonstrated by SuperSpec79,80; or capacitively, using the voltage maximum at the ends,
as seen in the DESHIMA46,78,81 devices. Both examples tune the coupling quality factors, QC ,
via the separation between feedline and resonator. Due to fabrication tolerances, the tuning
precision of QC is somewhat limited for such proximity couplings, particularly without the use of E-
beam lithography. Figure 3.6 presents an alternative coupling scheme that uses a pseudo-lumped
element capacitor island in the ground plane to form parallel plate capacitors; two at either end of
the resonator. This allows for a highly tuneable capacitive coupling using a microstrip architecture
to minimize losses due to radiation78,82. One potential issue with this geometry is that off resonance,
the microstrip between the feedline and the first capacitor (Cin) will appear as a very short stub.
For the single filter this has no impact other than acting as a small parasitic capacitance to
ground, however when multiple of these exist on a feedline they can produce an undesirable effect
which is studied in Section 3.6.

The spectral resolution of a single channel can be written as the inverse sum of the quality
factors due to losses within resonator, Qloss, the coupling to the feedline, Qfeed, and detector
coupling, Qdet

79,
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Figure 3.6. (Left) lumped-element circuit diagram of the filter where the λ/2 resonator has
been modelled as an LRC circuit with the resistor representing the loss mechanisms. (Right) Top-
down view of a filter channel microstrip geometry. The purple geometry is the Niobium device
layer and the grey background indicates the niobium ground plane separated by the 300 nm thick
dielectric.

1

R
=

1

Qfilt
=

1

QC
+

1

Qloss
=

1

Qfeed
+

1

Qdet
+

1

Qloss
. (3.5)

Qfeed and Qdet can be controlled by changing the overlapping surface area of the parallel plates.
For this design, Qfilt is largely controlled by the capacitor widths Cin and Cout and f0 by the
resonator length (see Figure 3.6).

To characterise this design, the geometry in Figure 3.6 was simulated using Sonnet EM83.
Table 3.1 shows the simulation parameters used. The aim here was to obtain a parameter mapping
whereby a desired f0 can be converted into the Cin,Cout and resonator length, xres, values which
result in a maximally efficient filter at the desired Qfilt and f0. The following process demonstrates
this characterisation for R = 200 filters. In the lossless case where the dielectric loss tangent is
set to zero, this is achieved by tuning Qfeed = Qdet = 400 such that the inverse sum results in
QC = 200.

The fixed capacitors are set to a width which roughly allows variable capacitors widths such
that the filter at each extreme (low and high frequency) can obtain the desired quality factor
range. This was originally motivated to keep the geometry of the resonating length identical
across the filterbank, however this did limit the range of Qfilt that could be achieved. Later the
design was changed to keep the paddles within each pair the same size and vary both as well as
the ground island to provide a more flexible and versatile filter that can achieve whichever filter
resolution was desired. The following characterisation process remained the same.
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Parameter Value
Cell size 0.1 µm× 0.1 µm
Simulation box size 200 µm× 90 µm
SiN εr 10
SiN thickness 300 nm
Niobium Lk 0.1 pH2−1

SiN membrane εr 7.0
SiN membrane thickness 2.0 µm
Oxide membrane εr 4.0
Oxide membrane thickness 450 nm
Si substrate εr 7.5
Si substrate thickness 525 µm

Table 3.1. Material and simulation parameters used to simulate the filter geometries in Sonnet.

Feedline Capacitor

Firstly, a simulation sweeping Cin at multiple resonator length values was carried out with the
port 3 impedance set high enough to resemble an open circuit. This effectively turns off port 3
and therefore Qdet, allowing the feedline coupling to be tuned in isolation. However, due to the
geometry of the filter, it is not possible to fully remove the contribution of Cout, even when port 3
is de-embedded up to the output paddle. The impact of this presents itself when tuning Cout, and
is discussed further in the next sub-section.

The results from the second iteration of Qfeed tuning are shown in figures 3.7. To extract the
value for Qfeed, the S21 data from each simulation was fit with a Lorentzian curve for an open
circuit parallel λ/2 resonator for frequencies, f , near resonance of the form84,

S21 = 1− Qfilt

Re(Qfeed) + jIm(Qfeed)

(
1

1 + 2jQfiltx0

)
where x0 =

f − f0
f0

. (3.6)

Detector Capacitor

With the quality factor of the feedline coupling tuned to Qfeed = 400, the output capacitor is then
tuned by setting the impedance of port 3 to the characteristic impedance of the microstrip. The
total power transferred from port 1 to port 3, |S31|2, was simulated for a range of Cout values at
each resonator length with the tuned Cin value.

The S31 power spectrum (|S31|2) for these filters can be fit with a lorentzian of the form below
in order to extract Qfilt (or QC in the lossless case)81

G. Robson 23



The Millimetre Perspective

(a) (b)

Figure 3.7. Feedline coupler tuning: (a) A linear fit in log space of the feedline quality factor
at a range of input capacitor widths for a filter with xres = 334.4 µm. (b) The summary of the
interpolated Cin values at multiple resonator lengths which give Qfeed = 400.

|S31|2 =

∣∣∣∣∣∣ Qfilt√
2Q2

lossQ
2
filt

(Qloss−Qfilt)2
(1 + 2jQfiltx0)

∣∣∣∣∣∣
2

. (3.7)

As mentioned previously, considering the filter simulation as a matched 3 port T-junction,
the theoretical maximum efficiency that can be achieved for a filter is 50% to port 3 and an
equal 25% split to port 1 and port 265. This should occur when Qfeed = Qdet, however, the
Cout value resulting in the peak in |S31|2 does not match the value that gives the desired Qfilt as
shown in Figures 3.8c and 3.8e. To improve this, the complete characterisation can be carried
out a second time, where the maximally efficient Cout from the first run is used for the Qfeed

tuning. As shown in the figures 3.8d and 3.8f, the maximally efficient Cout occurs at a closer value
to that which gives the desired QC. One might expect that to achieve Qfeed = Qdet the input
and output capacitors should have identical geometries, note that this isn’t the case due to the
output linewidth being larger than on the input (due to the microstrip coupling to the detector,
see 4.1.2), hence the filter also acts as an impedance transformer on resonance.

Fortunately, the peak efficiency has a rather broad peak as a function of Cout relative to sub-
micron fabrication tolerances. Hence, the value at the peak efficiency was preferred to the capacitor
widths that provide the desired QC for this fabrication/design latitude.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.8. Qdet tuning: (a) Sonnet simulation S-parameter power spectrum data for a single
filter near peak efficiency with a fit of |S31|2 using Equation 3.7. (b) Shows the tuned relationship
between the peak efficiency Cout value and the resonator length. (c) Fit extracted parameters
for a Cout sweep of a filter with xres = 334.4 µm from the first iteration of tuning and (d) the
second iteration. Finally (e) and (f) show the tuned capacitor widths across the range of resonator
lengths for the first and second iteration respectively. Note the improvement in matching between
the peak efficiency Cout value and that which gives QC = 200 between the first and second
iteration of tuning.
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Resonator Length

Finally, with the relationship between the resonator length and the optimal capacitor widths
determined, a simulation was performed over the range of xres values that cover the frequency
window with the capacitor model functions in use. These results are shown in Figure 3.9, where
Figure 3.9a clearly shows the capacitor width functions successfully working with the power
resonance peaks reaching the optimal efficiency at 0.5 across the band. Furthermore, Figure 3.9c
shows how the relationship between resonant frequency and the resonator length can be obtained
with a linear fit in log-space. The quality factor for each filter is also shown with the mean value
being Qfilt = 209.1 ± 4.5 where the uncertainty is the half range. It would have been possible
to continue iterating on this, but with diminishing improvements. Furthermore, the fluctuations
in the filter quality factor were suitably small and would likely be dominated by the effects of
fabrication tolerances (see Section 3.6), loss tangents, and uncertainty around the precise material
properties used in the simulations. This would also be true for the single filter efficiency, which is
particularly affected by the dielectric loss tangent.

(a) (b) (c)

Figure 3.9. Resonator f0 tuning: (a) Simulations across the observing band of filters using the
second iteration expressions for the peak efficiency capacitor widths. (b) Resonator f0s and QC

at each resonator length, showing a smooth function in f0 and a noisy distribution in QC with a
mean value of 209.1 with a half-range of 4.5. (c) Linear fit in log-space of filter f0 and resonator
length.

The full filter model for the layout defined by the material simulation parameters in Table 3.1 is
summarised in Table 3.2, where the variable capacitor widths depend on the resonator length and
the resonator length on the desired f0.

3.4.2 Dielectric loss tangent

The presence of a dielectric layer introduces a loss mechanism due to parasitic two level systems
(TLS), which has been extensively studied85,86. The dielectric loss tangent, tan δ, is a measure of
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Variable Function
xres 10− log (f0)−13.6

Cin 0.0752(xres)− 11.5
Cout 0.0472(xres)− 7.68

Table 3.2. Filter geometry model functions which yield geometry sizes in microns for a filter with
a quality factor of QC = 209.1± 4.5 for a given filter frequency, f0 in Hertz.

the energy dissipated through this mechanism and hence can be expressed as a quality factor and
is considered to be the domininant contribution to Qloss in Equation 3.5, thus tan δ = 1/Qloss.
As will become apparent further in this thesis, the loss tangent governs the ultimate performance
of this mm-wave on-chip FBS technology and is currently the main limiting factor on improving
device efficiency and spectrometer resolution.

The precise microscopic mechanisms that lead to a materials loss tangent are not well understood
and typical dielectrics exhibit a wide range of loss tangents at microwave frequencies, where
most deposited dielectrics, usually silicon composites, in use for high quality factor resonators
are somewhere within the range of 0.1 × 10−3 to 10 × 10−3. As we will see, variations in this
range have a significant effect on the filter performance. It is also worth noting that, as per
Equation 3.5, if the loss tangent is large enough such that it becomes a significant percentage of
1/QC then the materials loss tangent should be accurately known to suitably account for it whilst
characterising the filters, e.g. if tan δ = 3× 10−3 then QC = 143 is required to achieve a filter
with a resolution of R = 100, note however this would reduce the efficiency of the filter as will
be discussed shortly. Dielectric properties, including the loss tangent, seem to depend strongly on
the specific material as well as the particular growth technique and conditions. In the first couple
of years of developing the SPT-SLIM focal plane there were limited published results for the high
frequency loss tangents of composite silicon dielectrics, those that were found in literature were
measured at microwave frequencies below 10GHz87,88. Approximate extrapolations and inferred
values from resonator losses suggested that a SiN dielectric might have a loss tangent around
7 × 10−4 89. As such, the SPT-SLIM focal plane was developed with this as the baseline since our
architecture and fabrication process would be similar, hence a tan δ = 1× 10−3 was assumed. Due
to the importance of the loss tangent in a device such as SPT-SLIM, Argonne was motivated to
develop a robust technique for measuring the loss at millimetre frequencies where a study90 later
showed three methods of measuring the loss tangent at 150GHz where values vary from 1 × 10−3

to 4 × 10−3 between the measurements.

The maximal fraction of power, ηfilt, that passes through the λ/2 filter towards the detector
(single filter efficiency) depends on the ratio of Qfilt to Qloss as80,
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ηfilt = 2
Qfilt

Qfilt, lossless

[
1− Qfilt

Qfilt, lossless
− Qfilt

Qloss

]
, (3.8)

where terms denoted by “lossless” refer to values where the loss tangent is zero. The optimisation
process in the previous section has the effect of maximising this expression by tuning the coupling
capacitors until Qfilt/Qfilt, lossless = 0.5(1− Qfilt/Qloss). This results in the maximum filter efficiency
being dependent on the loss quality factor as

ηfilt, max =
1

2

[
1− Qfilt

Qloss

]2
. (3.9)

For the lossless case, Qloss ≫ Qfilt hence ηmax = 0.5, which is what was observed from
optimising the coupling capacitors in Figure 3.9a. According to Equation 3.9, higher Qfilt filters
have increasingly poorer efficiencies, this is effectively because at resonance, the signal oscillates
more times along the length of the microstrip, thus allowing more energy to dissipate into the
dielectric with each pass. To demonstrate the dependence on the loss tangent, Figure 3.10b
shows the the impact that the loss tangent has on the filter efficiency for a range of Qfilt, lossless

predicted by Equation 3.9, as well as good agreement with a Sonnet simulation for an optimised
filter with Qfilt, lossless = 337 filter at 148GHz. Since there are no other loss mechanisms in
the Sonnet simulation besides the input loss tangents, fitting to the S31 power spectrum with
Equation 3.7 will extract the true value for Qloss experienced by the filter, which inverted is tan δ.
For the results from Equation 3.9 to agree with the simulated results, it was necessary to scale
Qloss by the gradient shown in Figure 3.10a. This is because in this filter simulation the the filter
microstrip is on top of the low stress SiN layer which is expected to have negligible loss relative
to that of the SiN layer separating the microstrip from the ground plane. This has the small
effect of reducing the the dielectric loss tangent due to the fringing fields which pass through
the membrane en-route to the ground plane, giving an effective loss tangent similar to an effective
dielectric constant.

Figure 3.10b shows that there is a significant trade-off between the spectrometer resolution
and the single filter efficiency which similarly translates to a reduced device efficiency, which is
shown in further detail in Section 3.6. For tan δ = 1× 10−3, filter efficiency could vary by ≈
10% between R = 100 and R = 300 filters, thus it is clear what stands to be gained from
low loss dielectrics, particularly ones that are below 2 × 10−3. However, until these are found on-
chip FBS spectrometers will be limited as low to medium resolution millimetre spectrometers.
Fortunately, this is currently still beneficial in astronomy instrumentation, particularly for line
intensity mapping.

28 The Focal Plane Development of SPT-SLIM,
an On-Chip Superconducting Filter-Bank Spectrometer

Pathfinder for Millimetre Line Intensity Mapping



Fabrication error tolerance

(a) (b)

Figure 3.10. (a) Plot showing the conversion between the SiN loss tangent used in a filter
simulation and the inverted Qloss extracted from the sonnet simulated S31, representing the
actual loss of the filter. (b) The trade-off between the filter resolution, R and efficiency, ηfilt for a
range of initial lossless filter quality factors, Qfilt, lossless and tan δ values. Note, to compare to the
simulation, the model tan δ has been appropriately scaled by the gradient in (a).

3.5 Fabrication error tolerance

The largest source for disagreement between simulated and fabricated filters is generally due
to fabrication error, a somewhat unavoidable aspect of nano-fabrication. Deviations in the kinetic
inductance, Lk , of the superconducting film, the dielectric thickness/constant, and over or under
etching, have all been shown to have a considerable impact on the filter properties, and this is
particularly the case for etch sensitivity with proximity-coupled filters78. Therefore it was necessary
to understand the tolerance of a design to a variety of fabrication errors. Figure 3.11 shows the
filters’ Qfilt, lossless and f0 sensitivity to variations in key features of our architecture using the
Python model described in Section 3.6 for the R = 300 FBS, to study the impact of typical
deposition and lithography error based on un-optimised fabrication runs at Cardiff. Note, the
results for varying the niobium kinetic inductance were obtained from simulating the filters in
Sonnet and then changing the kinetic inductance to measure the shift in Qfilt and f0.

These results demonstrate that this design has a good tolerance to fabrication error, particularly
given that worst case errors were used. The resonant frequency is most sensitive to variations
in Lk , however this is only approximately 3.5% and suitably constant across the band. Thus,
all filters should shift by the same amount. Note, changes in Lk due to a variation in niobium
thickness were not considered as Lk for niobium is expected to vary slowly with thickness for
≈300 nm thick niobium with a magnetic penetration depth of ≈135 nm. It is worth noting that
a change in Lk is an analog for a change in wave velocity, hence variations in dielectric constant
will also impact the f0, however, at the time the impact of dielectric constant variation was not
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Figure 3.11. Simulated single-filter quality factor, Qfilt, (Left) and resonant frequency, f0,
(Right) tolerance to the worst-case fabrication errors for different variables.

considered. Furthermore, we saw a promising forecast for the tolerance of the geometry to the
variables that are the main controllers of QC , namely the input and output capicitor geometries
(“CapIn” & “CapOut”), and “SiN Thickness” since these control the capacitance of the coupling
capacitors, each resulting in a shift in Q between 2-3%. One can in fact see the Qfilt and f0

latitude to changes in the coupling capacitance from the curves in Figures 3.7 and 3.8. By comparison,
proximity-coupled filters demonstrate a far higher sensitivity to etch error at the coupling geometry
where a change in 100 nm can triple the value of QC

78. This low tolerance removes the need to
use electron-beam lithography, a more precise but time-consuming etching method, reducing the
cost, and speed of device turn around.

3.6 Filter-bank simulation

To take the characterisation of the design further, it was necessary to understand the performance
of the filter-bank. Simulations carried out in Sonnet EM capture electromagnetic behaviour
otherwise overlooked by lumped-element simulation software. This is at the cost of simulation run
time which gets increasingly longer the larger the size of the simulation, and therefore unsuitable
for simulating the performance of an FBS with more than three filters if a high simulation accuracy
is desired. Furthermore, niche issues start to become a problem such as larger box sizes result
in dimensions that are a similar size to the signal wavelength creating interfering box modes.
As such, an alternative simulation method which achieved similar accuracy to Sonnet without
the simulation time penalty was sought. We developed a Python model based on Scikit-RF,
an open source module to create a series of cascaded lumped-element networks connected by
transmission lines to simulate an N-channel filter-bank. In the following sections, comparisons
between simulated S-parameters from Sonnet, ADS and Scikit-RF (SKRF) are used to build
the model. Similar methods have already been developed to simulate and analyse FBSs76,91 but
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only from the perspective of resonator parameters, rather than using physical properties as the
simulation handles, such as geometry dimensions and dielectric thickness. As discussed in the
Section 3.5, we wanted to be able to simulate the filter-bank in such a way that could account for
common fabrication deviants (linewidth / dielectric thickness) as well as being able to vary the
parameters from Equation 3.4, (R , Σ, and the frequency bounds, fmin and fmax) and the dielectric
loss-tangent.

This section describes the process used to build this simulation tool via a well understood
circuit model that became a crucial utility throughout the focal plane development. It is worth
noting that at the time of developing this simulation, the mm-wave feedline was planned to step-
down off of the membrane layers before reaching the filter-bank and therefore the simulations
presented here are derived from Sonnet simulations with the layer stack shown in Figure 2.4
without the membrane layers.

This filter-bank simulation code can be accessed from the following GitLab repository:
https://gitlab.com/Grobson97/skrf_filter_bank_simulation.

3.6.1 Microstrip transmission line model

To begin, a brief introduction into transmission lines is necessary, however, for an in-depth
understanding, one should refer to Pozar’s Microwave Engineering65. An infinitesimal length of
transmission line is represented in Figure 3.12 as the standard two conductor model including
the circuit model for a unit length of transmission line. The series inductance L represents the
total-self inductance, C represents the capacitance between the two conductors and then R and G

represent resistive losses due to the conductor itself and the dielectric loss respectively.

The voltage, V and current, I for an alternating current signal of frequency ω propagating
down a length of wire as a function of position z can be solved as travelling waves of the form

V (z) = V+
0 e−γz + V−

0 eγz , (3.10)

I (z) = I+0 e−γz + I−0 eγz , (3.11)

where the e−γz terms represent that quantity travelling in the +z direction and eγz terms in the
−z direction. γ is the complex propagation constant with real and imaginary components α and
β (the attenuation and phase constants) as given by
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Figure 3.12. (a) Voltage and Current definitions and (b) Lumped-element equivalent circuit for
a unit length (δz) of transmission line as presented in Pozar65.

γ = α + jβ =
√

(R + jωL) (G + jωC ). (3.12)

The phase constant represents the change in phase per unit length and as such is expressed as
β = 2π/λ which is trivially converted in terms of the phase velocity, vp as β = ω/vp. Since
the phase velocity is simply the velocity of the travelling wave in a medium, this can be easily
calculated as a reduction in the vacuum speed of light by the effective relative permittivity ,εr ,
and the relative permeability, µr , hence

β =
ω

c

√
εrµr . (3.13)

It is typical to use non-magnetic materials for transmission lines, hence µr = 1. Furthermore, the
attenuation constant for a TEM wave on a line with some loss tangent as is propagated on CPW
and microstrip lines can be given by

α =
β tan δ

2
. (3.14)

Thus, γ can be obtained if the dielectric constant is known for a given frequency.

Finally, the wave coefficients in Equation 3.10 can also provide the definition of the characteristic
impedance of the transmission line as the ratio of the voltage to the current which can also be
given in terms of the circuit parameters as
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Z0 =
V+
0

I+0
= −V−

0

I−0
=

R + jωL

γ
. (3.15)

The takeaway here is that the electromagnetic wave travelling along a transmission line can
be fully characterised if the characteristic impedance, dielectric constant, and the dielectric loss
are known for a given frequency. Therefore, the transmission line model in the simulation uses
the Scikit-RF Media object which can be instantiated as a DefinedGammaZ0, which can take
arrays of Z0, γ and the corresponding frequencies as inputs. This media object can then be used
to add a section of transmission line for any desired length. To allow our model the flexibility of
simulating microstrips with a variety of linewidths it was necessary to therefore obtain values for
the characteristic impedance and propagation constant for these geometries. This was achieved by
simulating a lossless microstripline in Sonnet for a range of dielectric thicknesses and linewidths,
extracting the mean port imadance over the frequency range in order to allow for a three dimensional
interpolation of Z0 and εr for the given geometry. These interpolation surfaces are shown in
Figure 3.13. The agreement between the Sonnet and SKRF simulated S21 for a 50 µm long microstrip
with two different geometries as seen by 50 Ω ports is shown in Figure 3.14. Note, the agreement
is best at the frequency in the centre of the band (150GHz) and it is slightly worst at the frequency
extremes. This is because the average port parameters are used for the interpolation surfaces.
However, it is only a very small difference and thus has effectively a negligible effect.

(a) (b)

Figure 3.13. Microstrip interpolation surfaces used to extract the characteristic impedance Z0

and effective relative permittivity εr for a range of microstrip geometries.
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Figure 3.14. S21 comparison between Sonnet and the SKRF method for a simulated 50 µm long
microstrip with microstrip widths of w = 4.0 µm or 2.5 µm and SiN thicknesses of t = 360 nm or
t = 200 nm as seen by 50Ω ports.

3.6.2 Filter capacitor model

Initial attempts at modelling the coupling capacitors as simple parallel plates proved to be
unsuccessful. This lead to a study to find the lumped element circuit model which could accurately
describe the physical component as is simulated in Sonnet. This process is summarised in Figure
3.15, where the coupling capacitor is gradually built up in complexity from a simple transmission
line. At each stage a lumped element network including transmission lines as per Section 3.6.1 is
built using SKRF and the S21 is simulated and compared to the Sonnet simulation. The circuit
models shown are the ones that yielded the best results at each stage, however more were tested
such as adding parasitic shunt capacitance or inductance to ground.

As a control, the first row shows the good agreement for a 50 µm long transmission line with
the nominal filter microstrip geometry of 2 µm wide with a SiN thickness of 500 nm. Following
this, a ground plane island is added and a lumped capacitor component with C = 0.03 pF bridging
the gap. As expected, this nicely agreed with the SKRF model using the same transmission line
lengths and capacitance value. However, as it turned out, further complexity is added as the
microstrip extends over the gap in the ground plane and on to the ground island. By allowing the
component values to float in the SKRF models and fitting the SKRF S21 to the Sonnet simulation,
the best model was one that suggested a parasitic series inductance is induced around the ground
island of 3.605 pH as well as a slight increase in the series capacitance due to the overlap of the
microstrip and the ground island as indicated by the optimal capacitance being C = 30.93 fF

rather than C = 30.0 fF. Also shown on the simulated S21 data for this step (third row) is the
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slight disagreement if the parasitic inductance is note included. Finally, this circuit model was
successfully fit to the complete coupling capacitor geometry and showed a slight increase in the
parasitic inductance.

Once the lumped element model was obtained, the coupling capacitor geometry was simulated
for a variety of capacitor paddle widths (according to the simulations from the filter characterisation)
and SiN thicknesses where the ports were de-embedded up to the edge of the ground plane.
Each data file was fit with the model and the capacitance and parasitic inductance values were
extracted to form interpolation surfaces in a similar manner as in the previous section for the
microstrip parameters. These surfaces are shown in Figure 3.16.

3.6.3 Parasitic stub

On each filter there is a small section of microstrip between the feedline and the input coupling
capacitor, which, off-resonance acts as a very short stub. It was found that this stub is well
modelled as a parasitic shunt capacitance to ground, hence the inclusion of a shunt capacitance to
ground shown in the filter circuit diagram shown in Figure 3.6. The parasitic capacitance was fit
to and was found to be 12.96 fF. Figure 3.17a shows the agreement between the Scikit-RF models
which do and do not include the parasitic shunt capacitance and the Sonnet simulation shown
in the inset. For a single filter, the impact of this stub is negligible. However, as the number of
stubs increases an effect somewhat analogous to the impedance engineering in superconducting
parametric amplifiers92 occurs when multiple small mismatches are present along the feedline.
This creates a fairly effective stop-band, which could occur within or close to the band of operation
depending on the electrical length between the filters (stubs). From our simulations (Figure
3.17b), the stop-band is kept out of the operational frequency band as long as the filters are
separated by an electrical length that is suitably smaller than half a wavelength. Alternatively,
a more well defined stop-band is produced if a fixed separation length is used, and this should
be significantly smaller than the half-wavelength of the highest frequency. This however would
impose a very impractical constraint on the physical size of the detectors, forcing even larger
footprints perpendicular to the filter-bank feedline. Additionally, one could imagine engineering
the fixed stop-bands such that the filter-bank is placed between the first and second order modes
(providing the filter-bank frequencies span suitably less than an octave). Although, there are
residual “ripples” that extend away from the stop-band which can and do impact the filter-bank
transmission with a magnitude that is a function of the proximity in frequency space between the
filters and the stop-band, as will be shown in Section 3.6.5.
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Figure 3.15. Developing the lumped element model for the coupling capacitor. The left hand
side of each row shows the Sonnet simulation overlaid with the lumped element circuit model
which gave the best agreement with the SKRF model. Then the right hand side shows the
simulated S21 output by both simulations. In the bottom two rows the values for C and L are
fit to in order to find the optimal values. “TL” indicates transmission lines.
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(a) (b)

Figure 3.16. Interpolation surfaces used to obtain the capacitance, C and parasitic inductance,
L of the coupling capacitor for a range of capacitor widths and SiN thicknesses.

(a) (b)

Figure 3.17. (a) A comparison between the Scikit-RF model using just microstrip transmission
lines and one with an additional parasitic shunt capacitance to ground and the corresponding
Sonnet simulation shown in the inset. The inset shows the Sonnet simulation of a microstrip
of length 250 µm which is comparable to the wavelength corresponding to 150GHz. (b) S21

simulations of a 195 series parasitic stub cascade for different separations.

3.6.4 Filter model

With the components of the filters fully characterised, it is possible to create a filter within the
Scikit-RF framework. First a series cascade of the filter components is built (microstrip + input
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capacitor + resonator microstrip + output capacitor + output microstrip) then this series network
is converted into a three port shunt network allowing input and output feedline microstrips to
be connected. The filter geometries (capacitor widths and resonator lengths) can be derived
using the interpolation expressions obtained in Section 3.4.1 to achieve the desired resonant
frequencies. Filter models with identical physical parameters to Sonnet simulations were compared
and demonstrated excellent agreement for both a single filter and a simulation of three filters in
series, see Figure 3.18. This suggests that our model captures the electromagnetic environment
well and gives confidence in the accuracy of results obtained by adding fabrication uncertainties
such as deviations to microstrip linewidths, capacitor widths or dielectric thickness.

Furthermore, the consistency of the resonant frequency placements and desired lossless resonator
quality factors is presented in Figure 3.19. The resonant frequencies of the Scikit-RF model
do match the target frequency fairly well. However, there does seem to be a slight frequency
dependence, where the agreement is best at 150GHz and deviates more towards the extremes.
This is likely an artifact from the fact that the microstrip characteristic impedance and effective
relative permittivity is interpolated from a surface of mean values taken across the frequency
band, which would thus favour the central frequencies. A similar small but existent frequency
dependence can also be seen in the quality factors. Since the effect is very minor and given the
agreement with the Sonnet filter simulations, this was not explored further. However it could be
possible to improve the microstrip agreement using a 4D interpolation method to also incorporate
the frequency dependence of the microstrip parameters.

(a) (b)

Figure 3.18. (a) Comparison of the S-Parameters simulated by the Scikit-RF Python model to
that output by Sonnet for (a) a single R = 300 filter with an intended f 0 of 132GHz and (b) a
three R = 300 filter filter-bank with f0 = 134.0GHz, 134.5 GHz, and 135.0GHz.
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(a) (b)

Figure 3.19. Comparison of the (a) resonant frequency and (b) lossless filter quality factor for
filters simulated across the operational frequency band to that of the desired values for filters with
resolutions of R = 100, 200, and 300.

3.6.5 Filter-bank model and results

The filter-bank is then simulated by cascading all the different filters along the feedline. The
filter-bank is in fact simulated multiple times, each time creating a 2-port network, one where the
output is the end of the filter-bank and each of the filter-channels is terminated in a matched load
and then also N more times for N channels where only the Nth channel is the second output port.
Each time the forward transmission coefficient is extracted. This means only the S-parameters
of interest (from port 1 to the output of each filter, SN1, and also to the end of the filter-bank,
after all the filters, S21) are kept, preventing large amounts of data to be stored in memory. This
simulation framework allows a 65 channel filter-bank (Σ = 1.6, R = 100) to be simulated in
less than 5 minutes (4.6 s per filter), which is roughly the same amount of time a single filter
is simulated in in Sonnet. This time scales to about 45 minutes for a 195 channel filter-bank
(Σ = 1.6, R = 300). Thus, we are able to simulate the entire filter-bank quickly with high
accuracy and flexibility on the physical parameters.

One of the main motivations for simulating the FBS with physical parameters as inputs was
to include fabrication errors. Therefore, to include the errors in the simulation, each filter is given
an etch error which is generated from a normal distribution to mimic a stochastic error between
±0.2 µm, which is approximately what is observed in our fabrication. This etch error is added to
the nominal physical dimensions of all of the filters microstrip linewidths and also the capacitor
widths. Additionally, each filter is given an adjustment to the dielectric thickness. The dielectric
thickness variations across a wafer is typically a systematic variation due to deposition techniques
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and has been seen to vary by approximately 2% from the centre of a 6-inch wafer to the edge.
We chose to emulate this by giving the filter at the start of the filter-bank the nominal dielectric
thickness (300 nm), and then subsequent filters are given a slight reduction in thickness depending
on it’s physical distance from the first filter (wafer center) with the extremes at the edges (for
very long filter-banks) having a 2% reduction in dielectric thickness.

Figure 3.20. Scikit-RF filter-bank simulations for R = 100, 200, 300 with 1
4
λ spacing,

Σ = 1.6 oversampling between 120GHz to 180GHz, showing the single and total channel power
transmission for the ideal and and realistic cases. The “Realistic” simulation includes etch and
dielectric thickness error as well as a loss tangent of tan δ = 1.0× 10−3. The “Ideal” results do
not include either fabrication error or loss tangent.

Figure 3.20 presents six filter-bank simulations for the single and total channel power transmissions,
where each of the three panels are for the resolutions indicated. All filter-banks are 1

4
λ wave-

spaced with an oversampling of Σ = 1.6. The difference between the “Ideal” filter-bank (one
without fabrication error and loss-tangent) and the “Realistic” filter-bank can be seen in each
panel. The realistic filter-banks use a loss tangent of tan δ = 1× 10−3 as this was a reasonable
approximate value for our dielectrics according to some preliminary measurements. These simulated
results present a few conclusions worth discussing.

Firstly, viewing each total power transmission as a simple top-hat and comparing the realistic
to the ideal we see that power is lost with an increasing percentage as the resolution of the filter-
bank becomes larger. This is to be expected and agrees with Equation 3.9 and Figure 3.10b
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since the EM wave in higher quality factor filters can be considered to pass along the length of
the resonator more times during resonance, which is analogous to passing along a larger length
of lossy transmission line. Furthermore, the higher resolution filter-banks consist of more filter
channels which thus increases the total length of the FBS. This means the waves with frequencies
that are filtered towards the end of the FBS must travel further along the lossy feedline and
therefore the detectors placed here would receive less power than those at the start of the filter-
bank. Note, we assume a frequency invariant loss tangent across the optical band. This is the
motivation for placing the highest frequency filter first since this experiences the most loss per
unit length. Despite this, whilst the dielectric loss tangent is not negligible, higher resolution and
longer filter-banks will always exhibit a non-uniform and sloped efficiency across the band as is
most obvious for the R = 300 simulation. The total efficiencies shown here have approximate
mean values of ηFBS = 68%, 57%, and 49% for R = 100, 200, and 300 respectively, relative
to the 80% ideal total efficiency which absent of loss is entirely determined by the oversampling
factor.

Another aspect worth noting is the level of the peak height for the single channel power transmission.
Firstly, since the channels overlap in frequency (as designed) due to the oversampling, even in
the ideal case each spectral channel does not receive the maximal 50% at resonance. This peak
throughput is further reduced by the dielectric loss, and therefore one could foresee a situation
where the individual channel throughput to a detector becomes small enough that the signal is
within the noise, and thus the filter-bank would appear to not detect anything. However, it has
been shown that with noise limited MKID detectors, an FBS is capable of detecting light with a
total system efficiency of less than 6%, thus this is an unlikely issue but still a situation worth
considering.

Later in Section 4.2, the motivation for easing the microwave detector multiplexing requirements
is presented. This concludes that multiplexing becomes easier and/or possible if the detectors
(filters) are spaced further apart. To find a suitable compromise that maximises the FBS performance,
which can be observed with the total FBS power transmission, whilst also providing the necessary
reduction in detector cross-coupling to make detector multiplexing possible. Thus, characterising
the total throughput as a function of filter spacing becomes necessary, and the results are shown
in Figure 3.21. For each filter-bank simulation the mean value of the total channel throughput
is taken between 130GHz to 170GHz, this mean value is then plotted as a function of the filter
spacing. As is apparent in both of these figures, there is a significant reduction in the FBS efficiency
around the region of destructive interference at half wave-spacing. Furthermore, the uniformity
or top-hat-likeness becomes worse around the destructive condition and is also an issue at the
longer spacings between 1

2
λ− 3

4
λ. Interestingly, Figure 3.21b shows how the stop-band (which was

first shown in Figure 3.17b) enters and passes through the operational band as the filter spacing
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increases. The proximity of the stop-band also brings with it the “ripple” effect that manifests
itself within the spectra. These results demonstrate why keeping the filter spacing small relative
to half a wavelength is important for the filter-bank performance, but also that the FBS efficiency
does not drop off too drastically until about 2

5
λ spacing nor is the profile of the total throughput

particularly non-uniform.

(a)

(b)

Figure 3.21. (a) Approximate mean total in-band FBS efficiency as a function of filter spacing
for R = 100, 200, 300. (b) Total FBS throughput spectra for a variety of filter spacings with a
resolution of R = 200 and oversampling Σ = 1.6.

Section 4.4.2 provides a detailed account of the design variations that were considered at the
stage where it was necessary to commit to certain design choices. The outcome was to initially
go with a R = 200, 3

8
λ spaced FBS using an oversampling of Σ = 1.6. For further details

on the motivation, see the aforementioned section. However, Figure 3.22 presents simulated
performance of the chosen filter-bank for a small range of possible loss tangents. These results
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further demonstrate the importance of low-loss dielectrics. The FBS efficiency is a reasonable
50% for a loss of 1.0 × 10−3, however this quickly drops off by a rate that is best observed in
Figure 3.10b.

Figure 3.22. Scikit-RF filter-bank simulations for the single and total channel power
transmissions of filter-banks with R = 200, 3

8
λ spacing, Σ = 1.6 oversampling between

120GHz to 180GHz for different loss tangents, tan δ = 1.0× 10−3, 2.0× 10−3, and 3.0× 10−3

3.7 Millimetre perspective conclusion

This section presented the details of the millimetre circuit, showing how the polarisations of
a signal from the telescope incident to the horn array couple to an OMT antenna, then a 180°
hybrid is used to reject all TEM modes except the dominant TE11 mode, which then propagates
to the filter-back via a 2.5 µm wide microstrip where finally the signal is split into N spectral
channels via capacitively coupled λ/2 resonators before terminating in the inductive section of an
lumped element MKID.

The design and principles for the filter-bank and λ/2 filters were then presented leading to the
characterisation of the filters. We presented an effective interpolation method used to tune a filter
within the observing band to any spectral frequency and resolution by controlling the resonator
lengths and coupling quality factors via the capacitors. Following this, the impact of dielectric
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loss tangent on a single filter efficiency was discussed, demonstrating the criticality of low loss
dielectrics (< 1× 10−4) if on-chip filter-bank spectrometers are to reach high resolutions (R >

1000) as is desired for high-redshift mm-wave LIM and other millimetre astronomy applications.

With the aid of Sonnet simulations and a custom built Python model allowing fast simulations
of filters with varying filter properties and geometries, the filter quality factor and resonant frequency
tolerance of the filter geometry to variations in aspects of the design were quantified and shown
to be suitable. It was discovered that the resonant frequency was most sensitive to changes in
the kinetic inductance at 3.5% for ±0.02 pH2−1. The quality factor (resolution) of the filter was
less tolerant. Results suggested that fabricating the correct dimensions on the resonator geometry
was the main area of concern, particularly, the microstrip linewidth presenting a ≈10% change for
±0.2 µm, but also additional changes around ≈2% for analogs of changes in the capacitance of
the coupling capacitors: dielectric thickness (±10 nm), and input and output capacitor dimensions
(±0.2 µm).

The final part of this section then presented the process used to build the Python simulation
model for the filter-banks, demonstrating good component agreement with equivalent Sonnet
simulations. With the tool, it was found that a small microstrip stub-like section of the filter
geometry added an off-resonance parasitic capacitance to ground. For the single filter this had a
negligible impact, however when multiple stubs are placed along the feedline (one for each filter) a
stop-band would generate due to interference at frequencies corresponding to the half-wavelength
of the physical spacing between filters. Thus, one must ensure filters are spaced suitably apart
to ensure the stop-band is far enough away in frequency to have minimal impact on the filter-
bank in-band spectrum. This lead to understanding the parameter space of the total filter-bank
throughput as a function of filter spacing, showing that for lossy dielectrics, more spectrally
uniform and efficient throughputs were obtained with filter spacing below 0.4λ with increasingly
better performance towards λ/4 spacing as the stop-band is further away in frequency, reducing
a ripple effect which can extend tens of GHz from the main stop-band feature. A comparison
between realistic filter-banks with nominal design parameters (tan δ = 1.0× 10−3, Σ = 1.6,
1
4
λ filter spacing) was also presented. This nicely demonstrated the trade-off of spectrometer

resolution and filter-bank efficiency for an FBS on a lossy medium with an additional impact at
higher resolutions of non-uniformity in the spectrum as the frequencies with channels further down
the filter-bank experience more dielectric loss. The importance of low loss dielectrics was further
illustrated with a comparison of identical simulated filter-bank with varying degrees of dielectric
loss, which showed that by tan δ = 3× 10−3 the single filter-efficiency is less than 5%. The utility
of this filter-bank simulation tool is further demonstrated in subsequent sections, both for aiding
in instrument design choices in Section 4.4.2 and attempting to understand measured results in
Section 7.3.
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Chapter 4

The Microwave Perspective

The microwave aspect of the device is focused on the device readout circuit. This section will
therefore cover the Lumped Element Kinetic Inductance Detector (LEKID) design considerations
including details and discussions of the comparative benefits of two capacitor geometries, the
Inter-Digital Capacitor (IDC) and the Parallel Plate Capacitor (PPC). Whilst the IDC design
(Section 4.1) was the nominal architecture from the start of the project, the PPC resonator
was also explored as it could provide significant benefits as will become apparent in Section
4.3. Following the details of the IDC design, study of the cross-coupling between resonators is
presented in Section 4.2, the results from which were very formative for the multiplexing strategy
(detailed in Section 4.4) and ultimately the interplay between the mm-wave and microwave
circuits leading to the focal plane variations that were considered as discussed in Section 4.4.2.

4.1 LEKID design

The following sections describe the details and motivation for the design choices that lead to
the IDC LEKID architecture presented in Figure 4.1.

4.1.1 Design constraints

For the reasons outline in Section 1.1, MKIDs are an extremely convenient technology to
combine with on-chip filter-banks. Furthermore, one of the key advantages to the lumped element
design for an MKID rather than the distributed version is the ability to separate the control of
the detector characteristics between the inductor geometry and the capacitor geometry93. The
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Figure 4.1. 2D mask design of the IDC microstrip-coupled LEKID showing a. the full LEKID
and zoomed in portions of b. the inductor, c. the capacitor region and d. the coupling capacitor.

inductor geometry can be focused on the photon absorbing mechanics, the capacitor can be
focused on the f0 placement and the coupling geometry provides the control of the quality factor.

Before describing the details of the LEKIDs, it is necessary to highlight some of the design
constraints imposed on the detector design. There were a number of factors that needed to be
considered when designing the LEKIDs. Firstly, whilst the science case always pushes for higher
spectral resolutions (up to the intrinsic resolution of the spectral line on the order of R ≈ 1× 103)
for LIM), the initial target spectral resolution was designed for a moderate R = 300 as this was
expected to be achievable with suitable efficiencies considering the anticipated dielectric loss as
well as recognising the trade-off between sensitivity and the fact that SPT-SLIM was intended as
a technological pathfinder. Secondly, the size of the cryostat and optics, constrained by the space
in the receiver cabin, and expected thermal loading limited the number of readout channels to
9 pairs of coaxial lines as well as 18 dual polarisation pixels. Finally, the RF-ICE readout system
would have an approximate readout bandwidth of 500MHz94 per readout channel. Hence, the
nominal focal plane was designed to consist of 36 filter-banks (one per polarisation) split across
the 9 readout channels (four filter-banks per channel). For filter-banks with R = 300 and an
oversampling of Σ = 1.6, resulting in ≈ 200 detectors per FBS led to a limited frequency spacing
between Qc = 5× 104 detectors of 500 kHz.

Furthermore, the physical space available inside the cryostat limited the size the focal plane
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could occupy. Opting for a modular design, whereby the focal plane would be split into three sub-
modules (see Figure 2.2) each fabricated on six-inch wafers meant that certain configurations
were not possible. In certain cases it was technically possible from a footprint point of view to
use up to 3

4
λ spacing of the mm-wave filters in the filter-bank. However, this was not as desirable

as closer spacing due to the impact on filter-bank efficiencies discussed in Section 3.6. Thus a
detector design that is compatible with 1

4
λ spacing was necessary. Therefore, to push the LEKID

resonant frequencies, f0, below 3.0GHz (another readout limitation), naturally, a tall and narrow
geometry was adopted, where the dimension parallel to the filter-bank feedline needed to be ≈
250 µm for the smallest 1

4
λ spacing (highest frequency).

4.1.2 Microstrip-coupled inductor

The inductor design is based on enabling a means of coupling radiation from the microstrip
feedline from the antenna directly to the detector. A schematic of this coupling is presented
in Figure 4.2. The output of each mm-wave filter feeds the detector at the voltage null of the
LEKID inductor such that any photons that reach the inductor will be absorbed by the superconducting
material via the breaking of Cooper pairs. As with any MKID4, the breaking of Cooper pairs
will change the surface impedance of the superconductor by altering the total inductance of the
resonator. This is measurable as a change in resonator f0, or quality factor, Qr . The inductor
material was chosen so that the material would remain a high-Q superconductor at the resonant
frequency of the detector (requiring the operating temperature to be an insignificant fraction of
the critical temperature, T << Tc) whilst also having a small enough superconducting energy gap
to allow pair breaking within the observing band of SPT-SLIM (120GHz to 180GHz). Thin film
aluminium with a cut-off frequency of approximately 100GHz and a typical Tc = 1.3K was the
natural choice.

LEKIDs typically used for direct imaging work by coupling incident light directly to the inductor77,95.
This requires that the impedance is high to match the impedance of free space in order to be an
efficient free space absorber. This motivates the use of materials with a high normal state sheet
resistivity, which can be increased by reducing the thickness of the metal film. Some examples of
high resistivity superconductors that have been explored for use in MKIDs are titanium nitride96,
platinum silicide97, hafnium98 and β-phase tantalum99. As the sheet resistance increases as
thickness decreases, these materials also have the added advantage of increasing the responsivity
of the detector by reducing the volume and therefore increasing the kinetic inductance fraction,
αk , since the inductance per square is then increased for a fixed inductor geometry. However,
in the case of the microstrip-coupled LEKID, a trade-off presents itself between increasing the
surface resistivity to improve αk , and maximising the transmission efficiency from the mm-wave
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Figure 4.2. Schematic Showing how a single mm-wave resonator is terminated into the voltage
node of a LEKID inductor. The inset plot shows an approximate power dissipation down the
length of the absorbing aluminium inductor.

feedline into the inductor. Here, since the geometry at the signal input is equivalent to a T-
junction, the optimal power transfer occurs when the impedance of the niobium microstrip matches
the aluminium microstrip impedance such that Z0,Nb = Z0,Al/2. The right hand plots of Figure 4.3
show the simulated characteristic impedance of the combined aluminium and niobium microstrip
lines over a range of linewidths as well as different aluminium sheet resistances. These show that
for a given aluminium linewidth, it is possible to match the real component of the impedance
by selecting the necessary niobium microstrip width. However, it is not possible to match the
imaginary component of the lossy transmission line and thus there is a limit to the impedance
match that can be achieved otherwise known as the Bode-Fano limit100,101. In fact, the impedance
match becomes increasingly worse with increased Al sheet resistance. The impact this has on the
amount of signal reflected at the inductor is presented in the left hand plot of Figure 4.3. For
a given sheet impedance, there is a minimum limit to the amount of reflected signal. This limit
reduces as the the aluminium sheet resistance tends to that of the almost lossless niobium. A
width of 2.0 µm was chosen for the aluminium inductor as this provides the smallest inductor
volume to reach the required sensitivities whilst remaining a reasonably achievable linewidth
for direct imaging lithography. Therefore, a 2.0 µm aluminium inductor can have a 96% input
efficiency across the optical bandwidth with a 3.0 µm niobium input width and a sheet resistance
of 0.6 Ω2−1. It is worth noting that there are existing and well studied coupling architectures
such as that employed by Superspec48 that allow the use of high resistivity materials, as well as
consistent power coupling between mm-wave filter and detector along the length of the LEKID
inductor.

The geometry (surface area and thickness) is one of the most crucial parameters of the LEKID
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Figure 4.3. (Left) Simulated input reflections at the boundary between the niobium input
line and the aluminium inductor for a 2.0 µm wide aluminium microstrip on 500 nm of SiN of
varying sheet resistances. The black dotted line indicates the self-imposed minimum insertion
loss constraint at −15 dB (96% throughput). (Right) The real and imaginary components of
the characteristic impedance of the niobium microstrip and the combined (Z0,Al/2) aluminium
microstrip at various linewidths. The black dotted line on the real impedance plot indicates the
niobium width providing a suitable best real impedance match for a 2.0 µm Al microstrip which
approximately corresponds to an S11 = −15 dB for a Al sheet resistance of 0.6 Ω2−1. Note the
niobium has a slight reactance due to the loss tangent.

detector as it sets the overall sensitivity via the inductor volume and the impedance matching
with the surface impedance via the film thickness as discussed above. As shown throughout
the literature18,64,76,85,102, the MKID sensitivity through quasiparticle recombination boils down
to three key properties as defined by the figure of merit presented in Leduc, 201096. The first
two being the number of quasiparticles, (Nqp) in the detecting volume and the time for the
quasiparticles to recombine (quasiparticle lifetime, τqp) such that the noise equivalent power
due to generation-recombination is proportional to the ratio NEPGR ∝

√
Nqp/τqp. Hence, a

long quasiparticle lifetime in a small volume would result in a more sensitive detector. The third
parameter is the ratio of kinetic inductance, Lk , to the total resonator inductance, commonly
called the kinetic inductance fraction, αk and given by

αk =
Lk

Lk + LG
, (4.1)

where LG is the geometric inductance of the resonator. The significance and a thorough study of
the kinetic inductance fraction can be found in Gao 200885. To summarise, since the resonator
frequency depends on the inductance and capacitance (see Equation 4.3), a perturbation in
Lk due to a Cooper pair separation will result in a larger frequency response for a larger αk .
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Therefore, a larger αk can be achieved with a smaller geometric inductance, which further lends
itself towards having a small inductor volume. However, it’s worth noting that too much responsivity
can cause difficulties with the on-sky readout technique used for MKIDs as the resonant frequency
can move so far off of a probe tone through the variable optical load from the sky due to changes
in atmospheric attenuation. This is not necessarily the case for SPT-SLIM however, as for mapping
large areas of the sky, the most effective scanning method can be one that maintains the same
elevation and hence a constant/similar atmospheric transmission, limiting the frequency of re-
tuning.

An optical load of Popt ≈ 25 fW is expected for an R = 300 spectral channel under typical
atmospheric conditions at the South Pole102. We can then compute the approximate photon noise
equivalent power for an ν = 150GHz photon with85,102,

NEPγ = 2ηoptPoptν(1 + ηoptn̄ph), (4.2)

where ηopt is the optical efficiency (amount of the incident power absorbed) and n̄ph is the mean
photon occupation number at a source temperature, T , as per n̄ph =

(
ehf /kBT − 1

)−1. Taking
the optical efficiency as 1 and a with a sky brightness temperature of ≈ 10K, then the photon
noise is calculated as NEPγ = 3.11× 10−18W/

√
Hz. Given this value, and assuming a fixed two-

level system noise power spectral density of Sxx ≈ 1× 10−18 as was representative of the current
devices at the beginning of the project103, the inductor volume was predicted to result in a photon
noise limited detector if it was in the range of 20 µm3 to 70 µm3 104; this is shown in Figure 4.4104.
This was estimated by calculating an effective quasiparticle temperature and total quasiparticle
density when considering various pair-breaking mechanisms. Futher details are presented in Barry
et. al.104. In actuality, the inductor volumes used in the devices presented later in this thesis
used a detector volume of 135 µm3 for two reasons, recognising that the inductor linewidth is
already constrained by the impedance matching mentioned above. Firstly, the aluminium film was
required to be thicker than desired to mitigate risks with fabrication (see Chapter 5). Secondly,
the inductor length was chosen as a compromise to increase the geometric inductance sufficiently
to prevent the detector capacitors becoming too large in order to bring the detector resonant
frequencies around 2GHz for the readout system. As such, this would bring the detector into a
regime of more significant TLS noise, yet it was hoped that by implementing the stepped down
capacitor design that the TLS noise would be reduced with our detectors.
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Figure 4.4. Predicted performance of a microstrip-coupled LEKID showing the estimated
internal loss quality factor Qi (Left) and the various contributing noise equivalent powers (right)
as a function of inductor volume104.

4.1.3 Inter-digital capacitor design

The original baseline for the capacitor was to use an inter-digital capacitor (IDC) geometry as
it was expected that this design would provide better noise performance than a parallel plate.

To reduce the susceptibility to two-level system noise (TLS) from the dielectric and limit a
reduction of responsivity whilst allowing for a microstrip transmission line coupling, the IDC
regions of the detector should not be covered by dielectric materials. It has been demonstrated
that the average noise power level for a detector with its IDC structure having bulk silicon substrate
on one side and then exposed to air/vacuum on the other can be 25 times lower than if the IDC
were covered by dielectric93. Therefore, the dielectric layers are removed from the area indicated
by the orange border in Figure 4.1, as is the ground plane (green border). This can also be seen
in the material stack diagram shown in Figure 2.4a. This added an extra level of complexity to
the fabrication as it requires the device niobium layer deposition to be compatible with a series
of step-downs over the dielectrics. This is covered in greater detail in Chapter 5. Additionally, it
has been reported that there is lower TLS noise levels for niobium grown on on silicon compared
to aluminium18, which, along with the fact that using a lower kinetic inductance material in the
capacitor will improve the kinetic inductance fraction and responsivity of the detector is why
niobium is used for the capacitor.

A somewhat unique aspect of this detector design is that the IDC has two sections to it. The
majority of the capacitor area is made of fixed length fingers oriented parallel to the width of
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the detector. Then towards the microwave side the orientation of the IDC fingers rotates 90
degrees to now be parallel to the length of the detector. The physical space restrictions along
the length of the mm-feedline of the filter-bank set by the filter spacing, dx , meant the gradient
of the change in f0 to change in IDC width would be ≈2MHz µm−1 (≈ 45 linewidths per µm).
This was not suitable with a lithography resolution of 1 µm and a target 500 kHz resonator spacing
(≈ 10 linewidths). Therefore, a detector design that required variable IDC fingers along it’s
width was not ideal, see the horizontal design in Figure 4.5 . Another option was to use IDC
fingers parallel to the length of the detector, see the vertical design in Figure 4.5. This allowed
the varying dimension to be limited by the amount of space on the focal plane, whereby an
approximate length limit of 4.5mm was given to fit twelve spectrometers on to the focal plane
sub-module fabricated on a 6 inch wafer. This design required IDC finger lengths to be around
3.0mm long, as such there was concern this would introduce some extra geometric inductance
and would reduce the responsivity by diluting the total inductance. Values for αk were obtained by
simulating the detectors in Sonnet, once with the inductor metal with zero kinetic inductance, and
a second time with Lk = 0.6Ω2−1. The resonant frequency of a LEKID is given by64

f0 =
1

2π
√
(Lk + LG )C

, (4.3)

where C is the geometric capacitance of the detector. Thus, one can extract an estimate for
the geometric inductance of a design by equating the geometric capacitance between identical
detectors with and without kinetic inductance in the inductor, resulting in

LG =
Lk f

2
0,kinetic

f 20,geometric − f 20,kinetic
, (4.4)

where f0,kinetic and f0,geometric are the resonant frequencies of the detector with kinetic inductance
in the inductor and without, respectively.

For the designs presented in Figure 4.5, the ortho-IDC design provided a compromise by allowing
the variable length dimension to be orthogonal to the mm-wave feedline whilst also reducing the
undesired geometric inductance within the capacitor which is particularly present in the vertical
design due to the long IDC fingers and demonstrated by the lighter blue colour. The kinetic
inductance fraction was 0.104, 0.122 and 0.117 for the horizontal, vertical and ortho-IDC designs
repectively. Even though the ratios are improved for the horizontal and ortho-IDC designs, these
results highlight an unavoidable issue that IDC LEKIDs for mm-wave filter-banks at this readout
frequency have a significant geometric inductance which will limit the responsivity of the detector.
Additionally, the coupler fingers were oriented as shown (perpendicular to the readout line) in
order to minimise parasitic inductive coupling.
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Figure 4.5. On resonance current density plots of Sonnet simulations of LEKIDs with three
different capacitor geometries. Red represents areas of high current density. The horizontal model
resulted in αk = 0.122, vertical αk = 0.104, and the ortho-IDC αk = 0.117. All resonators had
the same 2µm wide inductor geometry and 3.0mm wide IDC fingers separated by 6.0mm.

4.2 Detector Cross-coupling

To design a densely packed, large format array of MKIDs one must be aware of electro-magnetic
microwave cross-coupling between detectors. This mechanism is distinct from carrier tone cross-
talk due to overlapping resonances for the microwave readout. Electro-magnetic cross-coupling is
where a change in the resonance of one detector can impact the resonance of a neighbouring one.
Clearly, this causes detection confusion as absorbing a photon in one detector can simultaneously
present itself as a detection in another. This effect has been well modelled as an electromagnetic
coupling between the resonant circuit of one detector to another either by a coupling capacitance
and/or inductance105. The inset of Figure 4.6a shows a schematic of this model with a coupling
capacitance.

Previous studies have also successfully demonstrated that the cross-coupling can be characterised
and reduced by altering the geometry and layout of the detectors105,106. Noroozian et. al.105

use a parameter dubbed the splitting frequency (dfsplit) as the metric for the degree of detector
cross-coupling. This is effectively the closest separation in frequency that the two detectors in the
given geometry can be placed, or furthermore, the frequency spacing at which the two resonators
become an entirely coupled system. A very small dfsplit implies little cross-coupling whereas a
large dfsplit is found in highly coupled systems. As demonstrated in Figure 4.6, dfsplit is ≈ 10

resonator linewidths for two capacitively cross-coupled resonators with a capacitance close to that
of a coupling capacitor and this will then tend to the un-coupled state with a dfsplit = 0 when
the cross-capacitance is zero (in practice the readout then becomes limited by the overlapping

G. Robson 53



The Microwave Perspective

(a) (b)

Figure 4.6. Simple Scikit-RF simulations of the inset circuit diagram for a capacitively cross-
coupled two-resonator circuit. Here, LN and CN denotes the inductance and capacitance of
resonator N (controlling f0) whilst the quality factor (Qr = Qc ≈ 5× 104 for these simulations)
of the resonator is controlled by the combination of the CCNa and CCNb coupling capacitors. In
these simulations the The degree of cross coupling is then set by the capacitance of the cross-
coupling capacitor XC . (a) Simulated resonant frequencies for the resonators in a capacitively
cross-coupled circuit as a function of the f0 separation in a single resonator circuit. Here, the
cross-coupling capacitor XC is set to zero to represent the non-coupled state and CCNa =
0.116 pF, CCNb = 0.1 pF, C1 = 50.0 pF, L1 = L2 = 0.1 nH, C2 is then varied to sweep the second
resonator past the first resonator in frequency space. (b) Same as the left simulation except the
cross-coupled capacitor is set to XC = 80.0 fF.

Lorentzian lineshapes of the two resonators. Thus, this is a useful metric if comparing designs or
trying to identify the mechanisms of the coupling between two detectors. This is demonstrated
in Section 4.3. However, we found that the geometry of our detectors were in many ways already
constrained due to the implications of the filter-bank and readout frequencies. Thus, we needed
to explore how much our detectors would cross-couple with a metric that was related to their
performance as optical detectors and try to optimise frequency and physical spacing of detectors
to account for the cross-coupling. This lead us to a similar/extended approach of that shown by
Yu et. al.106, using the frequency shift of the resonators. Instead, we set a relatively conservative
requirement on the cross-coupling: the frequency shift in the cross-coupled detector should be
less than 1% for a two linewidth shift in the detecting resonator. In a simplified context relevant
to LIM observations, this metric ensures that the detection of a photon from one spectral line,
say 150GHz, does not result in a false detection of another in its neighbouring detector. The
following sections detail the the characterisation procedure of the relationship between the frequency
spacing and the physical location of the detectors. All detectors in the following simulations were
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tuned to have Qr = 5× 104 and by normalising the resonance shifts to linewidths we make the
assumption that the degree of shift in linewidths is constant as a function of Qr .

4.2.1 Cross-coupling as a function of frequency spacing

To get a measurement of the percentage frequency shift in the neighbouring detector a simulation
was set up as shown in Figure 4.7a. Here, the resonant frequencies of the two resonators are set
by the IDC length to have a desired “dark” frequency separation when both inductors have the
same kinetic inductance. Note, each resonator will be labelled with a number referring to its
position from the left as shown in Figure 4.7. The simulations shown in this section were carried
out using a physical spacing equivalent to the smallest mm-wave filter channel separation on the
same side of the λ/4 spaced filter-bank. This was effectively a half wavelength of 180GHz on the
microstrip, approximately 258 µm with our initial guesses at the mm-wave dielectric constant, see
Section 3.4.

Figure 4.7. Sonnet simulation geometries for the cross coupling between the (a) first nearest
frequency neighbour (NFNP), (b) second NFNP, (c) third NFNP, and (d) opposite neighbours.
The kinetic inductance of the yellow inductors are varied and the f0 relative to the “dark” f0 is of
the resonator of interest is observed. The numbers correspond to the resonator notations in the
text and plots.

For a given dark frequency separation, the kinetic inductance of the resonator with the red
inductor and labelled as resonator 1 in Figure 4.7 was fixed at 0.6 pH2−1 (the expected/desired
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kinetic inductance of our aluminium films), and the resonators with yellow inductors have their
kinetic inductance varied between 0.6 pH2−1 to 0.65 pH2−1. This is to effectively mimic a shift
in f0 due to the absorption of a photon, hence the name “dark frequency separation” when both
are set to 0.6 pH2−1. The resonator quality factors and f0s are extracted by fitting a Lorentzian
(see Equation 6.1) to the peaks of the S21 data and the shift in f0 from the corresponding dark f0

is calculated allowing the fractional shift, ∆f 01/∆f 02, to be plotted as a function of the shift in
f 02 in linewidths. This presents a linear relationship, which when fit can allow us to extrapolate
the fractional shift for a 2 linewidth shift in f 02. Unfortunately, we have to make an assumption
that the linear relationship holds true to the lower linewidth shifts as the frequency shift in the
coupled resonator become too small to measure due to simulation error. In the case of the plot
shown in Figure 4.8d, a resonator with a frequency separation of 55MHz to the first nearest
frequency neighbour position (NFNP) would have an 11.57% shift of a 2 linewidth shift in its
neighbour.

Thus, by repeating this process for a variety of frequency separations one can obtain a plot
for the 2 linewidth percentage shift as a function of frequency spacing. Therefore, the required
separation for a 1% shift in a 2 linewidth shift in the neighbouring resonator can be interpolated,
as demonstrated in Figure 4.9c for the first, second and third NFNPs. In the simulations involving
3 or 4 resonators, the resonant frequencies of the resonators between the first detector and variable
inductance detector were set to be suitably far away from any detectors to prevent them also
cross-coupling and therefore confusing the results for the desired resonators.

The final step in this process was to plot the three interpolated required separations as a
function of the neighbour position, then fit a linear regression in log space. Thus, for a given
frequency separation, the required neighbour position can be extrapolated. This was an important
tool for characterising the focal plane design and the spectrometer specifications as it presents
a limit to the number of detectors that can be multiplexed within a 500MHz readout bandwidth
and therefore the number of spectrometer channels, which is directly linked to the resolution of
the spectrometer as shown in Equation 3.4. For example, the R = 300, 1

4
λ spaced filter-bank

required 195 channels, the requirements set by the cryostat design at the time of this study, i.e.
9 readout lines and now 12 pixels, required at most, three spectrometers per 500MHz readout
line. Therefore, 585 detectors would be required within the readout bandwidth, hence a resonator
frequency spacing of ≈850 kHz needed to have the nearest frequency neighbour placed 1 resonators
away if on the same side. Even if the nearest frequency resonator gets placed on the opposite side
of the mm-wave feedline hence the same side frequency spacing becomes ≈1.70MHz (see Section
4.4.1), this resonator would need to be at least the 13th neighbour, which we were unable to find
a suitable multiplexing procedure/algorithm for.
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4.2.2 Cross-coupling as a function of physical separation

Given the difficulties with the multiplexing of the 1
4
λ spaced filter-bank imposed by the strong

coupling parallel to the mm-wave feedline, it was necessary to explore the possibility of reducing

(a) (b)

(c) (d)

Figure 4.8. Plots showing the cross-coupling simulation results of two neighbouring LEKIDs,
with an intended dark frequency separation of 55MHz. (a) Shows the S21 data from each
simulation, notably showing how the lower frequency resonance shifts to the left by some fraction
as the higher resonance also shifts down in frequency due to the change in kinetic inductance. (b)
and (c) show example S21 plots for the three and four resonator simulations with separations of
25MHz and 20MHz respectively between the detecting resonator and the coupled resonator. The
letter in the annotated labels refer to the corresponding simulation then the numbers indicate the
specific resonator responsible for the S21 notch. (d) Shows the linear fit to the ratio of the shift in
the coupled resonator (∆f 01) to the shift in the detecting resonator (∆f 02) as a function of the
detecting resonator shift in linewidths for the two neighbouring LEKID simulation.
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(a) (b)

(c) (d)

Figure 4.9. Plots demonstrating the interpolation method used to find the required frequency
separation to obtain a cross coupling between two resonators with a 1% shift for a 2 linewidth
shift in the (a) first NFNP, (b) second NFNP, (c) third NFNP. The required separations were 173
MHz, 51.3MHz, and 23.0MHz respectively. The uncertainties are obtained from the uncertainties
of the linear fits of the 2 linewidth extrapolations. (d) Shows the fit used to extrapolate the
required position for a given frequency spacing, using the interpolated result from plots a, b and c.

the cross coupling by increasing the physical spacing of the detectors. This would of course have
an impact on the millimetre performance of the filter-bank, hence the study presented in Section
3.6.5 was conducted in parallel to this work to allow us to find a suitable compromise between the
filter-bank specifications required for the science case and a practical and low risk design for the
microwave readout.

The simulations were set-up as shown in Figure 4.10. The physical separation was varied
between 1

4
λ and 3

4
λ for the smallest wavelength in the filter-bank. For each separation, the kinetic
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Figure 4.10. Sonnet simulations for studying the cross-coupling between the first nearest
neighbour and second nearest neighbour as a function of physical separation between 1

4
λ and

3
4
λ for the smallest millimetre wavelength in the filter-bank.

inductance of the variable detector was changed to measure the fractional shift in the first resonator
in the same way as described in Section 4.2.2. This allowed the fractional shift for a 2 linewidth
shift in the variable detector to be compared at different separations, see Figure 4.11.

These results were used to approximate the reduction in frequency shift relative to that of the
1
4
λ separated resonators. For example, for the first nearest neighbour, the 2 linewidth fractional

shift was 10.70% and 3.31% for a 1
4
λ and 3

8
λ spacing respectively. Thus by moving to the latter

spacing we see the cross-coupling reduce by 69.0%. For the second nearest neighbour, this is
73.7%. Hence, by approximating the cross-coupling reduction to be ≈70%, the NFNP for a
separation of 850 kHz becomes 7 instead of 19. The impact this 70% reduction in cross-coupling
has on the required frequency separation as a function of neighbour position is shown in Figure
4.9d. Unfortunately, radially fitting eight R = 300 filter-banks on a sub-module at this 3

8
λ spacing

did not fit on the 6 inch wafer as the filter-banks became too long. This was one of the reasons
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(a) (b)

Figure 4.11. Plots obtained by extrapolating the 2 linewidth fractional at different resonator
separations (1

4
λ, 3

8
λ, 1

2
λ, 5

8
λ, 3

4
λ) for the first and second nearest neighbours with frequency

separations of (a) 50MHz and (b) 25MHz respectively. Uncertainties are obtained from the linear
fit uncertainties of the extrapolation to the fractional shift at 2 linewidth shift.

that lead us to de-scope our spectrometers to have a resolution of R = 200 to reduce the number
of channels and ease the constraints on multiplexing.

To summarise, the extent of the cross-coupling between neighbouring IDC LEKIDs was characterised
via Sonnet simulations measuring the degree of cross-coupling with the metric being the ratio of
the resonant frequency shift of one “dark” detector relative to that of it’s neighbouring “loaded”
detector. The relationship between the value of this ratio and frequency separation of the neighbouring
detectors was observed for resonator pairs up to three positions away parallel to the readout
line and opposite eachother perpendicular to the readout line. For each scenario the frequency
separation yielding a 1% frequency shift was extrapolated such that the required frequency separation
could be approximated as a function of neighbour position. The results showed that this detector
design cross-couples with neighbouring detectors significantly parallel to the mm-wave feedline
but effectively zero coupling on opposite sides of the mm-wave feedline. It was also shown that by
moving to 3

8
λ spaced filters instead of 1

4
λ spaced, the fractional shift due to cross coupling could

be reduced by ≈70%. Despite the reduction, it was not possible to use the R = 300 3
8
λ spaced

filter-banks with four pixels (8 spectrometers) due to limited space on a six-inch wafer. Further
implications that this cross-coupling had on the multiplexing method for the microwave readout f0
scheduling and ultimately the focal plane design is presented in Sections 4.4 and 4.4.2.

60 The Focal Plane Development of SPT-SLIM,
an On-Chip Superconducting Filter-Bank Spectrometer

Pathfinder for Millimetre Line Intensity Mapping



Parallel plate capacitor LEKID

Figure 4.12. Plot showing the required resonant frequency separation between a detector and
parallel neighbour depending on its neighbour position in order to achieve 1% or less cross-
couplings. The blue line for 1

4
λ spacing is equivalent to the linear fit shown in Figure 4.9d and the

orange line for 3
8
λ spacing assuming the 70% reduction in fractional shift achieved by increasing

the separation between two detectors.

4.3 Parallel plate capacitor LEKID

An alternative design for the LEKID is to use a Parallel Plate Capacitor (PPC) instead of both
the main IDC and the coupling IDC, yet still using the same inductor geometry. This design is
presented in Figure 4.13. The PPC detector has a few advantages over its IDC counterpart.
Firstly, a much larger capacitance per unit area can be achieved due to the ability to form the
parallel plates on either side of a sub-micron deposited dielectric film, whereas the comparable
length in the IDC (finger separation) is on the order of a few microns. This results in the detector
footprint being roughly half that of the IDC detector, enabling a far more efficient use of space
that would drastically ease constraints on the focal plane design that are a significant limitation of
the IDC design as presented in Section 4.4.2.

Furthermore, the parallel plate has a significantly lower geometric inductance than the IDC,
leading to a roughly four times higher αk of 0.419, which was determined for the same resonant
frequency detector as discussed in Section 4.1.3 using Equation 4.4. Thus, a PPC LEKID should
be more responsive since the same change in kinetic inductance would result in a larger change in
resonant frequency.

Additionally, in the case where the IDC cross-coupling is due to a capacitive coupling, the
parallel plates having a very small separation relative to the detector separation (≈300 nm compared
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Figure 4.13. 3D diagram of a single parallel plate capacitor LEKID. The vertical separation
between the two planes is not to scale relative to the in-plane dimensions. The device layers are
separated from the niobium ground plane by a 300 nm SiN dielectric.

to ≈300 µm), will result in the strength of the detector cross-coupling being minimal in comparison
with the IDC design. Alternatively, if the IDC cross-coupling is inductive, the negligible geometric
inductance in the PPC would also result in a much smaller effect. Hence, for the PPC, the cross-
coupling was too small to extract out of simulations both with the level crossing method105 and
the variable kinetic inductance method.

Figure 4.14 shows a comparison between the level crossings of two series IDC detectors, two
opposite IDC detectors (using similar simulations as shown in Figure 4.7a and 4.7d, respectively),
and two series PPC detectors. In these simulations, the capacitor size of the neighbour is varied
such that it sweeps through having the same capacitor length value, and the difference between
the capacitor lengths (which is analogous to the non-coupled f0) is plotted against the f0s of
each resonator. The results show that the two series IDC resonators was the only situation in
which a clear avoided level crossing could be seen suggesting the other two arrangements have
an insignificant degree of cross-coupling, much like the un-coupled configuration of Figure 4.6. A
similar conclusion was drawn from conducting the variable kinetic inductance simulations, whereby
both the opposite IDCs and series PPCs showed only noisy results for the fractional shift as
function of the variable kinetic inductance for a dark separation of approximately 1.0MHz to 2.0
MHz, hence suggesting the strength of cross-coupling is below the simulation resolution and
therefore significance.

Regarding fabrication, the parallel plate should firstly simplify the procedure by removing
the need for the membrane step-down processes that the IDC LEKID recipe requires in order
to place the IDC directly on to the surface of the silicon wafer; for further details see Chapter
5. Furthermore, the PPC should ease the tolerance on the lithography of the capacitors as a
stochastic variation on geometry linewidths for a parallel plate should intuitively change the
capacitance by a smaller degree than for an inter-digital capacitor. To test this, a simulation
of an IDC resonator and a PPC resonator of similar f0 and Qr (of the architectures detailed
in this thesis) were simulated first with the intended (“nominal”) geometries and then again
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Figure 4.14. Level crossing plots for detector cross coupling simulations for (a) two series
IDC resonators, (b) two IDC resonators on opposite sides of the mm-wave feedline and (c) two
series PPC resonators. Here the capacitor of one resonator is a constant “fixed” value while it’s
neighbour has a “variable” capacitor length, thus sweeping it’s resonant frequency over the fixed
resonant frequency. The difference between the two capacitor lengths is denoted as ∆L.

with a +0.2 µm dimension increase of either the inductor or capacitor. The results are shown
in Figure 4.15, where as expected, the f0 capacitor tolerance is significantly smaller for the PPC
(−0.13%) compared to the IDC (−2.1%). Interestingly, the PPC is more sensitive to the inductor
lithography (8.23% vs. 1.77%), however this is simply a manifestation of the difference in kinetic
inductance fraction. Since the PPC design has minimal geometric inductance in the capacitor
(unlike the IDC design) it will be more sensitive to geometric changes in the inductor. If this
were an issue, more precise lithography on the inductor process should make an improvement, or
alternatively one could add extra non-sensitive geometric inductance, though this would come
with a responsivity penalty. The aluminium inductor is fabricated on a separate processing step to
the niobium capacitor, hence the geometry variation will be different. Additionally, these values
of fractional shift (on the order of 1 × 10−2), are significantly larger than what is observed in
measurements which are 2 orders of magnitude smaller around ≈ 1× 10−4, see Section 6.1 for
more details relating to the measured performance of these designs.

Whilst there are many practical advantages to the PPC detector, the main drawback is the
potential for poor 1/f noise at lower frequencies due to the field lines of the high charge areas
(between the plates) propagating through a lossy dielectric107, as is the somewhat unavoidable
nature for this geometry. This is particularly problematic for our application as the lower frequencies
is where the demodulated sky signal will reside. Limited to the speed of the telescope and scale
of the spectral features to be reconstructed with the detector array brings the observation band
around 15Hz. The presence of this dielectric would therefore introduce TLS noise, which can
make it difficult for detectors to achieve performance limited solely by the intrinsic photon noise.
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Figure 4.15. Simulated LEKID f0 and Qr tolerances to a +0.2 µm increase to either the inductor
of capacitor. These results compare simulations of a single IDC or PPC LEKID with nominal f0’s
of 2.467GHz and 2.387GHz, and Qr ’s of 4.59 × 104 and 4.98 × 104 respectively.

However, recent results from other groups have demonstrated photon noise limited PPC detectors107–109.
This can be made possible by using an extremely small inductor volume (on the order of 1 µm3 to 10
µm3 for example) since the detector NEP is inversely proportional to the the responsivity (discussed
further in Chapter 6). Or by using very low loss dielectrics such as amorphous silicon or amorphous
silicon carbide, both demonstrate low noise and loss. For our fabrication process however, these
materials were unfortunately unsuitable and unavailable as is discussed in Chapter 5.

4.4 Detector Multiplexing

The level of cross-coupling presented in Section 4.2 creates difficulties with the frequency
scheduling of the detectors in the microwave readout. The essence of the issue is that the limited
readout bandwidth of 500MHz imposes a maximum limit to the number of detectors that can
be multiplexed on a single readout channel due to carrier tone cross-talk. An additional limit is
also imposed due to the focal plane configurations which effectively depend on the number of
filter-banks on the readout line as well as the parameters that govern the number of detectors
on a filter-bank, i.e. filter resolution and oversampling (see Equation 3.4), and finally, the degree
of detector cross-coupling which depends on the filter spacing, dx . As well as the nominal 1

4
λ

spacing, dx = 3
8
λ was also considered due to the reduction in detector cross-coupling observed

by moving whilst remaining to have a small FBS footprint relative to a 3
4
λ spaced FBS and only

inflicting a small reduction in total filter bank efficiency according to the FBS simulation results
shown in Figure 3.21a. The relationship derived in Section 4.2 between the required frequency
separation, δf as a function of neighbour position is shown in Figure 4.9d as a reference and also
to visualise the difference between the two considered filter-spacings and the impact they have on
multiplexing.
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The oversampling was chosen to be fixed at Σ = 1.6, and constraints between the optics and
cryostat imposed that at most 12 pixels would be split amongst 9 microwave readout channels
thus in the most difficult case, 3 filter-banks would be readout on feedline. Channels consisting of
three filter-banks will be referred to as “Trios” and two filter-bank channels as “Duos”. Understanding
which combinations of this parameter space were logistically possible and comparing their simulated
performances ultimately became the motivator for de-scoping from R = 300 to R = 200. The
following two sections present the multiplexing algorithm used to mitigate the cross-coupling
(Section 4.4.1) and then Section 4.4.2 discusses the variations of possible focal plane layouts that
were considered following this multiplexing study.

4.4.1 Multiplexing algorithm

Typically, the f0 scheduling for multiplexed devices are designed to allow for the easy identification
and mapping of detectors to their physical location. In the case for a Trio for example, being
able to group the resonators into separated thirds of the readout bandwidth would allow us to
separate out the three filter-banks. Unfortunately, this was not possible due to the strength of the
cross-coupling. This meant that the full bandwidth range needed to be utilised equally for all the
filter-banks on the channel.

The algorithm used to split the resonators amongst the number of filter-banks on a readout
channel and then mix and arrange the detectors in physical space along the filter-bank is shown in
Figure 4.16 and consists of the following steps:

1. First, N frequencies are equally spaced within the readout bandwidth ∆fR where N is the
number of filters multiplied by the number of filter-banks.

2. The frequencies are then split into G groups, which is a number that needs to be determined.

3. Each group is then split into sub-groups dependent on the number of filter-banks in the
channel (Trios or Duos). This allows for the spacing to be equal between filter-banks.

4. Within each sub-group every even other frequency is assigned as a “Top” and every odd
other a “Bottom”. This utilises the fact that the detectors do not cross-couple across the
mm-wave feedline, effectively making the minimum frequency spacing (as far as cross-
coupling is concerned to be 2∆fR/N rather than ∆fR/N .

5. Finally, the first Top and Bottom of each group (“a” and “a′”) are assigned to the first
2G filters for each filter-bank in a mixing sequence that satisfies the required frequency
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separations shown in Figure 4.12. This process continues down the filter-bank until all
frequencies from each group are assigned (b’s, c’s, d’s e’s...etc.).

Whilst this multiplexing method may not be ideal for diagnosing the devices, providing the
device works end-to-end it is possible to isolate each filter-bank via polarisation specific measurements
and the detectors can be characterised by their mm-wave spectral peak. The mapping from
millimetre ν0 and microwave f0 to physical location is mostly important if capacitor trimming
is required. This is where the capacitor geometry is edited to alter detector f0s, after the initial
fabrication run, once the device has been characterised. Trimming has demonstrated clear reductions
in resonator scatter and collisions110. However, since optical measurements are required to identify
the detectors, conducting further fabrication steps on released OMT membranes was deemed to
risky. One advantage of this multiplexing method is that the nearest frequency neighbours on the
same side of the mm-wave feedline (the ones prone to cross-coupling) will be separated by 2G

filter-channels, thus it would be obvious that the two detectors are cross-coupling as their mm-
wave peaks would be separate and identifiable even in the regime of overlapping spectral profiles.

Figure 4.16. Diagram explaining how the resonant frequencies within the readout band, ∆fR, for
a Trio spectrometer group are split up and arranged in frequency space then assigned in physical
space along a filter-bank to avoid cross-coupled detectors. This examples shows how a Trio of
R = 200 spectrometers was multiplexed within 500MHz of bandwidth.

A Python script was used to find the minimum required number of groups and the best mixing
sequence which provided the most uniform frequency spacing. The logic of this script is visualised
in Figure 4.17. First the variables defining the problem are declared: the number of filter-banks on
a channel, NFBS, the FBS resolution, R , filter spacing, dx (either 1

4
λ or 3

8
λ), oversampling, Σ, and

frequency groups, G . This is used to calculate the number of filter channels/readout frequencies
and then generate the array of frequencies and split into G groups. Then, for every permutation
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of arranging G groups (G ! permutations) the frequency array is mixed as per the logic shown
in Figure 4.16. For each filter-bank’s array, the frequency separation, δf between every m-th
neighbour for the Tops and Bottoms for 1 ≤ m ≤ G is compared to the required frequency
separation as per the plots in Figure 4.12. If all separations are greater than the required separations,
the permutation is given a score based on the ratio of each neighbour separation to its required
separation. Hence, the bigger the total score the further the average neighbour frequency separation
is from the minimum frequency separation. The permutation with the best score would be the one
used to multiplex to detector frequencies. However it was possible that some combinations were
not possible to multiplex. This is explored further in Section 4.4.2.

Typically, the minimum number of groups was equivalent to or greater than the NFNP. Therefore,
for the combinations that required large NFNP, the computation required quickly became impractical
as the number of permutations scaled as a factorial of G . Variations of G ≥ 15 were not attempted
and where situations that had no solution below this were therefore considered to not work.

4.4.2 Focal plane variations

With the limitations on the microwave side (detector cross-coupling) of the filter-bank characterised
and using the help of the filter-bank simulation tool, we were able to compare possible variations
in the focal plane design. Following the cross-coupling study of the IDC LEKIDs it was apparent
that the nominal 12 pixel, R = 300 design was not possible since this required two Trio channels
per sub-module, which at 1

2
λ needed NFNP = 19 when the NFNP was suitable at 3

8
λ the filter-

banks were too large when combined with four pixels per filter-bank. In this section, three focal
plane variations will be presented and compared, one at each resolution (R = 100, 200, 300) as
this will convey most of what was considered when deciding on a design. It is worth noting that
the end goal of performing line intensity mapping will choose higher spectrometer resolutions and
more pixels whenever possible, however, as will become apparent, these choices have ramifications
on the efficiency of the device.

The three focal plane variations can be viewed in Figure 4.18 and the key attributes and
efficiency metrics are summarised in Table 4.1. The variations consider changing the following
attributes in the focal plane:

1. FBS Resolution, R - Controls the number of filters per FBS.

• Changes length of the lossy filter-bank feedline.

• Changes the single filter loss due to the inverse relationship between filter resolution
and filter efficiency (see Figure 3.10b).
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Figure 4.17. Flow chart visualising the logic used in the Python script to find suitable mixing
sequences for a given number of filter-banks on a channel, NFBS, the FBS resolution, R , filter
spacing, dx (either 1

4
λ or 3

8
λ), oversampling, Σ, and frequency groups, G . All permutations of

arranging G groups are tested and if successful given a score, Pscore. The permutation with the
best score is printed at the end unless no successful permutations are found.

• The number of mm-filters changes the number of detectors within the readout band,
hence changing the NFNP.

2. Number of pixels (9 or 12) - Controls the distance between the OMT and the start of the
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FBS.

• Changes the amount of loss due to the lossy microstrip between OMT and FBS (feedline
efficiency).

• Since the number of readout lines is fixed at 9, changing the number of pixels determines
how many filter-banks per channel and thus also controls the frequency spacing and
NFNP.

3. Filter spacing

• Changes length of the lossy filter-bank feedline.

• Changes the degree of cross-coupling between resonators, hence changing the NFNP.

The difference between the feedline efficiencies of the 9 pixel and 12 pixel options can be
seen as the black dashed line in Figure 4.19. There is around a 9% increase in throughput when
dropping to 3 pixels per sub-module. It is also worth noting that there is a slope due to the
electrical length increasing at higher frequencies and therefore increasing the total loss through
the feedline. It is also one of the reasons that the highest frequency filter will have a smaller single
filter efficiency and hence is placed at the start of the FBS as an attempt to balance the total
FBS throughput.

The three variations we will consider are shown in Figure 4.18 and a dielectric loss tangent
of 1.0 × 10−3 is assumed. The first design is the 9 pixel, R = 300, 3

8
λ spaced focal plane.

Removing a pixel was the only viable option to realise a R = 300 FBS due to the cross-coupling
constraints, as such this is dubbed “the high resolution” option. Secondly, the compromise option
keeps the 12 pixels but reduces the resolution to R = 200 yet still requiring 3

8
λ filter spacing in

order to bring the NFNP down to a suitable value. Finally, a “low risk” option has 9 pixels with
R = 100 filter-banks. It would have been possible from a cross-coupling point of view to space
this spectrometer at 1

4
λ, however when this design was later implemented and better estimates for

material parameters at millimetre frequencies were known, it became apparent that the width of
the IDC capacitors (parallel to the millimetre feedline) were too large for 1

4
λ spacing. As a result,

3
10
λ spacing was the smallest spacing that could be used and this is therefore what is presented in

this section.

The various efficiency metrics for each variation are tabulated in Table 4.1 along with the
key attributes, they can also be visualised in Figure 4.20a. These values and uncertainties were
obtained from the simulation model described in Section 3.6 and the simulated FBS power transmission
is shown in Figure 4.19. In these plots, the OMT to FBS feedline has been included in the simulation.
Here, the feedline efficiency, ηfeedline is, as previously mentioned, the signal throughput from
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Figure 4.18. Approximate sub-module layouts for the three considered focal plane variations
defined by the spectrometer resolution, number of OMT pixels and filter spacing. The outermost
black circle indicates a 6-inch silicon wafer and the inner circle a 4-inch.

the OMT to the start of the FBS, the uncertainty is the half range due to the variation across
frequencies. The single filter efficiency, ηfilt, is the average peak throughput across all channels
with the standard deviation as the uncertainty. The end to end single filter efficiency, ηtotal, filt, is
simply the aforementioned efficiencies combined (ηtotal, filt = ηfeedline × ηfilt) and the total FBS
efficiency represents the total end-to-end throughput across the filter-bank band (total across all
channels), accounting for the OMT to FBS feedline loss.

Attribute The High
Resolution

The
Compromise

The Low Risk

Resolution 300 200 100
N pixels 9 12 9
Filter spacing 3

8
λ 3

8
λ 3

10
λ

N channels per FBS 195 130 65
Filterbanks per channel 2 2 or 3 2
NFNP 8 6 7
Feedline efficiency (79.3± 3.7)% (70.3± 5.0)% (79.3± 3.7)%
Single filter efficiency (10.1± 4.7)% (12.9± 6.0)% (25.2± 8.5)%
End-to-end single filter
efficiency

(7.99± 3.60)% (9.07± 4.11)% (20.0± 6.7)%

Total FBS efficiency (32.6± 9.75)% (34.9± 7.7)% (51.2± 8.2)%

Table 4.1. A table of attributes that describe the three different focal plane variations and the
resulting mean simulated efficiencies across the frequency band assuming a loss tangent of 1× 10−3.
See text for definitions/descriptions of each efficiency metric.

Considering these efficiency results, the collaboration initially chose to pursue the compromise
option since the efficiencies were slightly higher than the R = 300 option with a more consistent
throughput across the frequency band whilst also maintaining three extra pixels. Remember,
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from the perspective of line intensity mapping, the higher resolution is important for improved
constraints on spectral lines and the more pixels allows for faster mapping speeds via increased
instantaneous sensitivity which is ultimately the advantage that this technology offers.

An additional point of comparison to consider is that in the ideal simulated results shown in
Figure 4.19, we see that the R = 200 and R = 300 simulation shows significant fringing effects
towards the higher frequencies where the R = 100 design does not. This is not to do with the
resolution of the filter-bank but rather is due to the filter spacing. As discussed in Section 3.6.3,
there is a stop band created by the interference of the parasitic off-resonance filter stubs which
enters into the filter-bank spectrum as the filter spacing approaches 1

2
λ. Therefore the higher

resolution designs utilising the reduced microwave cross-coupling at 3
8
λ will be closer in frequency

to the stop band and thus the beginnings of the fringing effects can be seen. Furthermore, this is
also why the average ideal in-band total throughput for the 3

8
λ FBS is lower than for the 3

10
λ FBS

as there is more destructive interference.

During the development of the R = 200 focal plane, multiple devices were not seeing any
discernible mm-wave spectra. A potential cause of this was that the dielectric loss tangent was
higher than expected with potential values ranging between 1 × 10−3 to 3 × 10−3 that were
measured using the test devices presented in Pan et. al.90 that shared the carrier wafer of the
sub-modules under test. The efficiency implications on the focal plane due to the upper bound
on the loss tangent is shown in Figure 4.20b when compared to the lower loss bound in 4.20a.
This suggested that only 2.1 ± 0.7% of the light that couples to the OMT was reaching the
detector, whereby the signal could have very easily been hidden within the noise. With this in
mind and deployment date on the horizon, it was decided to move to the low risk option to
ensure something could be deployed since it is clearly more robust to dielectric loss. On top of the
efficiency argument we were also seeing significant reductions in yield due to detector collisions,
this would therefore also improve with the low risk option since the frequency spacing is larger
between detectors. Further information on collisions is presented in Section 6.1.

4.5 Microwave perspective conclusion

The main goal of this chapter was to convey the developments and considerations which lead
to the final focal plane design presented in Chapter 2 and the corresponding results presented in
Chapter 7.

This chapter presented the design of a microstrip-coupled LEKID suitable for an on-chip
spectrometer. The design uses an inductor geometry which was predicted to result in a photon
noise limited detector with the maximal power coupling achieved understanding the impedance
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Figure 4.19. Simulated filter-bank power transmission for the three focal plane variations
including the feedline from the OMT to the start of the FBS. The sloping black dashed line
indicates the input feedline throughput. The top plot is the “low risk” option, middle “the
compromise” and bottom “the high resolution”.

matching at the signal input. An inter-digital capacitor geometry was first presented, where the
capacitive region is surrounded only by the crystal silicon of the handle wafer with the intention
to minimise TLS noise. Results from an in-depth study on the degree of electromagnetic cross-
coupling between detectors was shown which indicated these IDC resonators exhibited significant
cross-coupling such that for a resonator to shift in frequency less than 1% of a 2 linewidth shift
in it’s nearest horizontal neighbour, there would need to be a separation of 173MHz if they were
to be used in a λ/4 wave spaced FBS. This ultimately meant that the nominal instrument design
of R = 300 λ/4 wave spaced filter-banks, requiring a resonator spacing of ≈ 850 kHz within
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(a) (b)

Figure 4.20. Bar plots showing the average values for the various efficiency metrics used to help
evaluate each focal plane variation. The plots show the simulated values using a dielectric loss
tangent of 1 × 10−3 (left) and 3 × 10−3 (right).

500MHz was not possible when considering a suitable frequency multiplexing scheme. Increasing
the physical separation of detectors by changing to a 3λ/8 spacing was shown to reduce cross-
coupling to a more manageable level, but with a sacrifice to the millimetre performance. The
strong cross-coupling between these IDC resonators imposed significant constraints on the entire
focal plane design and ultimately the instrument performance due to the interplay between the
implications of the physical separation of the filter channels on the millimetre performance (larger
spacing results in worse efficiency and increased destructive interference), the microwave circuit
(smaller spacing increases detector cross-coupling leading to impossibilities in multiplexing) and
the focal plane layout (larger spacing increases the filter-bank footprint leading to exceeding
the dimensions of current fabrication techniques). Furthermore, the number of detectors per
readout channel as impacted by the desired FBS resolution and pixel count was also important to
consider as sharing a limited readout bandwidth with more detectors forces further multiplexing
constraints. Three possible focal plane variations which considered various compromises were
presented, whereby a 12 pixel R = 200, 3λ/8 spaced configuration was initially chosen as the
middle ground. This was later de-scoped further to a 9 pixel, R = 100, 0.3λ spaced focal plane
over concerns regarding detector collisions which is evidenced in Chapter 6.

A parallel plate capacitor LEKID was also introduced as an alternative design. A PPC resonator
would signifcantly relax many of the constraints that the IDC LEKID imposes in a filter-bank
setting. Firstly, since the PPC was shown to have effectively negligible cross-coupling, λ/4 wave
spaced filter-banks or even smaller spacing would be possible with a frequency scheduling that
could be substantially easier to decipher, e.g. grouped in frequency based on the filter-bank group.
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Furthermore, the footprint of the FBS would be smaller for an equivalent readout frequency range
due to the higher capacitance per unit area, hence it would be easier to achieve a more densely
packed focal plane which would lead to faster mapping speeds. Another advantage is that the
a more responsive detector can be achieved as there is minimal geometric inductance in the
parallel plate relative to the long IDC geometries. The parallel plate was also shown to have a
smaller resonant frequency sensitivity to lithography variation relative to the IDC, however the
larger kinetic inductance fraction of the PPC resulted in an increased sensitivity to the inductor
linewidth. Despite these clearly beneficial improvements, the main reason parallel plates are yet to
used in the majority of MKID detector arrays is their requirement for a dielectric material in order
to form the parallel plates. Since deposited dielectrics are known to be responsible for significant
TLS noise in detectors, until further developments in dielectric processing as has been the focus
of recent studies with amorphous silicon carbide for example107,111, or innovations in parallel plate
fabrication are made, such as using the Si handle wafer as the dielectric, PPCs are likely to always
fall short when compared to the noise performance of the IDC LEKID unless a very small inductor
volume is used to counter the increased noise with increased responsivity108. This is an avenue
currently being explored for SPT-SLIM at the time of writing.
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Chapter 5

Fabrication

This section aims to firstly provide a reference to aid in understanding the architecture of the
IDC and PPC resonators as well as other key components of both the microwave and millimetre
circuitry and secondly, to present the details of the fabrication processes. Whilst the fabrication
masks were created as part of the work from this thesis, the processes and realisation were developed
and conducted at the Center for Nanoscale Materials at Argonne National Laboratory. One can
find further details on the various recent and on-going works from the ANL group in literature112.
The design uses an inverted microstrip on the millimetre circuit and CPW microwave readout.
The inverted design reduces the number of steps prior to depositing the sensitive aluminium
inductors in an effort to minimise microwave loss and noise, whilst also giving the added benefit of
protecting the sensitive inductors from stray light with the superconducting Nb ground plane.

It was necessary to implement a step-down at some point in the circuitry in order to grow the
IDC directly onto the silicon of the handle wafer, as discussed in Section 4.1, whilst also enabling
the use of an OMT on a membrane. Given the thickness of the low stress SiNx membrane layer
(2 µm), there was concern around line breaks if this step-down occurred on the millimetre feedline
as this feedline linewidth is 2.5 µm. We therefore chose to implement the step-down between the
LEKID inductor and IDC where niobium linewidths are 6 µm. To further reduce the risk of line
breaks the niobium sheet thickness for the device layer was targeted to 300 nm (including the NbN
cap as discussed later). This in turn resulted in a concern that the thin aluminium layer would
also struggle to step down off the niobium at the galvanic contact where the Nb microstrip feeds
the detector input. Thus, a thicker than desired Al thickness of 50 nm was used instead of 30 nm.
This would of course impact the responsivity of the detectors as well as the impedance matching
(see Section 4.2 for more details), however mitigating total device failures was a priority over
performance reductions until a working design was realised and enough devices were in cache to
ensure there was something to deploy. Figure 5.2 shows a region of an FBS, with zoomed views
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around the step-down, LEKID and filter geometries.

The fabrication process is detailed as follows with reference to the process flow cartoons shown
in Figure 5.1. However, note that whilst this process flow is focused on the fabrication of an IDC
SPT-SLIM sub-module device, it is also compatible for PPC devices providing the microwave
readout circuit does not undergo the step-down processes (steps 2 and 3 below):

1. To begin, high resistivity (> 10 kΩ cm) silicon wafers are obtained with a pre-grown 2 µm
thick low-stress ((150 ± 50)MPa) SiNx layer on top of a 450 nm SiO2 layer.

2. The low stress SiNx layer is first etched by a reactive ion etch (RIE) to remove material
around the IDC capacitors and microwave readout.

3. The buried SiO2 layer is then also removed in the same regions as the low stress SiN layer
via a HF wet etch.

4. Then, a relatively thick layer of Nb (≈ 170 nm) for the millimetre and microwave circuitry
is deposited with a 30 nm NbN capping layer. Thick Nb is desirable as this keeps the sheet
resistance and kinetic inductance low whilst also making it robust to the step-down. This
layer is then patterned via a flourine-based ion etch.

5. 30 nm to 50 nm Al is then deposited for the LEKID inductors and lossy terminations and
patterned with a bi-layer lift-off process.

6. The dielectric layer is then deposited, at the time this used the baseline of 300 nm thick Si-
rich SiNx ion beam assisted sputtering (IBAS) at a temperature of 20 °C to avoid damaging
the aluminium inductors. The dielectric is patterned with via an etch such that the IDCs are
free of any dielectric.

7. The last deposition is for the Nb ground plane and is patterned via lift-off. This is necessary
as otherwise the ground plane would be deposited directly onto the niobium IDC layer since
the dielectric is removed.

8. The back side membrane layers are then etched using the same process as the frontside by
RIE. For the sake of simplicity in the diagram below, these layers are completely removed in
steps 8 and 9.

9. Finally, the OMT membrane is released by removing the Si and SiO2 from the backside of
the handle wafer. This is achieved with a deep reactive ion etch (DRIE) to remove the Si
then a wet etch consisting of 10% HF buffered oxide is used to remove the buried SiO2

layer.
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Figure 5.1. Wafer cross-section cartoons demonstrating the process flow used to fabricate the
SPT-SLIM devices as per the description in the text. The cross-sections are split into approximate
zones of key regions of the circuitry. Also note, the backside membrane layers should be the same
thickness as the front side layers, but here are minimised for simplicity.
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To ensure the quality of the aluminium film, it would ideally be the first material to be deposited
as there are many studies that suggest the morphology of deposition surface has a significant
impact on the quality of superconducting films113–116, particularly for thin films (<50 nm), i.e.
cleaner and smoother surfaces produce better films. However, the hybrid Al-Nb LEKID design
(see Section 4.1) required a galvanic contact between the aluminium and niobium, but devices
fabricated with the niobium layer following the aluminium yielded poor and inconsistent or open
DC contacts between the two layers112, even with the use of an ion mill. Instead, a solution was
found by depositing the niobium first then adding an additional 30 nm of NbN which appeared to
prevent oxidisation and thus allowing good galvanic contact without degrading the internal quality
factors of the resonators.

Another one of the main difficulties with this architecture from a fabrication point of view
was finding a dielectric that would work with the process flow with suitable electrical properties,
namely loss tangent (at both microwave and millimetre frequencies). The importance for which
is shown throughout this thesis with particular emphasis on limitations on the resolution and
efficiency of half-wave filter-banks at millimetre wave, and less responsive and more noisy detectors
at microwave. Studies have found a range of materials that show promise for low loss, for example,
there is particular interest in amorphous silicon (a-Si) deposited via PECVD with measured loss
tangents of tan δ = 4× 10−5 to 5× 10−5 at microwave frequencies111,112,117–119 and 2 × 10−4

at 350GHz111,119. Though clearly desirable properties, these high quality dielectrics typically
involve temperatures above 150 ◦C which have been found to degrade the aluminium quality112.
Therefore, to improve the quality of the critical aluminium inductors by having aluminium as
one of the first processes whilst enabling other features of the fabrication, such as the Al-Nb
galvanic contact, a dielectric with low loss and low temperature deposition was needed. Si-rich
SiNx deposited at 100 °C deposited with PECVD showed promising results with a loss tangent of
tan δ = 2× 10−4 at ≈ 1GHz. Unfortunately, this dielectric had adhesion issues such that the
dielectric films were often peeling off after deposition. Hence, the more consistent Si-rich SiNx

dielectric deposited via an IBAS process was eventually favoured. At microwave frequencies, the
loss tangent for this material was measured to be tan δ = 2× 10−4 112. This is not as low as
amorphous silicon and does not leave much or any room for the up to a factor of 10 increase in
loss tangent at mm-wave as is typically observed119, however considering the deployment time
constraints and its conformity with the aluminium requirements, this was taken as the baseline
dielectric with further measurements at mm-wave to be conducted along with continuing dielectric
study in parallel.
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Figure 5.2. Micrographs of a SPT-SLIM device in an FBS region (top and lower left) before the
SiN dielectric and Nb ground layers were deposited (up to step 6 in Figure 5.1) and (lower right)
at the end of the fabrication process. To clarify, “LS SiN” refers to the low stress SiNx membrane
layer.
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Chapter 6

Dark Detector Characterisation

In this Chapter, a dark characterisation of LEKID architectures with three variations on the
capacitor geometry is presented. Here, all resonators use the exact same aluminium inductor
geometry. The device tested is of an R = 200 sub-module design with unreleased OMT membranes
and hence has no optical capabilities and is from the tenth SPT-SLIM fabrication run at Argonne
National Laboratory (SLIM10). This device, shown in Figure 6.1, consists of a Trio channel of
nominal IDC resonators with a membrane step-down as presented in 4.1.3, these will be referred
to as “IDC”. There is also a Duo channel of IDC resonators without a step-down, “IDC NS”, and
finally a Trio of parallel plate capacitor resonators as were presented in Section 4.3, “PPC”. It is
worth also observing the size difference between the IDC capacitor filter-banks and the PPC filter-
banks, whereby the PPC filter-banks occupy almost half the physical space perpendicular to the
mm-wave feedline. These three designs were of interest because the IDC design was the nominal
design with the best anticipated noise performance, however this required the step-down off the
membrane layers, hence if the IDC NS showed good noise performance then the step down would
be unnecessary and simplify fabrication. Furthermore, as discussed in Chapter 4, the PPC provides
many possible improvements such as negligible cross-coupling, reduced footprint, higher kinetic
inductance fraction and also no step-down processes. Thus, the PPC would be a much better
option if the noise performance was suitable.

Since all resonators are fabricated at the same time (same deposition layers) and the inductor
geometries are identical, we can assume that the material parameters should be consistent (for
example quasiparticle lifetime, sheet resistivity, dielectric constant etc.) and any differences in the
performance of the resonators should purely be due to the architecture.

The goal of these measurements is to ascertain the suitability of each architecture as filter-
bank detectors and compare the validity of the detector simulations. We have already seen that
according to simulation, the PPC resonator should be more responsive than the IDC due to the
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Figure 6.1. (Left) The SLIM10 prototype device installed in it’s testing box. The arrows indicate
the three channels, a Trio of nominal IDC resonators with a step-down, “IDC”, a Duo of IDC
resonators without a step-down, “IDC NS”, and a Trio of parallel plate capacitor resonators,
“PPC”. The cartoons show roughly what each architecture looks like with layer colours matching
the material stack shown in Chapter 5.

smaller geometric inductance resulting in a higher kinetic inductance fraction (αk = 0.419

compared to αk = 0.117) as well as having extremely small cross-coupling compared to the
IDC. However, if the resonator noise in the frequency range of the observation band is too high
such that the noise equivalent power (NEP) is above the photon noise limit then it is simply not
possible to instantaneously tell the difference between the generation-recombination of quasiparticles
due to noise fluctuations such as TLS or thermal changes to that of an incident photon. If the
detectors are not photon noise-limited, this issue can be overcome by increased integration time,
however, to some extent, this would negate the technology advantages of the on-chip spectrometer.
By the end of this section we aim to present the noise equivalent power spectrum for each architecture,
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Detector yield, scatter and quality factors

whilst also presenting the end-to-end dark characterisation of the microwave circuit for each SPT-
SLIM readout channel. The observing band is yet to be fully defined for SPT-SLIM, however,
we will consider the NEP within the approximate observing band under typical SPT operation120

between ≈ 1Hz to 20Hz, where the lower bound corresponds to the lowest source modulation
frequencies for the largest scales, and the higher bound for the smallest scales.

For the measurements presented in this section, the device was installed into a BlueFors cryostat
with a base temperature of 24mK. The RF-line configuration can be seen in the left hand side
of Figure 6.2. The VNA measurements used the same warm RF chain to that shown for the
homodyne schematic shown in the right hand-side of the figure. The IDC and PPC channels
actually needed a second warm amplifier which was placed after the output variable attenuator
since their bifurcation powers were approximately 10dB lower than for the IDC NS. Some measurements
use the well established single tone or homodyne, readout technique to measure the on and off
resonance noise spectrum. Here, a signal is generated with a synthesizer at the desired frequency.
This signal is split into two via a 6dB splitter, one side passing through the cryostat chain before
connecting to the RF port of the IQ mixer and the other directly connecting to the LO port. The
mixer then outputs the In-phase (I) and Quadrature (Q) component voltages which are read
with an ADC NI PXI-4461. Multi-tone measurements for noise were also taken using the RF-ICE
board, which in very basic terms is effectively the described single tone procedure, just executed at
multiple frequencies simultaneously. For further detail on this system, the reader is advised to see
works by M. Rouble94.

6.1 Detector yield, scatter and quality factors

Typically, the first set of measurements taken on any MKID readout channel when it is fresh
out of fabrication will be to take an S21 VNA sweep and identify all the resonators on the feedline,
generally using a peak finding algorithm. The broadband VNA S21 sweep for each device is shown
in Figure 6.3.

Once identified, each resonator can then be swept individually to allow the fitting of a Lorentzian
to extract measurements of the resonator f0 and quality factors, Qr , Qc , and Qi (total resonator
Q, feedline coupling Q and dissipative losses Q respectively), The description of the forward
transfer function of superconducting micro-resonators such as an MKID has been extensively
derived and presented throughout literature in the field for both operation in the linear regime4,64,85,102,121

and also accounting for non-linearities122–124. In the linear regime one can achieve good agreement
by fitting Equation 6.1 to S21 data as a function of frequency, f .
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Figure 6.2. RF readout system schematic showing the RF component gains used in the cryostat
(left) for attenuating thermal noise before the device at the sub-kelvin stage and then the low
noise 4K amplifier on the output line. When taking measurements with the RF-ICE board, to
enable enough power to bias multiple resonators close to bifurcation within the 0dBm maximum
combined tone output, the 1K input attenuator was swapped for a 0dBm and the sub-kelvin
attenuator changed was to 20dBm

.

S21(x) = 1− Qr

Qc

1

1 + 2jQrx
where x =

f − f0
f0

(6.1)

However, since MKIDs are typically operated close to bifurcation123, it is often more robust to
fit a function that includes the non-linearities by applying the following parameterisation, x = y

Qr

to Equation 6.1 where the parameter y is a cubic function expressed as123,

4y 3 + 4y0y
2 + y0 + a = 0 where y0 =

f − f0
f0

Qr , (6.2)

and has a single root solution (monotonic) in the linear regime, corresponding to when the non-
linearity parameter, a is below 4

√
3/9 and otherwise is multi-valued where the smallest real

solution should be taken in the case of a sweep of increasing frequencies. This fitting method
is used in the data presented in this section and example fits of an IDC and PPC resonator from
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Figure 6.3. Broadband S21 sweeps for each device channel of the SLIM10 prototype. The IDC
and PPC channels were designed to have 390 resonators yet yielded 361 and 355 respectively and
the IDC NS yielded 247 resonators out of the designed 260.

SLIM10 at 200mK with a range of bias powers is shown in Figure 6.4. Here, as expected, we
can see that for the IDC resonator, Qc is approximately constant with carrier power as is Qi until
bifurcation at which point Qi begins to drop due to the readout power generating enough lossy
quasiparticles to carry the resonating current. A slightly different trend is seen in the the PPC
data where Qi noticeably improves up to bifurcation as the readout power saturates TLS states
as is seen in Pan et. al.90 and then we see Qi drop as losses in the metal occur in the bifurcated
regime.

We define the “Full yield” as the percentage of resonators compared to the expected total
that are present in the full band S21 sweep, this includes collided resonators as long as the peaks
are clearly distinguishable. We will later constrain the yield to a “Useful yield” which represents
the number of resonators that have at least a 10 linewidth separation from its neighbouring
resonators. The value of 10 linewidths was chosen here as this is significantly above the cross-
coupling threshold of a 2 linewidth shift and it allows for a large enough frequency window for
baseline subtraction during Lorentzian fitting along with ensuring an off-resonance tone can
be placed suitably far from the tone during noise measurements. It would be possible to use a
smaller linewidth separation and this would improve the useful yield, however, given that the
intended spacing for an R = 200 Trio channel with resonators of Qr = 5× 104 is equivalent to
approximately 30 linewidths, using increasingly packed resonators would increase the degree of
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(a) (b)

Figure 6.4. Demonstration of fitting the non-linear Lorentzian model to an IDC (left) and PPC
(right) resonator from the SLIM10 device at 200mK for a variety of approximate bias powers at
the device.

cross-coupling, especially for the IDC designs.

The three channels each had a very good full yield of 92.6%, 95.0% and 91.0% for the IDC,
IDC NS and PPC channels respectively. Plots of measured and expected resonant frequencies
against the resonator index (ascending frequency order) can be seen in the left hand plots of
shown in Figure 6.5.

One of the main issues that can arise when multiplexing resonators in the frequency domain
within a limited readout bandwidth is when resonators collide. Collisions can render detectors
unusable due to electrical cross-talk whereby carrier currents of a target resonator tone become
modulated by the impedance changes in a nearby resonator. Effectively, a tone on one resonator
would “see” a change in I and Q due to a change in another resonator, simply because of overlapping
Lorentzian lineshapes. Varying frequency spacing will also impact the electromagnetic cross-
coupling as described in Section 4.2. Since we were unable to identify each resonance to the
physical location on the mask, it was not possible to map each measured f0 to the expected. Thus
preventing a direct measurement of the fractional scatter. We therefore first measured the f0

separation and obtained the mean and standard deviations to be (1.53 ± 1.73)MHz, (1.66 ± 1.10)
MHz and (1.48 ± 1.70)MHz for IDC, IDC NS, and PPC, respectively, the expected separation was
designed to be 1.22MHz. These results are shown in the right hand plots of Figure 6.5. Despite
the mean separation being larger than the expected, there is a large standard deviation to the
mean which results in a significant number of collisions as the frequency separation is on the
same order of magnitude as the frequency scatter. It is often common to define the scatter as a
fractional frequency scatter, we can obtain this by halving the separation standard deviation (as
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Figure 6.5. SLIM10 frequency scatter results: (Left column) Resonator f0 compared to the
designed frequencies. (Right column) The frequency separation of the resonators

the f0 separation combines the scatter of two resonators) and then divide by a resonant frequency.
Hence, for a resonator with f0 = 2.25GHz, the three channels each suggest a fractional frequency
shift of 3.84 × 10−4 for IDC, 2.44 × 10−4 for IDC NS and 3.79 × 10−4 for PPC. The Duo IDC
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NS channel consists of two thirds of the resonant frequencies seen in the Trio channels, for this
reason there are several f0 separation data points which are significantly higher than the rest
and these frequencies are removed from the statistics as indicated by the red region in Figure
6.5. Surprisingly, these values for scatter are approximately two orders of magnitude smaller than
the expected fractional shift obtained from simulation as per Figure 4.15 in Section 4.3, which
could suggest our expected random linewidth variation is lower than anticipated. However, an
alternative, and more likely interpretation of this data is that the expected frequency scatter
on the order of 20MHz (0.01 fractional shift) for these resonators from the tolerance analysis
is approximately ten times larger than the designed frequency separation and would therefore
result in the observed scatter being limited to the average tone separation. Therefore, the collision
rate will be a probabilistic function such that smaller designed frequency separations and wider
resonances (lower Q) will result in more collisions. This may explain why the scatter appears
roughly the same between the various architectures, despite the differences in capacitor geometries.
This would therefore suggest a true fractional scatter closer to 0.01, however other devices of
different architectures yet similar fabrication processes demonstrated a similar order of magnitude
of fractional frequency shifts to these measured values such as McGeehan et. al., 2016110.

Figure 6.6. (left) IDC, (centre) IDC NS and (right) PPC. Scatter plots of the f0 separation
between each resonator and it’s next frequency neighbour (N+1). Each plot shows the results for
one of the SLIM10 channels split into three groupings of linewidth separations indicated by the
colours. These groups account for the N − 1 spacing as well.

As a result of the scatter and the resonator quality factors, we further reduce our device yield
to the “Useful Yield” as described above. The outcomes are presented in Figure 6.6, showing the
useful yields as 59.5%, 63.5%, 32.1% for the IDC, IDC NS and PPC channels respectively. The
linewidth separation is obviously dependent on the resonator Qr distribution (shown in Figure
6.7), hence why, compared to the IDC channel, the IDC NS with a lower Qr has a similar useful
yield despite having less detectors within the readout bandwidth and the PPC has much lower
useful yield as this channel has approximately the same number of resonances as the IDC but
also wider Lorentzians. Regardless, a useful yield of around 60% is undesirable and this number
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of collisions relative to the full yield was one of the motivators for moving to a lower detector
count via reducing the filter-bank resolution to R = 100 until a better handle on resonator
scatter would be achieved. Of course, there has been demonstrated success in literature with
post fabrication resonator trimming to recover the resonators lost to collisions110,125, however,
as mentioned previously, we initially chose to avoid this due to concern over the fragility of the
OMT membrane or logistic concerns with taking dark measurements prior to the final fabrication
processes (membrane release and releasing the device from it’s carrier wafer).

Taking a closer look at the quality factor distributions, it is apparent that the differences in
Qr stem from the resonator losses since the Qc distributions are relatively similar, yet Qi is an
order of magnitude smaller for the IDC NS and PPC compared to the IDC, resulting in the former
architectures being Qi dominated where it is more desirable to be Qc dominant as in the IDC case.
This is not unexpected since the PPC will experience dielectric loss through the capacitor plates,
as would the IDC NS given the IDC fingers reside on a lossy dielectric which conversely is not the
case for the IDC that steps down on to the bulk silicon of the handle wafer.

6.2 Homodyne noise measurement

The dark noise power spectral density (PSD) of a resonator is a useful tool for probing the
resonator characteristics. To create a resonator with a sensitivity limited by the photon noise
(photon limited), one must understand the components contributing to the detector noise of
which typically falls into three categories. Firstly, MKIDs typically exhibit a low frequency noise
component that exhibits an inverse frequency relation (1/f n). This is commonly considered
to be caused by the excitation of two-level system states126 by the readout microwaves in a
surface layer85,127 within the region of strong electric fields around the resonator93. Whilst a
microscopic theory for TLS is yet to be developed, multiple studies have been able to characterise
the magnitude of the TLS noise via observing the excessive low frequency noise128–130.

Secondly, when the 1/f noise is sufficiently suppressed at higher frequencies it is possible to
observe a shelf in the PSD due to the generation-recombination rate of quasiparticles within the
superconductor102,127. In dark thermal equilibrium the number of quasiparticles in a superconducting
volume, V at a temperature, T such that the thermal energy is lower than the superconducting
energy gap, ∆sc is given by

Nqp = 2N0

√
2πkBT∆sce

−∆sc
kBT , (6.3)

where N0 is the single spin density of states typically quoted as N0 = 1.72× 1010 µm−3 eV−1 for
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Figure 6.7. SLIM10 quality factor distributions for (top row) IDC, (middle row) IDC NS
and (bottom row) PPC with mean Qr values of (8.26 ± 4.13) × 104, (3.07 ± 0.75) × 104,
(3.22 ± 1.39) × 104 respectively and Qi ’s (4.55 ± 2.05) × 105, (4.48 ± 1.11) × 104,
(7.07 ± 2.71) × 104 respectively.

aluminium127. We use the superconducting properties for aluminium as they will be dominant over
the niobium since the Al quasiparticle lifetime is significantly longer131,132. Of course, in practice
there are constant thermal fluctuations that cause fluctuations in the quasiparticle population
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which can therefore be observed as a modulation of the I and Q signal with a homodyne-like
readout for frequencies up to the dominating time constant of the resonator. The power spectral
density of these number fluctuations is given by a lorentzian spectrum as131

SN(f ) =
4Nqpτqp

1 + (2πf τqp)2
, (6.4)

where τqp is the quasiparticle lifetime in the superconductor. Furthermore, the PSD of a resonator
observable such as fractional frequency shift, x can be expressed as

Sx(f ) = SN(f )
(dx/dNqp)

2

1 + (2πf τres)2
. (6.5)

Here, τres is the resonator ringdown time given by the τres = Qr

πf0
. Hence, if the power spectrum

of the observable is dominated by the quasiparticle fluctuations, the G-R portion of the PSD will
present a “knee” at which the noise rolls off according to τqp, otherwise the roll-off would occur
at τres. Thus, it is possible to use this roll-off feature to fit for the time constant of the resonator
and ideally probe the quasiparticle lifetime as first demonstrated by de Visser 2011131.

Finally, the noise spectrum will then roll off to the next dominating noise source which is
typically due to the thermal noise of the 4K low noise amplifier.

Studies110,130 have shown it is possible to fit a general expression for the fractional frequency
shift power spectrum Sxx that accounts for these three contributing terms and is given by

Sxx(f ) =

(
A+ Bf −n

1 + (2πf τ)2
+ C

)
. (6.6)

In this expression, the coefficient A is the G-R component, the Bf −n term is the low frequency
noise term and C accounts for the system noise level. This expression using values on a similar
order of magnitude as the PSDs shown later in this section can be seen in Figure 6.8 along with
the PSD of the three separate components which is obtained by setting the other coefficients to
zero.

There are many resources that describe in detail the process of taking a noise measurement
of an MKID resonator102,121,127, the reader is directed to these for further, in depth detail. As
described above, we place a tone via a signal generator either on resonance (determined by sweeping
I and Q around resonance and obtaining the frequency at the maximum in dIsweep

df

2
+ dQsweep

df

2
) or

off resonance. I and Q are then sampled at a given sampling rate for some specified duration
to obtain the timestreams of I (t) and Q(t). In the following homodyne measurements we used
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Figure 6.8. Example breakdown of the three components contributing to the on-resonance
detector noise power spectrum using the model expressed by Equation 6.6. The combined series
uses A = 1× 10−17, B = 1× 10−17, n = 1, C = 1× 10−19, τ = 300× 10−6, then all coefficients
(A,B ,C ) are set to zero excluding A for the G-R term, B for the low frequency term and C for
the system noise term.

a sampling rate of 1 kHz for 10 s to sample the lower frequency spectrum and 0.2MHz for 1.5 s
to sample the high frequency spectrum, with three and 20 repeats, respectively. For high signal-
to-noise resonances it is possible to use the following expression to obtain the perturbation in
resonant frequency, δf (t) as a function of time, t, for each IQ pair102,

δf (t) =
I (t)dI0 + Q(t)dQ0

dI 20 + dQ2
0

− j
I (t)dQ0 − Q(t)dI0

dI 20 + dQ2
0

. (6.7)

The variables denoted with a 0 subscript are the values of the I and Q frequency derivatives from
the resonator sweep at the resonant or synthesizer frequency. e.g. dI0 = dIsweep

df
(f = f0). The

fractional frequency timestream is then obtained by dividing the f0 perturbation by the resonant
frequency (x(t) = δf (t)/f0). Finally, the power spectrum is then obtained by taking the Fourier
transform of x(t) and taking the mean PSD across the repeats to reduce the variance at each
frequency. The real and imaginary component provides the frequency and dissipation power
spectrum respectively. An additional processing step was performed on the I and Q timestreams
in the case where a glitch or step was observed. These are commonly due to electrical glitches
or the arrival of high energy cosmic particles such as muons being absorbed in the wafer and
breaking Cooper pairs. These glitches were removed by setting a window of data around the
glitch to the mean timestream value. Figure 6.9 presents the data from an IDC resonator from
SLIM10 at base temperature. A clear feature in the PSD shown is the various peaks at particular
frequencies. Excluding the peak at mains electricity frequency of 50Hz, we are confident that the
root cause of these microphonics is vibrational pick-up since the peaks are no longer present when
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the pulse tube cooler (PTC) and driver are switched off or exacerbated if the cryostat is knocked.
We also saw some improvement by altering the wafer clamping scheme to include MUSCAT style
pogo pins133. Curiously this was only an issue with our IDC step-down resonators, however this
will be discussed further in this section. The noise spikes caused some difficulties when trying
to fit Equation 6.6 to the PSDs. Since the white noise level did not change when the PTC was
switched off, the noise spikes were therefore attempted to be processed out of the spectra for
fitting.

Figure 6.9. Example noise data for a resonator with f0 = 2.114GHz and Qr = 7.7× 104 from
the SLIM10 IDC device at the base temperature of 24mK. The black line in the figure in the
bottom right is the IQ sweep data and the coloured “balls” show the entire on and off resonance
timestream values. The legend labels state whether the data is on or off resonance, followed by
the sampling rate. The Sxx spectra have been logarithmically re-sampled into 2000 bins.

The same noise measurements were taken at a range of temperatures for a handful of detectors
from each channel. The on-resonance PSD temperature sweep for the same resonator as that
shown in Figure 6.9 is shown in Figure 6.10. Here, the noise spikes have been somewhat removed
by applying a similar window averaging technique as implented to the timestreams, the high and
low sampling rate spectra have been combined and re-sampled into 500 bins. At around 500
Hz there is a notch due to the anti-aliasing filter from the low sampling rate timestreams which
should therefore be ignored.

Regarding the quasiparticle lifetime, as temperature decreases it is expected that τqp increases
due to the decrease in quasiparticle density, i.e. there are fewer quasiparticles and it takes longer
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Figure 6.10. (Left) Fractional frequency noise spectra as a function of temperature for an
IDC resonator from the SLIM10 device. (Right) Fit values of τ and B from Equation 6.6 for
the Sxx spectra to the left as a function of temperature. Also shown by the red line is the ring
down time of the resonator as calculated from fit values of Qr and f0 at each temperature which
reaches a maximum value of 12.8 µs. Finally, the black line is a fit to the quasiparticle lifetime
with Equation 6.8, finding good agreement with τ0 = 0.6 µs and Tc = 1.2K.

for one to find another and form a Cooper pair. This increase is in τqp is expected to be exponential
as per Equation 6.8 until becoming limited by other relaxation mechanisms134,135 and will therefore
present a saturation plateau136 at lower temperatures. As a result, for a noise spectrum dominated
by quasiparticle fluctuations, we expect to see the roll-off occur at higher modulation frequencies
and then decrease with temperature to a certain value in line with the saturation of τqp. However,
an interesting phenomena presented itself in all of the resonators we measured, regardless of
being of IDC, IDC NS or PPC architecture (see Figure 6.11). As shown in the left hand side
of Figure 6.10, we do see a roll-off at high frequencies which appears to decrease in frequency
with temperature until around 200mK where below this temperature it appears that the roll-off
snaps back to a higher frequency value and is approximately constant thereafter. This is further
demonstrated in the right panel of Figure 6.10, showing values for τ and B extracted from a
fit to Equation 6.6. Here, we see the expected exponential increase in τ , then the dominant
time constant drops to be within the range 13.1 µs to 23.4 µs. The resonator ringdown time
as calculated from fit values of Qr and f0 at each temperature is also shown in red which is
approximately constant at τres = (12.0± 1.7) µs in the low temperature range, which is within
1 standard deviation of the lower bound for the low temperature time constant from the PSD fits.

Furthermore, to validate that the increasing time constant at the higher temperatures is in fact
the quasiparticle lifetime we can fit this data to the following expression137,

τqp =
τ0N0(kBTc)

3

4nqp∆2
sc

, (6.8)
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and obtain a value for the superconducting critical temperature, Tc and the electron-phonon
interaction time τ0. Here, nqp is the quasiparticle number density (Nqp/V ). We find good agreement
with a value of τ0 = (0.6± 0.1) µs with a Tc = 1.2K, which is consistent with other studies130

using similarly fabricated aluminium. Therefore, it is reasonable to conclude that the measurements
show two regimes, one where the resonator time constant is dominated by quasiparticle fluctuations
at higher temperatures and the other which is dominated by the resonator ringdown time. As
shown in Figure 6.11, the three architectures show similar trends yet with a slight difference
around the regime switch. The largest value we were able to measure for the aluminium quasiparticle
lifetime was (647 ± 86) µs with an IDC NS resonator. It became increasingly difficult to measure
timestreams above 300mK for PPC resonators as the amplitudes became very suppressed, resulting
in large signal-to-noise.

The exact cause for this switching behaviour remains to be understood, however the fact
that this is seen for all three architectures suggests the source is likely a common feature in all
three, i.e. linked to the inductor. Furthermore, given the values of B from the fits, a qualitative
conclusion could be drawn that at the lower temperatures, the resonator is operating in a regime
of higher low frequency noise which sufficiently “hides” the G-R plateau whilst the roll-off is at
lower modulation frequencies. Then, when the quasiparticle lifetime decreases such that the roll-
off is pushed to higher frequencies and the level of low frequency noise is sufficiently reduced,
the G-R plateau and quasiparticle lifetime roll-off becomes visible. This result is also indicative
that the fitting model and method presented here should be further extended to include both
time constants. As previously mentioned, it is commonly considered that the low frequency
noise is caused by TLS states, however, the next section will present evidence that the different
architectures show noticeably different degrees of TLS behaviour.

Figure 6.11. (Left) Noise PSD time constant fit results for IDC, IDC NS and PPC resonators
with base temperature Qr = 7.7× 104, 1.53× 104, and 3.96× 104 and f0 = 2.114GHz, 2.171
GHz, and 2.234GHz respectively. (Right) Plot showing the fit to the IDC NS noise spectrum at a
temperature of 200mK.
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6.3 Kinetic inductance fraction and dark responsivity

Another parameter that is necessary to determine in order to be able to calculate the dark NEP
is the responsivity of a detector. Here, we define the responsivity of a detector as the fractional
frequency shift, x per Watt of power, P , which can be calculated by recognising that

R =
dx

dP
=

dx

dNqp

dNqp

dP
. (6.9)

The latter product of the above expression can be calculated providing the quasiparticle lifetime is
known since the power absorbed for pair breaking has been derived as102,127

P =
ηpbτqp

∆sc
→ dNqp

dP
=

ηpbτqp

∆sc
, (6.10)

where ηpb is the pair breaking efficiency associated with the absorbed power which for photon
energies in the range of 2∆sc < hν < 4∆sc can be approximated as 2∆sc/hν

138, where ν is the
photon frequency.

Therefore, it is then possible to calculate the dark responsivity by measuring the fractional frequency
shift as a function of the number of quasiparticles which in the dark setting can be obtained as a
function of temperature given Equation 6.3.

The following results were obtained by taking VNA sweeps around each resonator at a range
of temperatures. The list of resonators used for each channel in these measurements were derived
from those that contributed to the “useful yield” presented in Section 6.1. This was simply because
these resonators would be easiest to track over a temperature range as they were suitably spaced
from other resonators. This was not perfectly executed, particularly at higher temperatures where
resonances become increasingly shallow such that the measurement program would mistake
noise glitches or other non-resonator features for the resonator. Representative examples for
each architecture can be seen in Figure 6.12. Despite this, after discarding the poorly tracked
resonators, suitably large sample sizes of 154, 128, and 58 for the IDC, IDC NS and PPC channels
respectively were obtained. Interestingly, as evident from the dip depths in Figure 6.12, the
internal losses of these resonators appears to continuously improve all the way down to base
temperature without presenting the commonly observed improvement in Qi due to TLS saturation
before the temperature increases sufficiently for the quasiparticle losses to dominate139. This is
particularly expected for resonators with a large presence of two level systems, which is the case
for the PPC resonators as indicated by the large back-bending in Figure 6.13a, a trait associated
with the presence of TLS93. This could be caused by the quasiparticle losses dominating even at
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low temperatures due to the small inductor volume or simply that insufficiently small temperature
steps were used.

Figure 6.12. Example S21 measurements for resonators from each SLIM10 channel over a range
of temperatures. To easily compare between resonators, the S21 values have been offset by the
maximum value to “zero” the spectrum.

Here, we define the fractional frequency shift as the difference between the resonant frequency
at a given temperature, f0,T , and the lowest temperature resonant frequency measurement, f0,0K,
hence, x = f0,T

f0,0K
− 1. Figure 6.13 shows the mean fractional frequency shift for each architectures

population as a function of temperature or the number of quasiparticles in the inductor volume
of 135 µm3 (50 nm thick film) as calculated by Equation 6.3. Using these results, values for the
kinetic inductance fraction, αk as well as the dx/dNqp term of Equation 6.9 can be obtained.

The first MKID demonstration4 shows that an increase in surface inductance of a superconductor,
Ls , due to increase quasiparticles will result in a reduction in the resonant frequency as a function
of the kinetic inductance fraction (x = 0.5αkδLs/Ls). Various works95,102,121,127 present in detail
how the Mattis-Bardeen theory can be used to equate the perturbation in surface impedance to
superconductor properties (N0, ∆sc, nqp, T etc.). The model was taken further to include the
effect of a modification to the dielectric constant due to TLS state coupling to resonator electric
fields as argued by Gao et. al. 2008140. As with the data shown in Figure 6.13a, this model, as
expressed in Equation 6.11, has shown good agreement with various results90,93,141,142. We fit the
x(t) with the following expression,

x(T ) = −αknqpS2(f = f0)

4∆scN0
+

F δ0TLS

π

[
ℜΨ

(
1

2
− ℏf0

jkBT

)
− log

(
ℏf0
jkBT

)]
, (6.11)

where the second term is the TLS component consisting of the real part of the digamma function,
Ψ, the intrinsic TLS loss term δ0TLS and the energy filling factor in amorphous dielectrics, F . The
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(a) (b)

Figure 6.13. Mean fractional frequency shift for populations of IDC, IDC NS and PPC
resonators with the coloured regions representing one standard deviation. (Left) Showing FFS
as a function of temperature with the dashed lines showing the fits for the kinetic inductance
fraction, αk accounting for the TLS contribution to the so called “backbending” as per Equation
6.11. (Right) Straight line fits to the linear portions of the FFS as a function of quasiparticle
number to obtain values for the term dx/dNqp.

first term is from the Mattis-Bardeen derived expression for a perturbation in surface impedance
and contains the parameter S2 which is expressed as102,

S2 = 1 +

√
2∆sc

πkBT
I0(ξ)e

−ξ where ξ =
ℏπf0
kBT

, (6.12)

containing the zeroth order Bessel function of the first kind, I0. We fit to Equation 6.11 using
F δ0TLS as a single value since we are only interested in extracting the kinetic inductance fraction
and F and δ0TLS are degenerate in x(T ) vs. T . We measure the mean values and standard deviation
for αk as 0.042 ± 0.004, 0.033 ± 0.005, and 0.216 ± 0.015 for the IDCs IDC NSs and PPCs,
respectively. These values are substantially lower than the simulated values presented in Section
4.1.3 for the IDC (0.117) and Section 4.3 for the PPC (0.419), suggesting the values used for Lk
in simulation were incorrect. However, the relative difference between IDC and PPC is roughly
consistent. The distributions for αk throughout the sampled populations can be seen in the right
panel of Figure 6.14.
Returning to measuring responsivity, we can fit a straight line to the linear portion of the x(Nqp)

data as demonstrated in Figure 6.13b. The start of the linear section the fit can use depends on
the degree of TLS contribution, for the IDC this is effectively the full data range, however the
TLS states only begin to saturate from around 280mK for the PPC, hence only the last four data
points are used. With the value of the gradients as dx/dNqp and the expression for dNqp/dP from
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Equation 6.10 with the values ηpb = 0.6, τqp = 647 µs and ∆sc ≈ 1.764kBTc with Tc = 1.2K, the
measured responsivity mean and standard deviation for the three architectures were (834 ± 80)
FFS µW−1, (645 ± 90) FFS µW−1, and (3816 ± 313) FFS µW−1, respectively. The distribution for
the population is shown in the left handside of Figure 6.14.

Figure 6.14. One sided violin plots for the measured resonator dark responsivities (left)
and kinetic inductance fraction αk (right). The mean and standard deviation for the
responsivities were measured as (834 ± 80) FFS µW−1, (645 ± 90) FFS µW−1, and (3816 ± 313)
FFS µW−1 for the IDC, IDC NS and PPC respectively, and αk was measured as 0.042 ± 0.004,
0.033 ± 0.005, and 0.216 ± 0.015 respectively. The black dotted line indicates the αk value from
siomulation for the IDC and the dashed for the PPC.

Given the significant contribution to geometric inductance by the capacitor of the IDC design,
it is unsurprising that we see a medium to high positive correlation for both the responsivity
and αk with resonant frequency as shown by Figure 6.15. Since we suspect the long IDC fingers
and rails are the contributors to the geometric inductance, it makes sense that as the resonator
increases in frequency and the capacitor gets smaller, so to will the geometric inductance, hence
improving the kinetic inductance fraction.

6.4 Multitone Dark NEP

The sources that contribute to the noise power spectrum of an MKID resonator have been
extensively covered in various works in literature18,64,85,102. As discussed, the sensitivity of a
detector is typically quantified by the noise equivalent power (NEP), which is the amount of
power with a Signal-to-Noise Ratio (SNR) of 1 that the device can detect in 0.5 seconds. In an
optical setting, the total NEP, NEPtotal, will be given by the quadrature sum of the independent
noise mechanisms, as
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(a) (b)

Figure 6.15. Scatter plot of measured responsivity and kinetic inductance fractions for SLIM10
resonators plotted against the resonant frequency at base temperature. Each subplot shows
the Spearman’s rank correlation coefficient, demonstrating a frequency correlation for the IDC
and IDC NS geometries but not for the PPC geometry. Hollow markers were remove from the
statistics as they had larger than 5% uncertainties.

NEP2
total = NEP2

GR + NEP2
γ + NEP2

system + NEP2
1/f , (6.13)

where the “γ” term represents the photon shot noise, “GR” term is due to generation-recombination
noise, the “system” term is the dominating noise source of the readout system, and the “1/f ”
term represents all low frequency noise sources such as TLS. As previously mentioned, for a
photon noise limited detector, NEPγ should be the dominant term in Equation 6.13. We can
make the assumption that the latter three noise terms are the same in a dark setting as they
would be in the optical setting143,144. We can calculate the dark NEP by taking the noise power
spectrum of a resonator (here we will use the fractional frequency noise spectrum, Sxx) and
accounting for the detector responsivity as

NEP =

√
Sxx

R
. (6.14)

To obtain a representative result for each architecture, the noise spectra of multiple resonators
for each architecture were measured using the RF-ICE readout system (the same type of system
as will be used for SPT-SLIM deployment)94. A subset of the tone frequencies from the “useable”
resonator list were used for each of the three SLIM10 channels (as mentioned in Section 6.1). The
control software has built-in methods that, with reasonably good success, are able to automate
finding the most suitable bias power for each resonator, i.e. the largest readout power without
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bifurcating within a user-defined step size. The tone frequency is also adjusted to the frequency
at the maximum rate of change for I and Q. The methods were still in development at the time
of measurements and occasionally resonators were biased beyond bifurcation or off of resonance;
attempts were made to remove these from the following results. The fractional frequency power
spectrum for each measured resonator was calculated in the same way as described in Section
6.2. The noise spectra for all the multitone measured IDC and PPC resonators at 160mK (the
approximate base temperature planned for on-sky operation) are shown in Figure 6.16, along with
the median at each frequency shown in black compared with an equivalent homodyne tone noise
spectrum in red, demonstrating reasonably good agreement. The offset in the off resonance floor
is explained by a difference in bias powers. The discontinuity in the multitone noise data between
low and high frequencies is because the ICE board uses a polyphase filter-bank to process the high
frequency noise data, which is an entirely different process to what is used at lower frequencies,
however details of this are beyond the scope of this thesis. Details of the ICE readout system can
be found in Rouble, 202294.

(a) (b)

Figure 6.16. Multitone fractional frequency noise measurements for 125 IDC resonators (Left)
and 85 PPC resonators (right). Black lines show the median value and red shows a homodyne
PSD for both the on (solid line) and off (dashed line) resonance.

The previously mentioned frequency noise spikes are particularly more noticeable in the multitone
data compared to the homodyne, however the frequency peaks do line up. Given the larger responsivity
of the PPC resonators compared to IDC, it is unsurprising that the noise power is larger for the
PPC, hence by considering Equation 6.14, one can understand why it is necessary to compare
the sensitivity of these detectors with the NEP. The median noise spectra for the IDC and PPC
architectures are comprared in the top panel of Figure 6.17 along with a homodyne Sxx spectrum
from the IDC NS. Measurements for the IDC NS channel with the ICE board were unsuccessful
and were not pursued due to time constraints, however given the agreements between the homodyne
and multitone, the IDC NS spectrum is likely representative. Note, the IDC NS resonators required
approximately 10dB higher drive powers than the IDC and PPC resonators, hence, despite similar
architecture and responsivity to the IDC, the Sxx spectrum is higher in magnitude. The on resonance
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Sxx are then used along with the values for responsivity from Section 6.3 to calculate the dark
NEP shown in the bottom panel of Figure 6.17 accounting for the resonator roll-off via,

NEP =

√
Sxx

R
(1 + [2πf τqp]

2)(1 + [2πf τres]
2), (6.15)

where we assume that the three architectures have the same quasiparticle lifetime of 647 µs as
they were all fabricated in the same processing steps and then the resonator ringdown time is
calculated from an f0 of 2.25GHz (as the centre of the readout band) the mean Qr from Section
6.1 for the IDC and PPC NEP, then the resonator values for the IDC NS resonator (Qr = 3.07× 104,
f0 = 2.234GHz).

The photon noise limit shown here, NEPγ = 2.08× 10−18W/
√
Hz, is calculated as described

in Section 4.1.2 using Equation 4.2 with updated values as per the R = 100 design described
in Section 4.4.2: the expected optical power, Popt ≈ 70 fW as each detector now receives a
wider bandwidth and the optical efficiency, ηopt = 0.25 taken from the simulated single filter
efficiency. For a quantitative comparison consider the NEP at ≈ 15Hz. Unfortunately, noise spikes
for the IDC resonators fall within our observing band which does bring the NEP slightly above
the photon noise around 15Hz where it would otherwise be below. As mentioned, we are yet
to understanding the exact mechanism for how this noise couples to the resonator, however we
have observed that this particular peak (along with many others) is exacerbated by intentional
knocks to the cryostat as well as disappearing when the PTC and driver are turned off. Along
with the fact that other SLIM devices measured in different cryostats see similar microphonics
but at different frequencies, this all suggests that the source of the noise is a vibrational mode of
the specific cryostat configuration. If so, it may not be such an issue in the SPT-SLIM cryostat
and if it is it should be possible move the frequency of the mode, for example, by adding mass
to the cryostat similar to the physics of a mass on a spring. One would expect this frequency
noise to be correlated in time across the resonator timestreams measured with the multitone at
the same time. If true, the noise should be easily identified and removed via principal component
analysis (PCA)145, as demonstrated in Figure 6.18 where the median NEP spectrum for the IDC
between 10Hz and 100Hz is shown for a different orders of PCA. Here, a group of simultaneous
timestreams from 40 resonators are passed through a PCA pipeline and N principal components
are removed, the Sxx spectrum is then calculated for each resonator and the median value is taken
to then convert into NEP as above.

Whilst the first principal component appears to make a clear reduction in the 15Hz noise spike,
even after nine principal components the peaks are still present.
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Figure 6.17. (Top) Multitone median Sxx spectra for the IDC and PPC and a homodyne Sxx

spectrum for an IDC NS resonator. (Bottom) NEP calculated from the on resonance noise spectra
shown in the top panel and calculated using Equation 6.15, see text for details. The photon
noise limit shown is taken from the value shown in Section 4.1.2 and the approximate observing
band between 1Hz and 20Hz. The approximate NEPs at 15Hz (excluding noise spikes) are
2.1× 10−18W/

√
Hz, 4.4× 10−18W/

√
Hz, and 3.0× 10−18W/

√
Hz for IDC, IDC NS and PPC

respectively compared to the photon noise limit at 2.08× 10−18W/
√
Hz.

6.5 Summary and discussion

In this section, microwave detectors from an early SPT-SLIM-like submodule prototype were
characterised in a dark setting. Using a combination of VNA, homodyne and multitone measurements,
detector properties from three different architectures were obtained and compared, these key
resonator properties are summarised in Table 6.1 for each of the architectures, IDC, IDC NS and
PPC.

Whilst all channels showed similarly high yields (> 90%), the useful yield, as defined by the
number of resonators with more than 10 linewidth spacing to it’s neighbouring resonators, varied
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Figure 6.18. Median NEP spectrum for the IDC architecture for a variety of Nth order PCA
processes on a group of simultaneous timestreams from 40 resonators. N=0 indicates the NEP
spectrum without PCA.

across the architectures despite the measured fractional frequency scatter being very similar.
It was concluded that this was due to the combination of the number of resonators within the
readout bandwidth and the differences in resonator quality factor Qr as the PPC and IDC NS
resonators were not largely Qc dominated unlike the IDC resonators. The higher values of Qi for
the IDC are testament to the intended design of minimising loss through dielectric loss tangents
in the regions of high electric field around the capacitor by depositing the IDC only on top of the
bulk silicon wafer.

Furthermore, there was a moderate degree of success in measuring the quasiparticle lifetime
of the aluminium by fitting to the roll-off of the fractional frequency noise spectrum. It was
possible to extract the quasiparticle lifetime at higher temperatures, which was verified by finding
good agreement between the measured τqp and theoretical as a function of temperature for
an aluminium superconductor with a Tc = 1.2K and a electron-phonon interaction time of
τ0 = 0.6 µs. However, below 200mK it appeared that the noise spectrum became dominated
by some low frequency noise which caused the resonator to operate in a regime whereby the noise
roll-off was limited by the resonator ringdown time. This behaviour was seen across the three
different architectures. Low frequency noise such as this is typically associated with TLS states.
However, given the difference in Qi between the three architectures and varying degrees of the
so-called “backbending” in f0 vs. temperature sweeps (IDC showing minimal relative to the PPC),
which is another common trait that suggests the presence of TLS, it is possible that this noise
originates from another source that is common across the designs, such as the inductor. This
would be an interesting area for further study.
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IDC IDC NS PPC
Full yield 92.6% 95.0% 91.0%
Useful yield 59.5% 63.5% 32.1%
f0 fractional scatter 3.84 × 10−4 2.44 × 10−4 3.79 × 10−4

Mean Qr (8.26 ± 4.13) × 104 (3.07 ± 0.75) × 104 (3.22 ± 1.39) × 104

Mean Qi (4.55 ± 2.05) × 105 (4.48 ± 1.11) × 104 (7.07 ± 2.71) × 104

τqp (µs) 647 ± 86 647 ± 86 647 ± 86
Al Tc (K) 1.2 1.2 1.2
Mean αk 0.042 ± 0.004 0.033 ± 0.005 0.216 ± 0.015
Mean R (FFS µW−1) 834 ± 80 645 ± 90 3816 ± 313
Dark NEP (W/

√
Hz) 2.1 × 10−18 4.4 × 10−18 3.0 × 10−18

Table 6.1. Table summarising the dark characterisation results present in this section from the
SLIM10 device for each resonator architecture: the nominal inter-digital capacitor design (IDC),
the inter-digital capacitor design without a step-down (IDC NS) and the parallel plate (PPC).

The kinetic inductance fraction for each design were also measured along with the responsivity.
The measured results for αk were approximately half of what simulations suggested. This is
most likely because the deposited aluminium was thicker than we would ideally like to have
(50 nm), thus the sheet resistance and kinetic inductance will be reduced. This thicker aluminium
was chosen as a risk reducing measure until full-scale working devices were realised to confirm
the design actually worked. This lower than intended kinetic inductance will also impact the
responsivity and therefore the sensitivity (NEP) of the detectors. That said, the IDC geometry,
was shown to be on the cusp of the photon limited sensitivity at 15Hz, with an NEP of approximately
2.1× 10−18W/

√
Hz (if one ignores the noise microphonic noise), whereas the PPC came in at

≈ 3.0× 10−18W/
√
Hz and the IDC NS higher again at ≈ 4.4× 10−18W/

√
Hz. It was for this

reason that the IDC was chosen as the deployment detector, along with the order of magnitude
higher Qi leading to smaller linewidths reducing collisions, and the minimal TLS excitations near
the operational temperature (160mK). The IDC was also considered as a safer option from a
fabrication point of view due to its lower dependence on the dielectric, a fabrication process which
is prone to drifting. However, it is worth noting that there are substantial benefits to using a
parallel plate resonator, such as its higher tolerance capacitor linewidth variations, negligible
cross coupling which would dramatically simplify the multiplexing scheme (providing high Qis
are attainable to reduce linewidths). Furthermore, the reduced footprint of the PPC would firstly
allow filter-banks to be much smaller allowing more filter-banks on a focal plane (assuming no
readout limitations), thus improving mapping speeds. Secondly, with smaller detectors (currently
the limiting dimension between filter channels), it should be possible to space filter-channels
by λ/4 or even smaller, ensuring that the stop-band at half wavelength spacing is further away
in frequency space which was shown previously to have a significant impact on the filter-bank.
Since SPT-SLIM is a technological pathfinder for LIM on-chip filter-bank spectrometry and low
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loss/noise dielectrics for parallel plates are still to be developed, the IDC is a suitable detector
for now. There is however, a new version of the PPC design with shorter inductor and thinner
aluminium sheet thickness currently being fabricated with the hope that a further increased
responsivity will overcome the excess noise, allowing for photon limited detection.
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Chapter 7

Optical Filter-Bank Characterisation

This Chapter presents optical measurements of filter-banks. Firstly, the measurement set-up and
procedure of using Fourier transform spectroscopy to obtain the spectral response of the detectors
with the set-up at Cardiff University is covered in Section 7.1. This methodology is then applied
to an SPT-SLIM test device used for measuring the dielectric loss tangent at mm-wave in Section
7.2. Finally in Section 7.3 results of multiple filter banks from deployment grade sub-modules
are presented as measured with a similar procedure at The University of Chicago. Regarding the
chronology of the measurements presented here, the loss tangent measurements were actually
the last measurements of the work included in this thesis and were useful for understanding the
lower-than-designed resolutions of the sub-module results. It would have of course been beneficial
to measure this sooner in the instruments progression however various logistics, time constraints,
and limited resources placed a higher priority on measurements of deployable devices.

7.1 Experimental set-up and procedure

7.1.1 Martin-Puplett interferometer set-up

Interferometry has an extensive history with the first interferometer dating back to the early
1800s. As such, there is a wealth of existing information spanning from the basic principles and
Fourier theory146,147 to a range of specific applications in various fields of Engineering, Physics
and other sciences. Sub-mm astronomy is one of these fields, with numerous existing and planned
instruments employing an FTS12,13,30,31,148,149. Here, we focus on the use of a Martin-Puplett
Interferometer150 (MPI) as a means of characterising both the wide band and narrow band spectral
response of detectors, i.e, how the detectors respond as a function of millimetre frequency. Similar
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to the well-known Michelson interferometer, one can obtain an interferogram, a modulated detector
response as a function of distance, specifically optical path difference is obtained via a configuration
of mirrors and a beam splitter. In contrast to the Michelson interferometer, the MPI takes advantage
of the polarisation properties of light, hence polarisers are also included in the MPI. The main
advantage of the MPI over other conventional interferometers is that the polarising wire grid
beam-splitter has minimal variation in throughput efficiency across millimetre and sub-millimetre
wavelengths, unlike common dielectric based beam-splitters such as the half-silvered mirror33,150,151.

The right hand side of Figure 7.1 shows a simplified schematic of a MPI. Detailed explanations
of the operation of a MPI can be found in Naylor et. al. 1994151 and Barry 2014102. Briefly,
an incoherent and unpolarised source such as a black body emits radiation through an input
polarising wire grid (P1). In the case of a non-beam filling or point-like source a collimating lens
or mirror (C1) can be used to form a collimated beam. The polarised light is then incident on
a wire grid polarising beam-splitter (BS) oriented at 45° to the input polariser (P1) such that
components parallel to the beam-splitter will be reflected (undergoing a phase shift of π), whilst
the perpendicular component is transmitted, maintaining its phase. Each of the two branches/paths
are then reflected by a rooftop mirror, changing the polarisation by 90°, such that the phase of
each branch switch whereby the originally reflected wave now transmits through the beam-splitter
and the originally transmitted wave gets reflected. The two beams combine to create a circularly
polarised wave with the total electric field as the sum of the two electric fields. A second polariser
(P2) is then placed on the output to select one component of the circular field which then is then
focused onto a detector/focal plane via a second collimator (C2).

In the case where the mirrors of each path are placed equidistant from the beam-splitter such
that the optical path difference is zero, known as the Zero Path Difference (ZPD), will result in
maximal power at the detector as all frequencies constructively interfere resulting in the white
light fringe. As one of the mirrors moves, thus changing the Optical Path Difference (OPD),
the output and measured electric field is then modulated as a function of the mirror position
or OPD, forming the interferogram. In the case of MKIDs, at each mirror position, I and Q

can be sampled with a similar procedure as that described for on-resonance noise timestreams
(Section 6.2). These IQ values can then be converted to fractional frequency shift, df /f (using
the calibration sweep taken at the start of the measurement), as a measure of detector response
and will produce the interferogram when plotted against the fractional frequency shift. The
frequency spectrum of the response can be obtained by taking the forward Fourier transform
of the interferogram and OPD axis. A useful resource for building an intuition for interferogram
patterns and their corresponding spectra is Davis, S. P., Abrams, M. C., & Brault, J. W. (2001)147.
The analysis of the interferograms from detectors responding to narrow-band spectral inputs, such
as those connected to the half-wave filters in an FBS, is detailed in Section 7.1.2.
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The two main parameters that define the performance of an MPI are the maximum OPD
and the accuracy to which the mirror position is known, i.e, the mechanical step size or OPD
sampling.

The maximum operating frequency of an FTS is governed by the Nyquist sampling theorem,
which states the sampling rate of any analog signal must be at least twice that of the maximum
frequency. The maximum frequency, νmax, for an FTS is therefore given by152

fmax =
c

2× FF × ds
, (7.1)

where c is the speed of light in air/vacuum, ds is the mechanical step size and FF is the FTS
Fold Factor. The FF is simply the ratio of the optical path difference change to a given change
in mirror position (ds). In the single mirror per branch case FF = 2 however it is possible to
have other designs that have more mirrors resulting in a larger FF, such as the FTS configuration
designed for the PIXIE experiment33.

The maximum frequency resolution, ∆ν of an FTS is set by the largest path difference, OPDmax,
since the envelopes of the longest wavelengths (smallest frequencies) require a large OPD in order
to be observed in the interferogram. This is calculated by152

∆ν =
c

2× OPDmax
. (7.2)

A schematic of the experimental set-up used at Cardiff for the results presented in Section 7.2
is shown in Figure 7.1. A thermally-isolated, temperature controlled carbon-filled epoxy plate with
a heater and thermometer (PT100) is used as a black body source and the MPI has a maximum
mirror travel that corresponds to an maximum OPD of 20 cm and mechanical step size of 8 µm.
Hence, νmax ≈ 9.4 THz, which is significantly greater than the requirements of the devices in
this thesis and the frequency resolution ∆ν = 0.75GHz. This frequency resolution is larger
than the bandwidth of some of the higher resolution filters presented in Section 7.2, however, in
Section 7.1.2 it will be shown that the filter resolution, R / quality factor, Qfilt can be accurately
extracted by fitting to the interferogram, even when ∆ν is an order of magnitude larger than the
filter bandwidth.

7.1.2 Interferogram analysis of a Lorentzian spectrum

The spectral profile of a half-wavelength filter is known to result in a Lorentzian profile as
a function of frequency as is demonstrated through simulation in Section 3.6.4. The Fourier
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Figure 7.1. (Left) Cross-section CAD model of the cryostat optical configuration used to take
FTS measurements at Cardiff indicating the temperature stages in black. The pass band is
defined through a set of infrared blockers (thermals) and metal-mesh quasi-optical low-pass edge
filters indicated by blue text and is as follows: 1 to 8 are thermals then 9 and 10 are 13 cm−1

and 12 cm−1 low pass edges respectively at 4K followed finally by a 6.8 cm−1 low pass edge
immediately in front of the horn block at ≈ 250mK. (Right) A schematic of a Martin-Puplett
FTS relative to the optical cryostat set-up.

transform of a Lorentzian is given by an exponentially damped co-sinusoid where the maximum at
ZPD will correspond to the white light fringe. The interferogram as a function of OPD, g(OPD),
is expressed as follows102,147

g(OPD) = Ae−
OPD
τ cos(2πk0OPD), (7.3)

where A is a scaling parameter in units of the detector’s response (i.e, df /f ), k0 is the wavenumber
corresponding to the resonant frequency (ν0 = ck0) and τ is the decay constant of the damped
resonator relating to the filter quality factor (filter resolution) via Qfilt = R = k0πτ . Figure 7.2
shows generated interferograms using Equation 7.3 for Qfilt = 100, 200, and 300 with an added
normally distributed random noise at a signal-to-noise ratio of 10. The left hand column shows
the approximate interferograms we might measure with the FTS described above with an 8 µm
step size and ≈ 20 cm maximum OPD. The middle column shows these same interferograms
but in this case they were “measured” using an FTS with a maximum OPD of 5 cm (∆ν =

3GHz), which is approximately an order of magnitude larger than the full-width half-maximum
of a Lorentzian filter profile with Qfilt = 500: FWHM = 0.36GHz. The right hand column then
shows a zoom in of the fits for the middle column. Fitting a Lorentzian profile in the frequency
domain would struggle to get accurate fits since possibly only one data point would lie within
the spectral band. However, fitting the model from Equation 7.3 to this OPD range still yields
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Figure 7.2. Generated Lorentzian interferogram data of arbitrary units with a signal-to-noise
ratio of 10 for quality factors of Q = 100 (top row), 200 (middle row) and 300 (bottom row).
The middle column shows fits of Equation 7.3 to the interferogram between 0 cm < OPD < 5 cm
and the right hand column shows a futher zoom in of these fits.

fit values for ν0 and Qfilt within 1% of the true value despite relatively small SNR compared
to what is measured in the results of Sections 7.2 and 7.3 which are typically in the range of
100 < SNR < 1000. Note, for this to be true, the step size must be suitably small, as is the case
here.

We therefore conclude that our measurements of spectral resolution and resonant frequency of
the filters to be characterised in the following sections should not be limited by the measurement
apparatus nor the analysis procedure.

7.2 Loss tangent measurement at mm-wave

As is clear throughout this thesis, the loss tangent of the dielectric material at millimetre wave
is a crucial parameter to quantify in order to understand the performance of the on-chip FBS. A
test chip, dubbed the “Mini FBS”, was designed to occupy a portion of the same handle wafer as
a sub-module, and serve the purpose of troubleshooting the mm-wave circuit if the accompanying
sub-module failed to detect spectra. A diagram of the design and a mounted device (prior to
installing the horn block) is shown in Figure 7.3. The device consists of four OMT antennas
the probes connected to “Direct” detectors probe each stage of the mm-wave circuit before the
FBS, i.e, a direct single probe coupling, a detector connected to the difference port of a 180°
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Figure 7.3. (Left) Diagram detailing the key components of the Mini FBS test chip design. See
text for further details. (Right) Image of the mounted SLIM30 Mini FBS device in it’s test box
before the horn block is installed on top.

hybrid, and another connected to the hybrid but also including a step-over. The top left OMT
is connected to two 11 R = 100 spectral channel filter-banks using IDC detectors creating a
miniature version of an FBS found on the sub-module. All other detectors in this design are
parallel plate resonators to enable the use of the 1GHz to 2GHz readout range without the
detectors becoming too large. Finally, connected to the vertical polarisation in the top right OMT
and the horizontal polarisation in the bottom left OMT are two small FBS structures which have
each have 5 spectral channels of varying resolution and one broadband resonator connected to the
end of the filter-bank. The “+R” FBS has increasing filter resolutions relative to the filter ν0 i.e,
starting at R ≈ 100 with ν0 = 130GHz at the start of the FBS, then rising to R ≈ 550 with
ν0 = 170GHz. The “−R” FBS is the reverse, see the orange data points in Figure 7.6 for further
details on the designed Qfilt and spectral ν0. This section will focus only on the results of these
variable resolution filter-banks (from the SLIM30 fabrication run) as it is possible to extract the
dielectric loss tangent at mm-wave with these structures.

The fractional frequency interferograms shown in Figure 7.4 were obtained using the procedure
described in the previous section measured with a homodyne readout system whilst aligning
the output polarisation close to the orientation of the rising resolution FBS OMT probes. The
interferogram plots each show two interferograms, in this case, the only difference between the
original and processed interferograms is that a linear trend is fit and then removed from the
data to zero the interferogram. This would also remove any slope to the data from systematics
such as temperature drifts. The interferograms show a clear difference between the broadband
detector (000) and the “turned off” polarisation (001 to 005), indicated by the red titles compared
with the spectral channels indicated by green. Note, the broadband detector from the rising
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resolution group was missing. For each polarisation the interferograms were fit with the model
from Equation 7.3 as shown by the black lines, where the inset plots demonstrate the agreement
of the fits more clearly.

Figure 7.4. Interferograms of the fractional frequency response for the SLIM30 Mini FBS
variable resolution detectors with the FTS polarisation aligned to the rising resolution FBS OMT
probes. Red and green titles indicate whether the interferogram is considered as broadband/dark
or spectral respectively. Spectral interferograms are fit with the model expressed by Equation 7.3
shown by the black lines. See text for details of the difference between the original and processed
interferograms.

Taking the Fourier transform of these interferograms then yields the spectra in the frequency
domain. The spectra presented in Figure 7.5, were obtained by dividing the spectral response
by standard deviation of the response within the FBS out-of-band region defined between 190
GHz to 200 GHz in order to obtain the signal to noise plots. Then the bottom plots show the
spectral response normalised by the peak values. Observing the broadband detector response
clearly shows the circular waveguide cut-off operating as expected at ≈ 110GHz. In both FBSs
there is a detector which shows noticeably more response (particularly in the normalised plots) at
frequencies outside of the distinct spectral peak. This is the green profile in the rising resolution
group and red profile in the falling resolution group. Oberserving these spectra in the signal to
noise plot shows that these correspond to the lowest SNR measurements, which are also the
highest designed quality factor filters as is shown in Figure 7.6. Referring back to Section 3.4.2,
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particularly Figure 3.10b, we would expect the Qfilt filter to have the lowest throughput efficiency
due to dielectric loss, hence the lowest detector response and SNR. This is particularly true in the
case of large dielectric loss tangents which is corroborated below by the measurement of the loss
tangent.

(a) (b)

Figure 7.5. Measured spectra from the SLIM30 Mini FBS +R (left) and −R (right) filter-banks
measured in the Elmo cryostat at Cardiff. The top row shows the df /f response of the resonators
divided by the standard deviation of the response out of band (190GHz to 200GHz) whereas the
top row shows the spectra divided by the peak value. Also shown on the bottom plots are the
frequency cut-off for the D = 1.6mm circular waveguide, the limiting low pass edge normalised
transmission, and finally the normalised simulated transmission for the 180° hybrid accounting for
a frequency shift of ≈ −8GHz.

By comparing the difference between the designed spectral ν0 to the measured values, dubbed
the spectral ν0 deviation (left of Figure 7.7), one can obtain an indication for the accuracy of the
values used for the material parameters that affect the wave velocity in the microstrip, namely
the kinetic inductance, Lk of the niobium and the relative permittivity of the dielectric εr . The
measured ν0 values appear to have shifted down in frequency by approximately 8GHz. Furthermore,
a very rough estimate of the stochastic variation of the filter ν0 can be quantified by calculating
the difference between each +R and −R pair at each frequency since the two FBSs were designed
to have identical frequency scheduling. As shown in the right hand side of Figure 7.7, a value on
the order of 1.0 GHz to 1.5 GHz is obtained which suggests an impact of stochastic fabrication
variation of near 1% which is similar to the values derived from the design tolerancing in Figure
3.11 for a feature size uncertainty of ±0.2 µm. It is not understood why the falling resolution
deviation appears to be systematically larger than the rising ν0 deviation.

These variable resolution filter-banks were designed with the intention of using the relation
of the total filter quality factor, Qfilt to the coupling quality factors, Qc and the losses (of which
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Figure 7.6. SLIM30 Mini FBS Comparison of measured spectral ν0 and Qfilt to the designed
values for the rising resolution FBS (left) and the falling resolution FBS (right). Error bars on the
measured data are from the fitting uncertainty and are effectively negligible.

Figure 7.7. (Left) The difference between measured spectral ν0 values and the designed values,
i.e, the deviation from design. (Right) The difference between the ν0 deviation from the falling
resolution group to that from the rising resolution group as an approximate gauge for stochastic
variation on the spectral frequency placement.
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Figure 7.8. A scatter plots of the measured Qfilt from the SLIM30 variable resolution filter-banks
as a function of the designed Qc

are expected to be dominated by the dielectric loss tangent) Qi = 1/ tan δ, in order to obtain a
measurement of the loss tangent. Recalling that

1

Qfilt
=

1

Qc
+

1

Qi
, (7.4)

where in the case of a negligible loss tangent (Qc >> Qi) the measured Qfilt = Qc . However, in
the regime of Qi ≳ Qc , as Qi decreases (loss tangent increases) Qfilt will also decrease relative to
Qc . This relationship is shown in Figure 7.8 for a range of plausible Qc and Qi values relative to
the designed Qc and measured Qfilt values from the variable resolution filter-banks. The uncertainties
in the plot represent a approximate 16% confidence interval which is derived from the percentage
uncertainty of the standard deviation of measured Qfilt values from six R = 100 sub-module filter-
banks (see Section 7.3). The bulk spectral ν0 downshift suggests a variation in either Lk or εr
or both. If Lk is incorrect, then we would not expect any detuning of the resonator couplings as
this does not effect the capacitance of a parallel plate (this is indicated by the minimal impact on
Qfilt shown in Figure 3.11). If in the case that εr is incorrect, we would expect some detuning
as this is analagous to any change in capacitance, e.g., an oversized coupling capacitor or a
decrease in dielectric thickness, however it is unlikely to explain the decrease of approximately
60% to 80% for the high resolution filters. Instead, there is a much more compelling explanation
from a dielectric loss tangent of tan δ = (6.8± 1.9)× 10−3 as shown by the black dashed line and
grey region in Figure 7.8. These results will be used further in this section to ascertain values for
niobium Lk and the effective relative permittivity, εr .
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7.3 Optical sub-module measurements

In this section, the optical FTS measured results for three R = 100 sub-module readout
channels are presented (refer to Figure 2.3). These correspond to two channels from the SLIM23
(Slim23-1 and Slim23-3) fabrication run and one channel from the SLIM24 (Slim24-1) fabrication
run. Since these were R = 100 sub-modules (3 pixels, 6 filter-banks, 65 channels, 0.3λ spaced,
Σ = 1.6), each readout channel consists of two filter-banks, each connected to orthogonal OMT
polarisations. The sub-modules were measured at the University of Chicago by K. Dibert, K.
Fichman and T. Natoli using a similar cryostat configuration to that shown in Figure 7.1 and
also the Blue Sky153 Martin-Puplett FTS shown in Figure 7.9a. The FTS has a mechanical step
size of ≈ 2 µm (νmax=3.7THz) and a maximum OPD of 13.8 cm (∆ν = 1.08GHz), which was
sufficient for accurately fitting filter interferograms. A difference between the Blue Sky FTS
and the FTS used for the loss tangent measurements of Section 7.2 is that the ZPD of the
Blue Sky FTS is in the center of the moving track, thus allowing both the positive and negative
OPD sides of the interferogram to be measured. The measurements were taken using a similar
procedure as described in Section 7.2, however the multi-tone RF-ICE readout system was used to
simultaneously take measurements on the full tones list at each mirror position (and involved the
automated tone placement and biasing algorithms as mentioned in Section 6.4).

Since each filter-bank could be distinguished on the readout line by the polarisation of the
OMT, for each readout channel two FTS scans were conducted, once with the output polariser
approximately aligned to each polarisation. These will be referred to as “Horizontal” and “Vertical”
referring to the orientation of the polarisation grid. Often, a single resonator showed the Lorentzian
profile in both polarisations, therefore suggesting the grid was not perfectly aligned with the OMT
probes. To avoid double counting, for each “cross-pol” resonator, the magnitude of the peak in
fractional frequency response in frequency space was compared between the two scans and the
smallest valued spectrum was ignored.

The interferograms were processed with a similar procedure as described in Section 7.2 with
one additional step, where an example original interferogram is shown in blue in Figure 7.9b
compared with the fully processed interferogram ready for fitting is in orange. As before, a slope
(if there is one) is removed and the interferogram is identified as spectral if the SNR is greater
than 300. In frequency space the peak region is identified, then utilising increase phase resolution
due to the double sided nature of the interferogram, a linear phase correction was carried out. As
shown in the left plot of Figure 7.10, a linear trend is fit to the peak region, weighted by spectral
amplitude, representing the phase offset at each frequency, ϕ. As explained in Spencer and Naylor,
2005154, an ideal FTS frequency spectrum should have no imaginary component, yet many of
the measured spectra did, as exampled in the uncorrected series in the right hand plot of Figure
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(a) (b)

Figure 7.9. (Left) Blue Sky Martin-Puplett FTS set-up used at the University of Chicago to
measure the SLIM23 and SLIM24 sub-module channels. (Right) An example of a measured
interferogram before and after processing. See text for details.

7.10. This therefore implies an offset in the used ZPD from the true ZPD. Hence, by removing
the phase offset using the Forman et. al. correction155 from the complex spectral amplitudes
(fractional frequency shift), x(ν) = df

f
(ν), via

xcorrected(ν) = x(ν)e−iϕ. (7.5)

The impact of this phase correction is clearly demonstrated in the right hand plot of Figure 7.10
where the corrected spectrum has zero imaginary component and maximised real component
as should be the case in an ideal FTS measured spectrum. Finally, following the phase correction,
the spectral amplitudes corresponding to positive frequencies are converted back to the interferogram
domain via an inverse Fourier transform to allow the interferogram to be fit for the filter characteristics.
Note, by taking only the positive frequencies a symmetric interferogram is forced in the processed
result shown in Figure 7.9b.

All the measured spectra from channel 3 of the SLIM23 sub-module are shown in Figure
7.11. Starting from the top, the first tile shows the standard deviation of the df /f spectrum
(i.e, the noise) between 190GHz to 200GHz for each spectral tone. The second tile shows the
fractional frequency spectrum, where the spectra of the tones considered to be not spectral are
shown in grey. The third is the SNR spectrum obtained by dividing the df /f spectrum by the
corresponding noise standard deviation value and finally the bottom tile shows only the spectral
tone spectra normalised by the peak value. The black dashed line dubbed the “normalised spectral
coverage” is calculated by taking the mean value at each frequency across all normalised spectra
and dividing by the maximum value. This effectively shows the spectral weight in a normalised
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Figure 7.10. (Left) Plot of the phase spectrum of a measured spectral interferogram with a
linear fit to the peak region for a phase correction to the real and imaginary components of the
spectral amplitude (right).

sense since filter channels overlap in frequency. Plotting this against the spectrum of the broadband
detector at the end of the filter-bank yields the plots shown in Figure 7.12 which nicely demonstrate
how the frequencies between the waveguide cut-off and the start of the FBS channels pass down
the length of the filter-bank before being absorbed in the termination detector. Furthermore, the
start of the band is close to the designed 120GHz, which implies the values used for Lk and εr

used to simulate the filters were close. This is explored further in this section. A 5.7 cm−1 LPE
was used which can be seen to cut-off some of the higher frequency detectors.

(a) (b)

Figure 7.11. Vertical (left) and horizontal (right) polarisation coupled filter-bank spectra from
SLIM23 channel 3 visualised in three different ways. See text for details.
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Figure 7.12. Spectral coverage of both vertical and horizontal polarisation filter-banks from
channel 3 of SLIM23 compared to their corresponding broadband detector spectrum relative to
the waveguide cut-off and band-pass limiting low pass edge.

Given that the expected variation in detector responsivity is less than 10% (as per results
from Chapter 6) and there is no clear spectral frequency dependence, i.e., position dependence
down the filter-bank, it is therefore expected that the orders of magnitude variation in the noise
is due to deviations in tone placement and bias power relative to the true resonant frequency and
optimal bias power. This is further supported by large variety of the peak amplitude in the df /f

spectrum compared to the more consistent SNR spectrum.

The fit results from both the vertical and horizontally coupled polarisation filter-bank detectors
are shown in Figure 7.13a. An identical plot from fits to channel spectra from a simulated filter-
bank with realistic fabrication errors and a dielectric loss tangent of tan δ = 7× 10−3 is also
shown Figure 7.13b. A total of 42 and 52 channels out of 65 yielded for the vertical and horizontal
filter-banks with mean channel resolutions of 66.0 ± 13.5 and 67.5 ± 8.2, respectively, where
the uncertainties are one standard deviation. The combined spectral yield across the two filter-
banks was 73%, where 11% was already lost in the microwave yield either due to collisions,
non-functional/unyielded detectors or because of detectors being outside the RF-ICE readout
bandwidth. A further 9% (6 channels per FBS) can be accounted for as being lost above the
5.7 cm−1 LPE cut-off assuming a down shift of ≈ 2.4 GHz. This leaves roughly a further 7%
unaccounted for, which is likely to be a combination of failed mm-wave circuitry or incorrect tone
placement/bias.

A similar reduction in Qfilt from the designed Qfilt = 100 is observed, as was seen with the
Mini FBS results from Section 7.2. In fact, this was observed consistently with all measured filter-
banks from both the SLIM23 and SLIM24 fabrication runs as is shown by the results in Table 7.1.
Across the six filter-banks, the average Qfilt was found to be 66.6 ± 10.9. This mean value was
within 1σ of the simulated mean value when using the loss tangent measured from the SLIM30
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Mini FBS. The fact that the degree of scatter, which is representative of the stochastic variation,
is similar to the simulated expectation (16.4% compared to the simulated 10.6%), suggests that
our model is reasonably accurate.

Spectral tones Spectral Yield (%) Lowest spectral f0 (GHz) Mean Qfilt
H V T Total tones measured H V H V H V

Slim23-1 35 50 85 124 54 77 118.1 117.6 67.6 ± 8.8 67.8 ± 8.0
Slim23-3 52 43 95 116 80 65 116.7 118.0 67.5 ± 8.2 66.0 ± 13.5
Slim24-1 40 47 87 129 58 72 119.7 117.6 63.7 ± 16.8 67.0 ± 9.9
Average 67.7 ± 9.5 117.6 ± 0.9 66.6 ± 10.9

Table 7.1. Summary of measured results from FTS data taken from 6 filter-banks from the
SLIM23-1, SLIM23-3 and SLIM24-1 channels. “H” refers to the horizontal filter-bank, “V” the
vertical and “T” is the total between the two. Spectral tones refers to the total number of
channels identified as spectral. Total tones measured is the number of microwave resonators
that yielded and were within the total readout bandwidth of the RF-ICE board. Spectral yield
is the number of spectral tones relative to the desgined 65. The Lowest spectral f0 is the f0 of
the lowest spectral channel. Mean Qfilt shows the average filter channel quality factor with it’s
corresponding standard deviation. The “Averages” row is obtained by taking the corresponding
mean across all 6 filter-banks.

It is possible and quite likely that the deposited SiNx dielectric differs slightly between the
SLIM23 and SLIM24 sub-modules compared to that from the SLIM30 Mini FBS as is evidenced
from the difference in the the approximate ν0 shift in the SLIM30 results (≈ 8GHz) compared to
the sub-module results (≈ 2.4 GHz). However, it is unlikely that the loss tangent is much different
as the designed Qc = 107 from the rising resolution group was measured as Qfilt = 69.0 with
a fitting uncertainty of 0.2, which falls well within the middle of the uncertainty range from the
sub-module results.

(a) (b)

Figure 7.13. Fit values for the Qfilt and spectral f0 for the measured FTS from SLIM23-3 (left)
and a simulated filter-bank with tan δ = 7e − 3 (right).
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Figure 7.14. Mean simulated FBS Qfilt as a function of dielectric loss tangent compared to the
measured result from six filter-banks.

A further comparison between the simulated mean Qfilt and standard deviation as a function
of dielectric loss tangent compared to the measured values is shown in Figure 7.14. This plot
largely supports the uncertainty range of the loss tangent measured with the SLIM30 Mini FBS
((6.8 ± 1.9) × 10−3) however it does suggest tan δ = 9× 10−3. It is probable that a global
increase in feature size across the device could explain the discrepancy as this was not included in
the simulation. This would increase the parallel plate capacitance, therefore reducing the coupling
quality factor.

7.4 Summary and discussion

This section began by presenting the methodology of characterising filter channels of a filter-
bank via measurements from a Martin-Puplett FTS and showed that even in the case of a low
resolution FTS, it is possible to get accurate fits to the filter resolution/quality factor, Qfilt, and
resonant frequency by fitting an exponentially decaying cosine to the interferogram. However, it is
worth noting that this is in the case of a very high precision and sampling of the mirror position,
and the point at which this is not true was not explored.

This procedure was used to measure spectra firstly, of a SLIM30 test device consisting of two
5 channel filter-banks with variable resolutions aimed at measuring the dielectric loss tangent
and secondly of six different sub-module R = 100 filter-banks from the SLIM23 and SLIM24
fabrication runs. The sub-module filter-banks showed an average spectral yield of (67.7 ± 9.5)%
out of 65 filters per filter-bank where approximately 6 channels per FBS (9%) were likely cut-
off by a limiting LPE filter and the impact of the microwave useful yield had an impact ranging
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ranging between 1% to 7%. Across the six sub-modules, the mean filter Qfilt was measured to be
66.6 ± 10.9, where the uncertainty is the standard deviation.

All devices were designed using simulations with values of the niobium Lk and dielectric εr set
as 0.1 pH2−1 and 10 respectively. The spectral ν0s were found to differ from the design by ≈
−8GHz for the SLIM30 device and ≈ (−2.4± 0.9) GHz for the SLIM23 and SLIM24 sub-modules.
This indicated that there is a difference between the SLIM23/24 and SLIM30 devices. All devices
showed a similar reduction in Qfilt for filters designed for R ≈ 100, suggesting that the dielectric
loss tangent is likely to be still be similar. Assuming this to be the case, the dielectric loss tangent
was measured as (6.8 ± 1.9) × 10−3. However, one of the main issues with the measurement
of the dielectric loss tangent in the millimetre spectrum with the method shown in Section 7.2
is the difficulty in distinguishing a the difference between a change in Qfilt because of the loss
tangent (Qi) or a detuning caused by something altering the capacitance of the parallel plate
coupling capacitors. It is clear that the filters are affected by stochastic lithography variation
as evidenced from the 16% standard deviation of quality factor. There will be further variation
from the design if the material parameters, namely the Lk and εr , are not correct. Ideally, the
kinetic inductance of the niobium would be measured at microwave frequencies as this would be
an easier measurement to make and Lk should not vary with frequency. The value of 0.1 pH2−1

is a historic and potentially outdated value for the NbN-capped niobium used in these devices.

That said, it is possible to make an attempt at constraining these values with the measurements
made and comparing to simulation. First, a filter is simulated in Sonnet with ν0 = 153GHz that
is optimally tuned for Qfilt = 100 with a lossless dielectric and Lk = 0.1 pH2−1, εr = 10.0.
Then, varying Lk , εr and tan δ, fitting the filter channel throughput (S31 in accordance with
the simulations shown in Section 3.4) for the ν0 and Qfilt, the parameter space can be mapped
out. Taking the loss tangent to be 7 × 10−3 from the SLIM30 device, and the measured Qfilt

with standard error (σ/
√
6) as 66.6 ± 4.4 and change in ν0 as (−2.4 ± 0.9) GHz, the percentage

difference between the measured and simulated values can be used to score each parameter
combination where a 0% difference indicates a possible solution. The top left of Figure 7.15
shows the possible solutions that satisfy the measured Qfilt when fixing tan δ = 7× 10−3. The
combinations that satisfy the measured ν0 deviation with tan δ = 7× 10−3 are then shown in
the lower left plot and then calculating a combined score by taking the sum of the magnitudes
for the Qfilt and ν0 percentage differences results in the top right plot. The fact the combined
score does not show a zero region on the color bar is likely just a parameter resolution issue,
however, there is a clear (dark) region where the score tends towards zero and the ν0 and Qfilt

zero score contours cross. As such, a likely solution for the kinetic inductance was found to
be Lk = (0.103± 0.018) pH2−1 and the relative permittivity as εr = 10.1± 0.6 where the
uncertainties arise from the 6.6% contour as the Qfilt standard error is dominant. Indicated by the
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Figure 7.15. Colormaps showing the difference between simulated and measured filter quality
factors and resonant frequencies for a variety of possible material parameter combinations. The
top and lower left plots have the dielectric loss tangent constrained to 7 × 10−3 and the lower
right has the niobium kinetic inductance constrained to (0.103 ± 0.018) Further details of the
plots are described in the text.

blue cross in the combined score plot, these values are indeed close to the values used to initially
optmise the design. A further demonstration of the degeneracies and ambiguity around these
three parameters is shown in the lower right plot, where instead the kinetic inductance has been
constrained to Lk = 0.1 pH2−1. It does also show quite clearly that the problem can be single
valued if Lk and εr are precisely known (within the uncertainty of the filter quality factor).

To summarise, the method used to measure the dielectric loss tangent proved difficult to
obtain an accurate and precise result as it isn’t possible to distinguish between the effects of the
loss tangent and that of the coupler detuning with the current design. A value can be determined
by assuming the impact of detuning is substantially small relative to the loss tangent, however
from the tolerance analysis of the filter geometry we know this to not be the case. This inability
to distinguish between Qc and Qi does not disappear entirely with precise knowledge of Lk and εr ,
it just further minimises the degree of detuning, improving the accuracy of the measured result.
Nervertheless it is still important to know these values in order to maximise the efficiency of the
filter. Instead, it would be preferable to measure the millimetre wave loss with methods which do
not suffer this distinguishing issue such as using on-chip Fabry-Pérot resonators with the technique
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Figure 7.16. Simulated spectrum of a realistic R = 100, 0.3λ spaced, Σ = 1.6 filter-bank with
the expected loss tangent of 7 × 10−3.

described in Hähnle et. al. 2021119, the differential transmission line measurements detailed in
Pan et. al. 2023, or the on-chip “S21” method used by Superspec76.

Finally, despite the uncertainty, it is clear that the dielectric loss tangent is significantly larger
than originally anticipated which will therefore have a significant impact on the performance
of the device. As per the filter-bank simulation shown in Figure 7.16, with a loss tangent of
7 × 10−3 a mean single channel efficiency of (7.8 ± 3.0)% and an approximate total efficiency
of 25% across the band is expected. Of course, the end-to-end efficiency will be even lower given
the antenna to FBS feedline and other losses related to the OMT. Although, to conclude on a
positive note, multiple working filter-bank spectrometers have been demonstrated despite a high
loss tangent and worst case, at least four (two sub-modules not shown in this thesis) functional
sub-modules with a reasonable forecast throughput efficiency can be deployed to the South
Pole Telescope following further device characterisation (with the assumption the channels not
presented in this Chapter show a similar functionality and yield).
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Chapter 8

Conclusion

This Chapter aims to summarise the work presented in this thesis of which was carried out over
four years at Cardiff University within the SPT-SLIM collaboration. First, the structure and
content of this thesis is summarised, then the key results are highlighted, followed finally by a
discussion on the future outlook implicated by this work.

8.1 Thesis Overview

In Chapter 1, I introduce the current landscape of millimetre wave spectrometers and provide a
surface level description of the scientific potential of line intensity mapping and the technological
requirements to truly exploit the measurements. I argue why the sensitivity and scalability of
superconducting on-chip filter-bank spectrometers positions them as a compelling technology to
provide fast, low to medium resolution intensity maps over large areas of the sky.

Chapter 2 provides an overview of SPT-SLIM highlighting it as a technology pathfinder yet
still a cutting-edge instrument that will provide beneficial measurements. The SPT-SLIM cryostat
details and position on the telescope are briefly covered before introducing the various subsystems
of the focal plane.

Details of the focal plane are split into two chapters using the natural separation between
the millimetre (spectral) circuit in Chapter 3, and the microwave (readout) circuit in Chapter
4. Firstly, from the millimetre perspective, the circular waveguide is shown to set the high pass
edge of the optical throughput which after the OMT antenna, is used in conjunction with a 180°
Hybrid to disregard all but the TE11 mode, ensuring only this Gaussian beam mode is delivered
to the filter-bank. Then the concept of a filter-bank is introduced, followed by the details of the
λ/2 resonating filter and the motivations for the design choices. The process of filter tuning is
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also shown, where an iterative process is used to enable maximum efficiency at the desired filter
quality factor/resolution. The dielectric loss tangent is then introduced as well as its impact on
on the single filter efficiency where a trade-off between filter efficiency and resolution is evident.
The process used to build an accurate, realistic filter-bank simulation was shown which enabled a
tolerance analysis of the filter design as well as an insight into the impact certain design choices
had on the filter-bank performance in the absence of devices.

Secondly, the microwave perspective begins by presenting the constraints imposed on the
detector design and then details the nominal IDC LEKID and focuses on each lumped component
separately. For the aluminium microstrip coupled inductor, there exists a fundamental trade-off
between throughput and responsivity. Reducing the aluminium thickness and superconducting
volume and therefore increasing the responsivity and kinetic inductance as well as the sheet
resistance which then causes an impedance mismatch between the reactance of the superconducting
niobium at the inductor input. Furthermore, the motivation for the inductor volume in a Qr =

5× 104 resonator was provided given the results from the detector model used to forecast the
performance to aid the design of a photon noise limited detector. Requirements on the frequency
scheduling and footprint on the IDC were shown to lead to a long and narrow design causing a
significant dilution of the kinetic inductance fraction with geometric inductance, a design which
compromised between being able to tune the filter within the FBS geometry and maximises the
kinetic inductance fraction (simulated as αk = 0.117) was adopted. A cross-coupling study
for these IDC resonators was presented which characterised the cross coupling by finding the
necessary frequency spacing between two detectors separated in various configurations which
resulted in a frequency shift of less than 1% in the neighbouring resonator due to a two linewidth
shift in the detecting resonator. The parallel plate capacitor LEKID was then also presented,
showing negligible cross-coupling, noticeably larger αk at 0.419 when simulated, and improved
f0 scatter tolerance to linewidth variations in the capacitor. The method applied to manage the
cross-coupling between IDC detectors when frequency multiplexing was also shown, followed
by the implications these constraints had on the focal plane design which, along with efficiency
concerns due to high dielectric loss tangent, ultimately lead to de-scoping the spectrometer design
to the 9 pixel, R = 100 spectrometer design presented in Chapter 2.

Chapter 6 presents dark measurements of a non-optical prototype device from the SLIM10
fabrication run. Here, VNA and both single tone and multi-tone noise measurements to characterise
various parameters of the readout circuit for three detector capacitor architectures, the IDC on
the Si substrate, the IDC on the membrane SiN and the parallel plate. Measurements included
detector scatter, collisions and yield as well as detector properties such as the responsivity, αk ,
quasiparticle lifetime, detector noise spectra, and dark NEP.

Finally, Chapter 7 presents the method by which devices were optically characterised utilising
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a Martin-Puplett interferometer in front of a black body as well as the analysis technique for
fitting to the interferogram in order to extract the filter properties: resolution, R , and millimetre
resonant frequency, ν0. The experimental data, analysis and results from a “Mini FBS” prototype
device with variable resolution filters from the SLIM30 fabrication run was presented and was used
to measure the dielectric loss tangent at millimetre wave. Following this, optical measurements
taken at the University of Chicago of three device channels from the SLIM23 and SLIM24 sub-
modules were shown and the results were compared to simulated data. Lastly, using these results,
an attempt was made with moderate success to constrain the relative permittivity of the dielectric
and kinetic inductance of the niobium in order to improve filter ν0 placement and resolution
tuning.

8.2 Key Results

An important result from the filter-bank simulations in the millimetre perspective was that
a small section of microstrip in the filter geometry, acts as a small stub off-resonance. When
multiple stubs are positioned along a feedline, interference results in a large stop-band-like feature
with a frequency response determined by the spacing between the filters. This, along with increased
dissipation due to dielectric losses, motivates for shorter spacing between filters relative to the
millimetre wavelength of the spectral channels, with optimal efficiencies for spacing at λ/4 or
likely smaller. Conversely, due to the large IDC capacitors, a larger spacing between filters is
preferable since the IDC LEKID design suffers significantly from electromagnetic cross-coupling.
So much so that within the constraints from the cryostat (spectrometers per readout channel)
and readout system (readout bandwidth), to ensure a Qr = 5e4 detector has less than 1% shift in
frequency for a two linewidth shift in a neighbouring detector, the nearest frequency neighbour
(≈ 850 kHz) must be physically located 19 resonators away in the case of three R = 300,
λ/4 spaced filter-bank. Therefore, maximising the FBS technology for efficiency, focal plane
packing and resolution is ultimately limited in this detector design without increasing the readout
bandwidth, and therefore the required frequency spacing between detectors. For this reason, the
negligible cross-coupling for the PPC as well as around a factor of two reduction in capacitor
footprint makes the PPC LEKID an attractive option.

From dark measurements of resonant frequency as a function of temperature, the mean values
for αk were measured as 0.042 ± 0.004, 0.033 ± 0.005, and 0.216 ± 0.015 for the IDCs, IDC NSs,
and PPCs, respectively. These were approximately half of what was anticipated from simulation
and this discrepancy is attributed to the increase in aluminium thickness in order to mitigate
fabrication risks, therefore reducing the kinetic inductance, hence αk . The IDC and IDC NS
resonators were therefore found to have rather low responsivities of R =(834 ± 80) FFS µW−1
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and (645 ± 90) FFS µW−1, respectively, compared to that of the PPC measured at (3816 ± 313)
FFS µW−1. This ultimately lead to the PPC having a lower dark NEP at ≈ 3.0× 10−18W/

√
Hz

at 15Hz than the IDC NS (NEP ≈ 4.4W/
√
Hz) and only slightly higher than that of the nominal

IDC design with NEP ≈ 2.1W/
√
Hz despite the PPC suffering from a large low frequency

TLS noise contribution. However, whilst the nominal IDC was close, none of the detectors were
below the photon noise at an approximate value of ≈ 2.08× 10−18W/

√
Hz for an R = 100

spectrometer under typical load at the South Pole. This will be sufficient for SPT-SLIM as a
technology pathfinder as it can be overcome by larger integration times, however it does reduce
the impact of the demonstration as this will reduce achievable mapping speeds, one of the key
advantages of the on-chip FBS.

Furthermore, the noise spectra for all detector architectures exhibited a roll-off type feature
that seemed to correspond to the quasiparticle lifetime at higher temperatures (> 200mK) but
switch to being dominated by the ring-down time of the resonator at lower temperatures. As
such, it was not possible to clearly see the lifetime plateau towards lower temperatures with the
longest lifetime measured at (647 ± 86) µs. The cause of this is as yet unknown, but given all
three capacitor architectures demonstrated similar behaviour it is possibly due to noise contributed
by the inductor which was a consistent geometry in all three geometries. An additional issue also
presented itself in the IDC noise spectrum whereby large frequency spikes were observed. Whilst
the exact coupling mechanism is still to be determined, it is known that these spikes are likely due
to vibrational modes of the cryostat, hence to evaluate the extent of this issue noise spectra must
be measured within the SPT-SLIM cryostat.

The millimetre dielectric loss tangent for the SiN was measured to have a much larger value
than what was anticipated throughout the development process of focal plane where most simulations
were carried out expecting close to tan δ = 1× 10−3. Instead through measurements of comparing
the measured filter Qfilt to varying designed Qcs, a value of tan δ = (6.8± 1.9)× 10−3 was
measured. An issue with this measurement technique however is that it is difficult to decouple the
reduction in quality factor due loss tangent from that of filter de-tuning via inaccurate material
parameters used in simulation of fabrication errors. As such, alternative methods90,119 of measuring
dielectric loss at millimetre wavelengths will likely be preferable, or at least complementary.

Despite the large dielectric loss, multiple functioning antenna coupled, R = 100 spectrometers
were still realised. Of the three devices measured across two separate sub-modules spectra within
the correct frequency band (≈ 120GHz to 180GHz) were measured, with a mean spectral yield
of (67.7 ± 9.5)% and mean filter resolution of R = Qfilt = 66.6± 10.9. Note, the spectral yield
would likely be slightly higher as approximately 9% of channels were cut off by a low pass edge in
the filter stack. Simulated results, R = 72.4± 7.7 for a filter-bank with tan δ = 7× 10−3 showed
good agreement with the measured results, further corroborating the loss tangent measurement
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and the accuracy of the simulations. Therefore, the simulated spectrum of a realistic R = 100,
0.3λ spaced, Σ = 1.6 filter-bank with the expected loss tangent of 7 × 10−3 implied an approximate
average total filter-bank efficiency of ≈ 25% with a single filter efficiency of (7.8± 3.0)%.

8.3 Future work and concluding remarks

As was intended for SPT-SLIM, the work presented in this thesis lays the groundwork for
future improvements to SPT-SLIM and similar devices on the path to kilo-pixel, on-chip filter-
bank spectrometer devices. Whilst the current sub-modules set for deployment will be sufficient
for the first demonstration, there are both short and long term changes that will make significant
improvements.

The dielectric loss tangent remains the aspect where the largest gains will come from by
improving. This is the dominant limiting factor for both the filter efficiency and resolution where
at least one order of magnitude improvement is required from the current dielectric used for SPT-
SLIM. However, if resolutions on the order of 1 × 103 are to be achieved, utilising materials with
loss tangents similar to those seen with a-Si119 for example, (≲ 1× 10−4) are crucial. Yet current
dielectric deposition techniques for these materials are unsuitable to follow the patterning of the
sensitive aluminium inductors of which has shown improved detector quality factors with fewer
fabrication processes beforehand112. Hence it is a non-trivial amount of work to incorporate
these lower loss materials into the design if aluminium is desired for the inductor of a LEKID.
One solution would be to move away from the inverted microstrip structure if the gains from
reduced dielectric loss outweigh the reduced aluminium quality. A promising result to further
boost millimeter efficiencies is the directional filter design developed a SRON156 which can theoretically
reach 100% filter efficiencies compared to the maximum of 50% with filter-bank designs used so
far.

Additionally, it is largely an obvious statement, the results presented throughout this thesis
clearly shows the necessity of having precise and accurate values for the material properties
at both microwave and millimetre wavelengths. Without this, results and conclusions become
ambiguous and it will not be possible to fully optimise an on-chip FBS and reach the technologies
true potential.

Whilst the current detectors satisfy many of the design requirements there are necessary improvements
to be made. Whilst the IDC geometry demonstrates minimal TLS noise contributions, the large
capacitors dilute the kinetic inductance fraction significantly, resulting in a very low responsivity.
To address this, we intend to reduce the aluminium film thickness now we are in a position with
deployable sub-modules to take increased risks. Increased responsivity could also come from
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moving the readout band to higher frequencies since the capacitors and therefore the geometric
inductance will reduce. However, this would have to have a greater improvement to responsivity
compared to the inherent reduction to the response tangent by moving to higher frequencies18.
This would also allow the inductor length to be reduced to what it was initially intended to be,
further improving responsivity.

Further characterisation and understanding of the current devices is also required. The microphonics
in the IDC noise spectrum could pose significant issues with photon sensitivity depending on
the frequency they will occur at when devices are installed in the SPT-SLIM cryostat. Improved
clamping schemes have shown minor improvements but by no means are they removed. Furthermore,
the inability to measure the quasiparticle lifetime at low temperatures with these resonators is a
concern.

In the filter-bank configuration, due to the cross-coupling, the IDC LEKID in its current form
will ultimately limit the potential of the on-chip spectrometer within limited readout bandwidths
relative to the number of detectors per readout line. This and the aforementioned issues with the
IDC responsivity and noise spectrum imply that moving to an alternative detector geometry is
necessary. The distributed MKID as employed by DESHIMA44 and DESHIMA 2.045 is unlikely to
suffer from many of these issues, but also the parallel plate capacitor could provide the benefits
of LEKID, without the microphonics and the many issues that come from excessively large IDC
capacitors. Given how close the PPC detectors were to the photon noise limit, it will likely be
possible to overcome the higher TLS noise purely by reducing the detector volume and gaining
responsivity. However, the PPC will become a much more versatile and compelling architecture
if they can be constructed with low noise dielectrics, where amorphous silicon is a promising
candidate157.
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