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Highlights

• A two-phase flow model couples a non-hydrostatic model with a point-particle method.
• Free surface tracked using a Lagrangian-Eulerian method.
• Basset force’s role in particle settling explored under various environments.
• The model is validated through benchmark cases of flow and particle transport.
• Simulations of sediment-laden jets in initially stationary water and flow with waves are presented.



Coupling of non-hydrostatic model with unresolved14

point-particle model for simulating particle-laden free15

surface flows16

Yuhang Chena,b,c, Yongping Chena,b,∗, Zhenshan Xua,b, Pengzhi Lind,17

Zhihua Xiec,∗18

aThe National Key Laboratory of Water Disaster Prevention, Hohai
University, Nanjing, 210098, Jiangsu, China

bCollege of Harbor, Coastal and Offshore Engineering, Hohai
University, Nanjing, 210098, Jiangsu, China

cSchool of Engineering, Cardiff University, Queen’s Buildings, Cardiff, CF24 3AA, UK
dState Key Laboratory of Hydraulics and Mountain River Engineering, Sichuan

University, Chengdu, 610065, Sichuan, China

Abstract19

Sediment-laden flow is a common phenomenon in nature and the deposition
of sediments can make a great difference in landscape formation or marine
systems. The complexity of this issue can be further increased with temporal
variations in the free surface elevation. This paper aims to present a two-
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is conceptualized as a height function and is tracked using a Lagrangian-
Eulerian method. This new model is validated by five test cases, showing a
good agreement with analytical or experimental results. This demonstrates
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proposed model holds promise for investigating sediment-laden flow issues in
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1. Introduction22

Sediment-laden free surface flow is a prevalent phenomenon in nature.23

It is vital for comprehending a range of environmental and geological pro-24

cesses. This interaction, characterized by the movement of water containing25

sediment particles, significantly influences landscape formation [1, 2], river26

[3, 4] and marine ecosystems [5, 6]. Understanding the intricate dynamics27

in sediment-laden flow is essential for both appreciating natural mechanisms28

and devising practical applications in the fields of environmental engineering29

and hydrodynamics.30

To effectively capture such phenomena, numerical simulation has emerged31

as an efficient method. Over the past decade, extensive research has been con-32

ducted on sediment transport patterns and various numerical models have33

been utilized. They can be divided mainly into three categories, namely34

Euler–Euler model [7–12], Euler–Lagrange model [13–16] and Lagrange-Lagrange35

model [17–22]. The Euler–Euler model treats sediment phase as a continuum36

and sediment transport is modeled using an advection–diffusion equation.37

It effectively captures the sediment transport process by solving the mass38

and momentum equations for both fluid and sediment phases, incorporating39

closures for interphase momentum transfer, turbulence, and intergranular40

stresses. However, for polydisperse particles or those particles with greater41

inertia (Stokes (St) number ≥ 1), such kind of model encounters challenges42

[23]. In such circumstances, the Lagrangian approach, where sediment parti-43

cles are individually tracked via the Maxey–Riley equations [24], offers a more44

suitable alternative. Apart from the Lagrange-Lagrange model, which treats45

both fluid and sediment phases as particles, the Euler–Lagrange model can46

achieve relatively good results with reasonable computational cost. Hence,47

the Euler–Lagrange model is becoming more and more popular in simulating48

two-phase flow problems.49

The Euler–Lagrange model can be categorized into two main approaches:50

the fully resolved particle model and the unresolved point-particle approach.51

As for the fully resolved particle model, the immersed boundary method52

[25–27] is adopted and no-slip boundary condition is directly enforced on53

the surfaces of individual particles [28], necessitating a grid size smaller than54

the sediment diameters to resolve both the particles and the detailed flow55

fields around them. In that case, the fully resolved particle model has the56

potential to substantially enhance our understanding of microscale sediment57

transport processes and foster the development of improved closures for aver-58
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aged equations [29]. However, the limitations on the computational resources59

are always a problem for simulating sediment transport at different spatial60

and temporal scales [23]. By contrast, in the unresolved point-particle model,61

particles are treated as point sources without resolving the particle–fluid in-62

terfaces by the continuous phase grid, allowing for a grid size significantly63

larger than the sediment diameter. Hence, the grid size in this model can64

be several times larger than the sediment diameter. Considering its much65

smaller computational cost, this approach is now well established as a re-66

search tool in a number of fields [30–33], which is more suitable for applica-67

tion when a large number of small particles are involved [34].68

When simulating sediment-laden flows with free surface elevation changes69

using the Euler–Lagrange model, the volume-of-fluid (VOF) method [35] is70

commonly used and has been successfully applied in many conditions [36–71

39]. This interface capturing method can capture the water surface well72

although it is constrained by substantial computational demands. In con-73

trast, non-hydrostatic models, which conceptualize the free-surface elevation74

as a single-valued function dependent on horizontal coordinates, offer an ef-75

ficient solution for tracking surface movements with reduced computational76

demands [40]. The key advantage of non-hydrostatic models lies in their77

ability to accurately predict wave dispersion with relatively few vertical grid78

points. For example, studies by Lin and Li [41] and Ma et al. [42] have79

shown that 10–20 vertical layers are sufficient to describe wave dispersion80

to an acceptable level, even with simplified pressure boundary conditions at81

the top layer. Further advancements [43, 44] enable even more computa-82

tional efficiency by positioning pressure at the cell faces rather than at the83

cell centers. Hence, these non-hydrostatic models have been widely used for84

simulating free-surface flows in both ocean and coastal environments [41–49].85

Ma et al. [50] used the non-hydrostatic model - NHWAVE to simulate both86

turbidity currents and the tsunami wave generation by a landslide. Berard et87

al. [51] simulated the bathymetry change of a steep sand dune under waves88

using the XBeach model. Zhang et al. [52] proposed a two-layer coupled89

model to investigate submarine landslides and resulting tsunami generation90

over irregular bathymetry. However, in these models, the sediment phase is91

considered as a continuum and in fact, they are all Euler-Euler models.92

It can be seen from the above literature review that contemporary Euler–93

Lagrange models predominantly utilize a combination of the Navier-Stokes94

equation and an interface capturing method when applied to sediment-laden95

flow problems with free surfaces. However, these models generally incur96
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higher computational costs than non-hydrostatic models. Most non-hydrostatic97

models are based on the Euler-Euler method when simulating particle-laden98

flows. The integration of non-hydrostatic models with the point-particle99

model remains relatively rare. It is evident that the fusion of non-hydrostatic100

models with point-particle models holds significant potential. This approach101

capitalizes on the relatively lower computational demands of non-hydrostatic102

models while enhancing the accuracy of transport patterns for particles with103

greater inertia, as facilitated by the point-particle model.104

In this paper, the main novelty is to develop a two-phase flow model105

which couples the non-hydrostatic free surface model with a Lagrangian106

point-particle model to simulate dilute sediment-laden free surface flow prob-107

lems. A series of numerical simulation cases, encompassing regular waves,108

wave-structure interactions, a single spherical particle settling in stationary109

and oscillation environment, and sediment-laden jet in stationary and wave110

environments are conducted to verify the model’s applicability. The paper is111

organized as follows: the governing equation and boundary conditions for the112

two-phase flow model are introduced in Section 2. The numerical methods113

are presented in Section 3. Five test cases are validated in Section 4. Finally,114

the conclusions are given in Section 5.115

2. Governing equations116

2.1. Continuous phase117

A three-dimensional large eddy simulation model developed by Chen et118

al. [46] was adopted. The governing equations of fluid phase in the non-119

hydrostatic model are the spatially filtered Navier-Stokes equations, which120

can be written as:121

∂u1

∂x∗ +
∂u2

∂y∗
+

∂u3

∂z∗
= 0 (1)

∂u1

∂t∗
+ u1

∂u1

∂x∗ + u2
∂u1

∂y∗
+ u3

∂u1

∂z∗
=− 1

ρf

∂p

∂x∗ + gx +
∂τxx
∂x∗ +

∂τxy
∂y∗

+
∂τxz
∂z∗
−

∂τSGS
xx

∂x∗ −
∂τSGS

xy

∂y∗
− ∂τSGS

xz

∂z∗

(2)
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∂u2

∂t∗
+ u1

∂u2

∂x∗ + u2
∂u2

∂y∗
+ u3

∂u2

∂z∗
=− 1

ρf

∂p

∂y∗
+ gy +

∂τyx
∂x∗ +

∂τyy
∂y∗

+
∂τyz
∂z∗
−

∂τSGS
yx

∂x∗ −
∂τSGS

yy

∂y∗
−

∂τSGS
yz

∂z∗

(3)

∂u3

∂t∗
+ u1

∂u3

∂x∗ + u2
∂u3

∂y∗
+ u3

∂u3

∂z∗
=− 1

ρf

∂p

∂z∗
+ gz +

∂τzx
∂x∗ +

∂τzy
∂y∗

+
∂τzz
∂z∗
−

∂τSGS
zx

∂x∗ −
∂τSGS

zy

∂y∗
− ∂τSGS

zz

∂z∗

(4)

where ui (i = 1, 2, 3) are the velocity components in horizontal, transverse122

and vertical directions, respectively; (x∗, y∗, z∗, t∗) are the spatial and time123

coordinates in the physical domain; t is the time; p is the pressure; ρf is the124

water density; gi (i = 1, 2, 3 or x, y, z) are the acceleration due to gravity; τij125

and τSGS
ij (i, j = 1, 2, 3 or x, y, z) are shear stress and sub-grid scale (SGS)126

stress.127

This model employs the σ coordinate in the vertical direction, as is shown128

below:129

t = t∗, x = x∗, y = y∗, σ =
z∗ + h

η + h
(5)

where (x, y, σ, t) are the spatial and time coordinates in the σ coordinate130

system. η is the free surface displacement and h is the still water level. After131

the σ transformation, the spatially filtered Navier-Stokes equations can be132

transformed to:133

∂u1

∂x
+

∂u1

∂σ

∂σ

∂x∗ +
∂u2

∂y
+

∂u2

∂σ

∂σ

∂y∗
+

∂u3

∂σ

∂σ

∂z∗
= 0 (6)
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∂u1

∂t
+ u1

∂u1

∂x
+ u2

∂u1

∂y
+ ω

∂u1

∂σ
=− 1

ρf

(
∂p

∂x
+

∂p

∂σ

∂σ

∂x∗

)
+ gx +

∂τxx
∂x

+

∂τxx
∂σ

∂σ

∂x∗ +
∂τxy
∂y

+
∂τxy
∂σ

∂σ

∂y∗
+

∂τxz
∂σ

∂σ

∂z∗
−

∂τSGS
xx

∂x
− ∂τSGS

xx

∂σ

∂σ

∂x∗ −
∂τSGS

xy

∂y
−

∂τSGS
xy

∂σ

∂σ

∂y∗
− ∂τSGS

xz

∂σ

∂σ

∂z∗

(7)

∂u2

∂t
+ u1

∂u2

∂x
+ u2

∂u2

∂y
+ ω

∂u2

∂σ
=− 1

ρf

(
∂p

∂y
+

∂p

∂σ

∂σ

∂y∗

)
+ gy +

∂τyx
∂x

+

∂τyx
∂σ

∂σ

∂x∗ +
∂τyy
∂y

+
∂τyy
∂σ

∂σ

∂y∗
+

∂τyz
∂σ

∂σ

∂z∗
−

∂τSGS
yx

∂x
−

∂τSGS
yx

∂σ

∂σ

∂x∗ −
∂τSGS

yy

∂y
−

∂τSGS
yy

∂σ

∂σ

∂y∗
−

∂τSGS
yz

∂σ

∂σ

∂z∗

(8)

∂u3

∂t
+ u1

∂u3

∂x
+ u2

∂u3

∂y
+ ω

∂u3

∂σ
=− 1

ρf

∂p

∂σ

∂σ

∂z∗
+ gz +

∂τzx
∂x

+

∂τzx
∂σ

∂σ

∂x∗ +
∂τzy
∂y

+
∂τzy
∂σ

∂σ

∂y∗
+

∂τzz
∂σ

∂σ

∂z∗
−

∂τSGS
zx

∂x
− ∂τSGS

zx

∂σ

∂σ

∂x∗ −
∂τSGS

zy

∂y
−

∂τSGS
zy

∂σ

∂σ

∂y∗
− ∂τSGS

zz

∂σ

∂σ

∂z∗

(9)

where134

ω =
Dσ

Dt∗
=

∂σ

∂t∗
+ u1

∂σ

∂x∗ + u2
∂σ

∂y∗
+ u3

∂σ

∂z∗
(10)
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As for the shear stress τij and sub-grid shear stress τSGS
ij (i, j = 1, 2, 3),135

they can be calculated as:136

τij = ν

(
∂ui

∂xj

+
∂ui

∂σ

∂σ

∂x∗
j

+
∂uj

∂xi

+
∂uj

∂σ

∂σ

∂x∗
i

)
(11)

τSGS
ij = −2νtSij = −νt

(
∂ui

∂xj

+
∂ui

∂σ

∂σ

∂x∗
j

+
∂uj

∂xi

+
∂uj

∂σ

∂σ

∂x∗
i

)
(12)

where ν is the kinematic viscosity; νt is the eddy viscosity, which can be137

obtained from the Smagorinsky model [53] as:138

νt = (Cs∆)2
√
2SijSij (13)

∆ = (∆x1∆x2∆x3)
1/3 (14)

where Cs is the Smagorinsky constant and should be calibrated and chosen139

based on the type of flow. In this study, the value is set to 0.2; ∆ is a140

representative grid spacing and ∆x1, ∆x2, ∆x3 are the grid sizes in the141

coordinates of x∗, y∗, z∗, respectively.142

2.2. Dispersed phase143

The motion equation for a spherical particle within an unsteady and non-144

uniform fluid field is expressed as [24]:145

ρpVp
dup

dt
= Fb + Fd + Fp + Fa + FBasset (15)

where Fb, Fd, Fp, Fa, FBasset are body force, drag force, fluid accelera-146

tion due to local pressure gradient, added mass force, Basset history force,147

respectively.148

The body force Fb acting on a single particle is calculated by149

Fb = (ρf − ρp)Vpg (16)

where ρp is the particle density; Vp is the volume of particle and g is the150

gravitational acceleration.151

The drag force Fd is expressed as follows:152

Fd = −1

2
ρfCdAp |up − uf | (up − uf ) (17)
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where Ap is the projected area of a particle; up is the particle velocity in153

three different directions; uf is the fluid velocity in three different directions;154

Cd is the drag coefficient, it is related with particle Reynolds number Rep as155

follows:156

Cd = f(Rep) =


24
Rep

, Rep < 0.4
24
Rep

(
1 + 0.15Re0.687p

)
+ 0.42

1+42500Re−1.16
p

, 0.4 ≤ Rep ≤ 1000

0.45 , Rep > 1000

(18)

Rep =
|up − uf | d

ν
(19)

where d is the particle diameter.157

The fluid acceleration due to local pressure gradient force Fp is formulated158

by:159

Fp = ρfVp

(
duf

dt

)
f

(20)

The added mass force Fa follows:160

Fa = ρfCMVp

[
dup

dt
−
(
duf

dt

)
f

]
(21)

where CM is the added mass coefficient and equals 0.5.161

The Basset history force FBasset here follows:162

FBasset = −
3

2
d2
√
πρfµ

∫ t

0

dur

dτ√
t− τ

dτ (22)

where µ is the dynamic viscosity of fluid and ur = up − uf is the relative163

velocity between particle and fluid.164

2.3. Problem setup and boundary conditions165

The setup of the computational domain is shown in Figure 1. The di-166

mensions of the domain are Lx in length, Ly in width and Lz in depth. For167

wave cases, a numerical damping zone with a length of Lx3 is switched on168

to reduce wave reflection. For cases involving a jet, a jet outlet boundary is169
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switched on. Additionally, the jet horizontal position is placed several meters170

upstream of the damping zone to maintain relatively stable flow conditions171

under wave conditions. A detailed description of the setup can be found in172

respective benchmark sections.173

Six distinct boundary conditions, each corresponding to specific physical174

scenarios, are applied in this study. For the inflow boundary, both horizontal175

velocity u1(z, t), vertical velocity u3(z, t) and free surface displacement η(t)176

are given by analytical expressions [54] for wave cases as:177

η(t) =
H

2
cos(

π

2
− 2π

T
t) +

H2k

16

cosh kh

sinh3 kh
(2 + cosh 2kh) cos 2(

π

2
− 2π

T
t),−h ≤ z ≤ 0

u1(z, t) =
HgkT

4π

cosh k(h+ z)

cosh kh
cos(

π

2
− 2π

T
t) +

3πH2k

8T

cosh 2k(h+ z)

sinh4 kh
cos 2(

π

2
− 2π

T
t),−h ≤ z ≤ 0

u3(z, t) =
HgkT

4π

sinh k(h+ z)

cosh kh
sin(

π

2
− 2π

T
t) +

3πH2k

8T

sinh 2k(h+ z)

sinh4 kh
sin 2(

π

2
− 2π

T
t),−h ≤ z ≤ 0

(23)
where H is the wave height from the mean water level, k is the wave number,178

T is the period of oscillation and h is the initial water depth. The pressure at179

the inflow boundary is derived based on the assumption of negligible vertical180

acceleration at the free surface and is expressed as follows[41]:181

∂p

∂x
+

∂p

∂σ

∂σ

∂x∗ = −ρfgz
∂η

∂x
,
∂p

∂y
+

∂p

∂σ

∂σ

∂y∗
= −ρfgz

∂η

∂y
(24)

For the bottom boundary, velocity gradients at the first interior node182

are estimated using the free-slip boundary condition. These gradients are183

then utilized in advection calculations. Meanwhile, the log-law wall function184

is used to calculate wall shear stress for the diffusion step for the bottom185

boundary. The pressure gradient in the normal direction follows a hydrostatic186

assumption:187

∂p

∂σ
= ρf (η + h)gz (25)

This approach yields satisfactory results with relatively coarse meshes, as188

evidenced by Lin and Liu [55]. At the front/back wall boundary, condi-189

tions similar to those for the bottom boundary are applied. For the outflow190

boundary, a zero-gradient condition is imposed on the velocity in the nor-191

mal direction, while the vertical pressure gradient follows the hydrostatic192

assumption.193
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For wave related cases, a numerical damping zone is applied at the out-194

flow boundary to minimize wave reflection. This zone replicates experimen-195

tal setups where breakwaters [56, 57] or porous structures [58] are commonly196

placed near the end of the flume to dissipate waves. By employing this ap-197

proach, surface waves are confined within the numerical channel, preventing198

artificial interactions with the boundary. The damping method utilized in199

this study can be expressed as [59]:200

ϕR = ϕ+∆t · α · σ ·
(

x− xs

xe − xs

)2

· (ϕ− ϕ0) (26)

where ϕ is the variable to be solved, such as ui and η. ϕR is the resulting201

variable after the numerical damping; The empirical parameter α is assigned202

a value of -1.0 in this study. The subscripts ’s’ and ’e’ represent the start203

and end points of the damping zone in the x-direction, respectively.204

Finally, at the moving free surface η, the pressure is assumed to be equal205

to the air pressure(i.e., equal to zero). And the kinematic boundary condition206

is set as:207

∂η

∂t
+ u1

∂η

∂x
+ u2

∂η

∂y
− u3 = 0 (27)

The jet velocity boundary is generated by the Synthetic-Eddy-Method208

(SEM) outlined by Jarrin et al. [60]. The instantaneous velocities at the jet209

outlet are divided into the sum of a time-averaged part and a fluctuating part.210

The time-averaged velocity at each node matches the experiment performed211

by Lu and Yuan [61]. The fluctuating part of the velocity field at each grid212

point is given as:213

ui
′ =

1√
N

N∑
i=1

εifσ(xi − x)fσ(yi) (28)

where214

fσ
(
x̄− x̄k(t)

)
=

√
VB

σxσyσz

· f
(
x− xk(t)

σx

)
· f
(
y − yk(t)

σy

)
· f
(
z − zk(t)

σz

)
(29)
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The triangular function is written as215

f (ζ) =

{√
1.5 (1− |ζ|) |ζ| ≤ 1

0 |ζ| > 1
(30)

Detailed description on the method can be found in Jarrin et al. [60].216

In this study, the fluctuation velocity and Reynolds stress distribution align217

with the DNS results conducted by Wu and Moin [62].218

L
z

Inflow 
boundary

Outflow 
boundary

Numerical damping
zone (if applicable)

Free surface
boundary

Front/Back wall 
boundary

Bottom 
boundary

Jet outlet boundary (if 
applicable) z (σ)

y
x

Figure 1: Computational domain and boundary conditions.

3. Numerical methods219

3.1. Fluid phase220

3.1.1. Numerical schemes for Navier-Stokes equations221

An operator splitting technique [63, 64] is utilized for the numerical solu-222

tion of the governing equations. Within each time interval, the momentum223

equations are segmented into three separate steps, namely advection, diffu-224

sion, and pressure propagation [41]. For brevity, in this part, only governing225

equations in the horizontal direction will be presented below, equations in226

other directions can be solved in a similar way.227

The finite difference form for the advection step is shown as:228

(u1)
n+1/3
i,j,k − (u1)

n
i,j,k

∆t
= −

(
u1

∂u1

∂x
+ u2

∂u1

∂y
+ ω

∂u1

∂σ

)n

i,j,k

(31)
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Equation (31) can be further split into following three sub-steps:229

(u1)
n+1/9
i,j,k − (u1)

n
i,j,k

∆t
= −

(
u1

∂u1

∂x

)n

i,j,k

(u1)
n+2/9
i,j,k − (u1)

n+1/9
i,j,k

∆t
= −

(
u2

∂u1

∂y

)n+1/9

i,j,k

(u1)
n+3/9
i,j,k − (u1)

n+2/9
i,j,k

∆t
= −

(
ω
∂u1

∂σ

)n+2/9

i,j,k

(32)

To solve these above equations, the quadratic backward characteristic230

method [65] and the Lax-Wendroff method are employed at the same time.231

Final numerical results are calculated by using the average value on the above232

two methods to ensure stability and accuracy, which can be written as:233

(u1)
n+1/9
i,j,k =

[
(u1)

n+1/9
i,j,k

]
QC

+
[
(u1)

n+1/9
i,j,k

]
LW

2
(33)

where234 [
(u1)

n+1/9
i,j,k

]
QC

=
(∆xi−1 −∆xa) (−∆xa)

∆xi−2 (∆xi−2 +∆xi−1)
(u1)

n
i−2,j,k

+
(∆xi−2 +∆xi−1 −∆xa) (−∆xa)

(∆xi−2) (−∆xi−1)
(u1)

n
i−1,j,k

+
(∆xi−2 +∆xi−1 −∆xa) (∆xi−1 −∆xa)

(∆xi−2 +∆xi−1)∆xi−1

(u1)
n
i,j,k

(34)

[
(u1)

n+1/9
i,j,k

]
LW

=
∆xa (∆xi +∆xa)

∆xi−1 (∆xi−1 +∆xi)
(u1)

n
i−1,j,k

+
(∆xi−1 −∆xa) (−∆xi −∆xa)

∆xi−1 (−∆xi)
(u1)

n
i,j,k

+
(∆xi−1 −∆xa) (−∆xa)

(∆xi−1 +∆xi)∆xi

(u1)
n
i+1,j,k

(35)

In the above equations, the ∆xa is the advection distance and is defined235

as ∆xa = (u1)
n
i,j,k∆t.236

In the diffusion step, the equation to be solved is as follows:237
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(u1)
n+2/3
i,j,k − (u1)

n+1/3
i,j,k

∆t
=

(
∂τxx
∂x

+
∂τxx
∂σ

∂σ

∂x∗ +
∂τxy
∂y

+
∂τxy
∂σ

∂σ

∂y∗
+

∂τxz
∂σ

∂σ

∂z∗
− ∂τSGS

xx

∂x
−

∂τSGS
xx

∂σ

∂σ

∂x∗ −
∂τSGS

xy

∂y
−

∂τSGS
xy

∂σ

∂σ

∂y∗
− ∂τSGS

xz

∂σ

∂σ

∂z∗

)n+1/3

i,j,k

(36)

The stress term can be calculated according to Equation (11) and Equa-238

tion (12). The central difference is used to discretize all partial differentiation239

terms in the above equation as:240 (
∂τxx
∂x

)n+1/3

i,j,k

=
(τxx)

n+1/3
i+1/2,j,k − (τxx)

n+1/3
i−1/2,j,k

(∆xi−1 +∆xi) /2
(37)

where241

(τxx)
n+1/3
i+1/2,j,k =(ν + νt)

(
(u1)

n+1/3
i+1,j,k − (u1)

n+1/3
i,j,k

∆xi

+

(u1)
n+1/3
i+1/2,j,k+1 − (u1)

n+1/3
i+1/2,j,k−1

∆σk−1 +∆σk

(
∂σ

∂x∗

)n+1/3

i+1/2,j,k

) (38)

(τxx)
n+1/3
i−1/2,j,k =(ν + νt)

(
(u1)

n+1/3
i,j,k − (u1)

n+1/3
i−1,j,k

∆xi−1

+

(u1)
n+1/3
i−1/2,j,k+1 − (u1)

n+1/3
i−1/2,j,k−1

∆σk−1 +∆σk

(
∂σ

∂x∗

)n+1/3

i−1/2,j,k

) (39)

In the above equations, (u1)
n+1/3
i+1/2,j,k+1 means the velocity between nodes242

and can be obtained by the linear interpolation.243

In the pressure propagation step, the following equation is to be solved:244

(u1)
n+1
i,j,k − (u1)

n+2/3
i,j,k

∆t
= − 1

ρf

(
∂p

∂x
+

∂p

∂σ

∂σ

∂x∗

)n+1

i,j,k

+ gx (40)
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The central difference scheme in space is used to discretize the above two245

equations. To satisfy the continuity requirement, the resultant equation is246

incorporated into the continuity equation, leading to the derivation of the247

modified Poisson equation as follows:248

{
∂2p

∂x2
+

∂2p

∂y2
+

[(
∂σ

∂x∗

)2

+

(
∂σ

∂y∗

)2

+

(
∂σ

∂z∗

)2
]
∂2p

∂σ2

+2

(
∂σ

∂x∗
∂2p

∂x∂σ
+

∂σ

∂y∗
∂2p

∂y∂σ

)
+

(
∂2σ

∂x∗∂x
+

∂2σ

∂y∗∂y

)
∂p

∂σ

}n+1

i,j,k

=
ρf
∆t

(
∂u

∂x
+

∂u

∂σ

∂σ

∂x∗ +
∂v

∂y
+

∂v

∂σ

∂σ

∂y∗
+

∂w

∂σ

∂σ

∂z∗

)n+2/3

i,j,k

(41)

The CGSTAB method is used to solve the pressure Equation (41) dis-249

cretized using central differences [66].250

3.1.2. Lagrangian-Eulerian method for tracking free surface251

In order to get the surface elevation, The Lagrange–Euler method [66]252

is adopted in this study. Assume we have a particle which is at the free253

surface, the location of this particle at tn+1 is marked as
(
xtn+1 , ytn+1

)
and254

we can also mark the corresponding particle position at tn as (xtn , ytn). By255

the Lagrange displacement equation and Taylor expansion, we can get the256

following equations:257

xtn+1 − xtn =

∫ tn+1

tn

u1 (x (t) , y (t) , t) dt = u1 (x (tθ) , y (tθ) , tθ)∆t

=

{
u1

n+1
i,j − θ

(
∂u1

∂x

)n+1

i,j

(
xtn+1 − xtn

)
− θ

(
∂u1

∂y

)n+1

i,j

(
ytn+1 − ytn

)
−

θ

(
∂u1

∂t

)n+1

i,j

∆t

}
∆t

(42)
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ytn+1 − ytn =

∫ tn+1

tn

u2 (x (t) , y (t) , t) dt = u2 (x (tθ) , y (tθ) , tθ)∆t

=

{
u2

n+1
i,j − θ

(
∂u2

∂x

)n+1

i,j

(
xtn+1 − xtn

)
− θ

(
∂u2

∂y

)n+1

i,j

(
ytn+1 − ytn

)
−

θ

(
∂u2

∂t

)n+1

i,j

∆t

}
∆t

(43)

The central difference method for spatial derivatives and the forward258

difference method for temporal derivatives are used to determine the variables259

(xtn , ytn) by solving Equation (42) and Equation (43). Given the particle’s260

location within element (i, j) at time tn, the initial surface elevation ηnx,y is261

interpolated from the grid node values within the element. Subsequently, the262

Lagrange displacement equation is applied to update the surface elevation at263

the subsequent time step n+ 1.264

ηn+1
i,j = ηni,j+

{
u3

n+1
i,j − θ

(
∂u3

∂x

)n+1

i,j

(
xtn+1 − xtn

)
− θ

(
∂u3

∂y

)n+1

i,j

(
ytn+1 − ytn

)
−

θ

(
∂u3

∂t

)n+1

i,j

∆t

}
∆t

(44)

3.1.3. Stability criteria265

To ensure the stability and computational efficiency of this model, two266

criteria must be met. The first criterion is related to the Courant-Friedrichs-267

Lewy (CFL) condition, which is expressed as:268

∆t ≤ β ·max(
∆xi

(ui)max

) (45)

Here, i = 1, 2, 3 refers to the spatial dimensions (horizontal, transverse, and269

vertical), with ∆xi representing the grid sizes and (ui)max denoting the max-270

imum particle velocity in each respective direction. Although the theoretical271
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upper limit for β is 1.0, in practice, it is generally assigned a more conserva-272

tive value below 0.2 to maintain both stability and computational accuracy.273

In this model, the value is set to 0.1.274

Another criterion applies to the diffusion term, which requires the follow-275

ing condition to be met:276

∆t ≤ γ · (∆xi)
2

ν
(46)

where γ is typically assigned a value of 0.2. However, in most practical277

simulations, the time step is primarily constrained by the more restrictive278

CFL condition in Equation (45), as it imposes a tighter limit on the time279

step size due to the higher velocities encountered in the advection process.280

3.2. Dispersed phase281

When it comes to the dispersed phase, one main difficulty lies in how to282

get numerical solution of the Basset force, as the integrand is ill-behaved and283

would become an infinity when τ −→ t. To address this issue, the integral284

is divided into a series of small integrals, each calculated over a brief time285

step ∆t. Assuming that the variation in relative velocity can be determined286

using the central difference method and that acceleration remains constant287

during ∆t, the Basset integral can be computed as the cumulative total of288

these smaller integrals [67]. Hence, dur

dt
is evaluated at the middle of the time289

step.290
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B =

∫ t+∆t

0

dur

dτ√
t+∆t− τ

dτ

=

∫ ∆t

0

du0
r

dτ√
t+∆t− τ

dτ +

∫ 2∆t

∆t

du∆t
r

dτ√
t+∆t− τ

dτ + ...+

∫ M∆t+∆t

M∆t

duM∆t
r

dτ√
t+∆t− τ

dτ

=
du0

r

dτ

∫ ∆t

0

1√
t+∆t− τ

dτ +
du∆t

r

dτ

∫ 2∆t

∆t

1√
t+∆t− τ

dτ + ...+

d(up − uf )

dτ

∫ M∆t+∆t

M∆t

1√
t+∆t− τ

dτ

=
ur,1 − ur,0

∆t
· 2(
√
M∆t+∆t−

√
M∆t−∆t+∆t) + ...+

ur,M − ur,M−1

∆t
·

2(
√

M∆t− (M − 1)∆t+∆t−
√
M∆t−M∆t+∆t) + 2

√
∆t

d(up − uf )

dt

=
2√
∆t

M−1∑
n=0

[
(ur,n+1 − ur,n)

(√
M − n+ 1−

√
M − n− 1 + 1

)]
+ 2
√
∆t

d(up − uf )

dt

=Bt
0 + 2

√
∆t

d(up − uf )

dt
(47)

where Bt
0 is the Basset integral between τ=0 to t.291

At τ = t, the simplified version of Equation (15) can be written as292

dup

dt
=

[
(1− s)g + (1 + CM)(duf

dt
)
f
− 3CD

4d
|up − uf | (up − uf )− 9

d

√
ν
π
Bt

0

]
(s+ CM)

= F

(48)
While when τ = t+∆t, after applying the Equation (47), the governing293

equation can be written as294

dup

dt
=

[
(1− s)g + (1 + CM + 18

d

√
ν
π
∆t)(duf

dt
)
f
− 3CD

4d
|up − uf | (up − uf )− 9

d

√
ν
π
Bt

0

]
(s+ CM + 18

d

√
ν
π
∆t)

(49)
At the Nth time step, the particle position xp,N, particle velocity up,N,295

and flow velocity uf ,N are known. Initially, a preliminary estimate for the296
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particle velocity up,N+1 = up,N +∆t× F(up,N,xp,N) is made at τ = t+∆t,297

enabling the calculation of the corresponding particle position xp,N. Subse-298

quently, a second-order implicit iteration method is employed to determine299

the particle’s velocity and position at the (N + 1)th time step. This iterative300

process continues until the relative deviation between two successive itera-301

tions is less than 0.1%. Ultimately, the final particle velocity and position are302

obtained. It is noteworthy that this numerical method is applicable beyond303

situations where the Basset force is considered. In scenarios where the Bas-304

set force is excluded, the term Bt
0 can be disregarded, and the equations in305

Equation (48) can be further simplified. The detailed numerical scheme for306

solving the governing equation of the dispersed phase is outlined in Algorithm307

1.308

Algorithm 1 Numerical method for dispersed phase

1: up,N+1
(0) ← up,N+∆t∗F(up,N,xp,N), xp,N+1

(0) ← xp,N+∆t∗up,N+1
(0)

2: while
[
up,N+1

(k+1) − up,N+1
(k)
]
/up,N+1

(k) ≥ 10−3 do

3: up,N+1
(k+1) ← up,N + ∆t

2
∗
[
F (up,N,xp,N) + F

(
up,N+1

(k),xp,N+1
(k)
)]
;

xp,N+1
(k+1) ← xp,N + up,N+1

(k+1) ∗∆t, k = 0, 1, 2, ...
4: end while
5: up,N+1 ← up,N+1

(k+1), xp,N+1 ← xp,N+1
(k+1)

3.3. Solution procedure309

In order to make the solution procedure of the model a more direct and310

easier to understand, a flow chart is presented in Figure 2.311

1. Calculate u
n+1/3
i (i = 1, 2, 3) at advection step from Equations (31)-312

(35).313

2. Solve Equations (36) to obtain u
n+2/3
i (i = 1, 2, 3) in the diffusion step.314

3. Use the Conjugate Gradient Squared (CGSTAB) method to solve Equa-315

tion (41) for the pressure field pn+1 and velocity un+1
i .316

4. Calculate the free surface displacement ηn+1 using Equation (44).317

5. Get the particle positions and velocities from Equation (49), based on318

the flow velocities derived in Steps 1-3.319
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Input time step, velocity, wave 
height, etc 

Initial conditions

Boundary conditions

Check Stability

Change time step Δ𝑡𝑡 and restart

Solve Equation (31) to get 
𝑢𝑢𝑖𝑖
𝑛𝑛+1/3 (i= 1,2,3) at advection step 

Solve Equation (41) to get 𝑝𝑝𝑛𝑛+1 and 
𝑢𝑢𝑖𝑖𝑛𝑛+1 (i= 1,2,3)

Solve Equation (36) to get 
𝑢𝑢𝑖𝑖
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Update the surface elevation 𝜂𝜂𝑛𝑛+1 
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End
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Figure 2: Solution procedure of the model.
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4. Results and discussion320

4.1. Benchmark: non-hydrostatic wave flume321

4.1.1. Regular waves322

A regular progressive wave is generated in the non-hydrostatic wave flume,323

as depicted in Figure 1. The dimensions of the flume are Lx = 15 m in length,324

Ly = 0.5 m in width, and Lz = 0.5 m in depth. The damping zone has a325

length of Lx3 = 5 m and is positioned at the end of the flume to dissipate326

wave energy. The amplitude of the regular wave is 0.02 m and the wave327

period is 1 s.328

Eight different grid systems, as detailed in Table 1, are performed to329

check the spatial convergence of the model. Grid1 to Grid4 focus on spatial330

convergence in the horizontal direction, while Grid2 and Grid5 to Grid8 are331

employed for the convergence in the vertical direction. For the transverse332

direction, the inflow condition of the water level along this direction is the333

same and as discussed in Section 2.3, a zero-gradient condition is applied334

to the wall’s normal direction. The discretization in the y-direction does335

not influence changes in the water level η. Hence, fixed grids are set in the336

transverse direction for all the cases. The grids are uniformly distributed337

in both horizontal and vertical directions. The normalized L1 error EL1 ,338

L2 error EL2 , and maximum error EL∞ were used in this test, which were339

calculated as follows:340

EL1 =

∑
|ηnumerical − ηanalytical|

n
(50)

EL2 =

√∑
(ηnumerical − ηanalytical)2

n
(51)

EL∞ = max |ηnumerical − ηanalytical| (52)

In Grid systems 1–4, the water depth is discretized using 100 uniform341

grids, while the horizontal direction is discretized with varying uniform grids.342

As shown in Figure 3(a), the convergence order in the horizontal direction343

approaches first-order accuracy. Similarly, Figure 3(b) demonstrates that344

the convergence order in the vertical direction is also close to the first order.345

Finally, Grid-3 was selected for the simulation in this case.346

Figure 4 shows the spatial profiles of water level throughout the entire347

flume at t = 25 s, as well as the temporal profile of water level at x = 6 m.348
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Table 1: Grid systems of spatial convergence study on regular waves.

Grid Grid points min ∆x min ∆σ
Grid-1 151x11x101 0.1 m 0.01
Grid-2 301x11x101 0.05 m 0.01
Grid-3 601x11x101 0.025 m 0.01
Grid-4 1201x11x101 0.0125 m 0.01
Grid-5 301x11x51 0.05 m 0.02
Grid-6 301x11x41 0.05 m 0.025
Grid-7 301x11x21 0.05 m 0.05
Grid-8 301x11x11 0.05 m 0.1
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Figure 3: Spatial convergence study of regular waves along the whole flume at t=25 s: (a)
horizontal direction; (b) vertical direction.

Evidently, the numerical results match well with analytical solutions. Ad-349

ditionally, Figure 4(a) demonstrates that wave reflection is negligible within350

the effective zone (0 m-10 m), which proves that wave energy was dissipated351

effectively in the damping zone (10 m-15 m). Figure 5 shows the relative352

volume of water over time for regular waves. It can be seen that the volume353

of water preserves well and stabilizes after 30 seconds, which confirms the354

validity of the model.355

Figure 6 shows the maximum horizontal velocity distribution and maxi-356

mum vertical velocity distribution along water depth in one wave period and357

their comparison with analytical solutions at x = 6 m. The comparison of358

horizontal and vertical velocity distributions with analytical results reveals359
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negligible differences, indicating the flow field is well simulated. It is worth360

mentioning that a slight difference in the horizontal velocity can be seen in361

Figure 6 close to the bottom, and this can be attributed to the wave bound-362

ary layer which exists at a very narrow range close to the bottom. Due to the363

existence of the boundary layer, the real velocity distribution would deviate364

from the analytical solution close to the bottom. In addition, the veloc-365

ity should equal zero at the bottom, which is consistent with our numerical366

results. In summary, the numerical model successfully replicates both the367

water surface changes and the velocity distribution of regular waves.368
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-0.01

0
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Figure 4: Free surface verification for the regular waves: (a) Spatial distribution of water
level along the whole flume at t = 25 s; (b) Temporal distribution of water level at x = 6
m.

4.1.2. Wave-structure interaction369

When a regular wave encounters a submerged bar, it frequently experi-370

ences significant changes in the waveform, resulting in noteworthy nonlinear371

energy interactions among various wave modes [41]. The simulation of such372

case is imperative, as it serves as a foundational test case for numerical tanks373

and can yield critical insights into the dynamics of wave interactions with374

submerged structures.375

Our numerical simulations are based on experiments conducted by Beji376

and Battjes [68]. The geometry of our numerical computations is depicted in377

Figure 7. The length of the flume is 30 m, the width is 0.5 m and the water378

depth is 0.4 m. A regular wave with a wave height of 0.02 m and a period379

of 2 s is generated from the inflow boundary and the damping zone Lx3 is380
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Figure 5: Relative volume of water over time for the regular waves.
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Figure 6: Verification of the velocity distribution of a regular wave, (a) the horizontal
velocity distribution along water depth in wave peak phase; (b) the vertical velocity dis-
tribution along water depth in up-zero crossing phase.
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set as 10 m to dissipate the wave energy. Seven wave gauges are positioned381

at various locations within the flume. To ensure grid convergence, seven382

different grid configurations are employed in the model (as shown in Table383

2), with a time step of ∆t = 0.005 s. The simulations were carried out on384

a desktop computer with an AMD Ryzen(TM) 5 5600X CPU and 16GB385

internal memory. The base frequency of this CPU is 3.7 GHz. The total386

CPU time per time step required for the present model was about 1.8 s.387

5.7m 4.8m 2m 1m 1m1.2m 1.6m

6m 6m 2m 3m 13m

0.4m

0.3m

G-3G-4G-5 G-6 G-7G-2G-1

Wave

Figure 7: Sketch of the geometry for a regular wave passing the submerged bar. PS: G
stands for wave gauges.

Table 2: Mesh convergence study on wave-structure interaction.

Grid Grid points min ∆x min ∆y min ∆σ
Grid-1 1201x9x47 0.025 m 0.05 m 0.011
Grid-2 2401x5x47 0.0125 m 0.10 m 0.011
Grid-3 2401x9x24 0.0125 m 0.05 m 0.022
Grid-4 2401x9x47 0.0125 m 0.05 m 0.011
Grid-5 2401x9x93 0.0125 m 0.05 m 0.0055
Grid-6 2401x17x47 0.0125 m 0.025 m 0.011
Grid-7 4801x9x47 0.00625 m 0.05 m 0.011

The comparisons between our numerical findings and the gauge data for388

free surface elevation at six designated locations are depicted in Figure 8.389
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The results from seven different grid systems are also presented in the figure.390

For most grid systems, the numerical simulation results match well with the391

experimental data, except for Grid-3, where a distinct phase lag is observed.392

This discrepancy can be attributed to the relatively low grid resolution at393

the free surface. Ultimately, Grid-4 is selected for the simulation in this394

case. It was found that at wave gauge 2 (x = 10.5 m), the wave retains395

its sinusoidal feature, displaying strong concurrence between the numerical396

results and experimental data. Moving from x = 10.5 m to x = 12.5 m, we397

observe the wave deformation as it climbs the slope. From wave gauge 4 (x398

= 13.5 m) to 7 (x = 17.5 m), where the wave surmounts the breakwater,399

exhibit the emergence of secondary wave growth.400

Figure 9 shows the top and side view plots of the 3D free surface elevation401

at a representative time. The red, yellow, black, and blue rectangle repre-402

sents the upslope part, horizontal part, downslope part, and damping zone,403

respectively. It can be seen that the wavelength gradually decreases while the404

wave height increases during the wave shoaling process. On the contrary, a405

decrease in wave height is observed when the wave moves downhill, and more406

small waves can be seen. It can be attributed to the dissipation in wave en-407

ergy which in return lead to the generation of higher-order secondary waves.408

In summary, the numerical model accurately captures this progression, al-409

though minor disparities in the variation of wave height exist between the410

numerical results and experimental data. These distinctions may arise from411

numerical dissipation and the σ transformation, stemming from the abrupt412

change in water depth.413

4.2. Benchmark: point particle414

To validate the point-particle model, the accelerated process of a spher-415

ical particle settling in a stationary fluid is simulated. When the particle416

Reynolds number Rep is relatively small (i.e., Rep < 0.4), the analytical so-417

lution of the acceleration process can be derived from linear (Stokes) drag418

law. By neglecting the Basset history term and assuming an initial velocity419

of zero, we can derive the temporal evolution of particle velocity as follows:420

wp (t) =
(s− 1) gd2

18ν

(
1− e

− 18νt
d2(s+CM )

)
(53)

When the Basset force is considered, the analytical solution can be found421

in Brush et al. [69] in a closed-form solution:422
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Figure 8: Comparison of the elevation between numerical results and experiment results
at six different gauge points.
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(a) 3D view

(b) Top view (c) Front view

Figure 9: The surface elevation of regular wave interacts with submerged bar. (a) 3D
view (b) top view (c) Front view of free surface elevation changes at representative time
(Red rectangle: 1:20 upslope; Yellow rectangle: horizontal crest; Black rectangle: 1:10
downslope; Blue rectangle: damping zone).
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wp (t) =
(s− 1) gd2

18ν

{
1 +

√
c2 + h2

h
exp

(
−h2t

)[
exp

(
c2t
)
sin (2cht− α) erfc

(
c
√
t
)

− 2

√
t

π

∫ h

0

exp
(
y2t
)
cos [2c (h− y) t− α] dy

]}
(54)

where423

c =
9
√
ν

2d (s+ CM)
(55)

h =
3

2d (s+ CM)

√
ν [8 (s+ CM)− 9] (56)

α = tan−1

(
h

c

)
(57)

and erfc (t) is the complementary error function, which writes as:424

erfc (t) =
2√
π

∫ ∞

π

exp
(
−t2
)
dt (58)

Figure 10(a) shows the comparison of analytical and numerical solutions425

of the motion of a 50 µm diameter sphere falling in water with the param-426

eters ρp = 2500 kg/m3, s = ρp/ρf = 2.5, kinematic viscosity ν = 10−6 m2/s427

and particle Reynolds number Rep = 0.1. As it takes very short time for a428

single particle to reach its terminal settling velocity, the time step is set as429

∆t = 0.0001 s. Significant differences can be observed when Basset force was430

considered or not. Without the Basset force, the particle reaches its settling431

velocity fast; while the particle accelerates at a much slower rate when Bas-432

set force is considered. It can also be clearly seen that the numerical results433

match well with the analytical solution.434

As mentioned before, the analytical solution of the settling process of a435

round particle is only applicable to the linear (Stokes) drag law, experiments436

performed by Mordant et al. [70] are further adopted to validate the applica-437

bility of the point particle model in non-linear drag range. The sphere diam-438

eter used in the experiment is 500 µm, s = ρp/ρf = 2.565, ν = 9.0366× 10−7
439

m2/s, particle Reynolds numberRep = 41 and the time step is set as ∆t = 0.00005440
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s. It can be found from Figure 10(b) that the numerical results match better441

with experimental data when the Basset force is considered. Both the early442

stage of particle settling and the terminal settling velocity correspond well443

to the experiments.444

0 5 10 15 20 25 30 35
-0.1

-0.05

0
Presnt, w/o Basset force
Presnt, w/ Basset force
Analytical, w/o Basset force
Analytical, w/ Basset force

(a) Rep = 0.1

0 5 10 15 20 25 30 35
-1.5

-1

-0.5

0
Presnt, w/o Basset force
Presnt, w/ Basset force
Mordant (2000) Experiment

(b) Rep = 41

Figure 10: Accelerated process of a spherical particle settle in a stationary liquid, (a)
Rep = 0.1; (b) Rep = 41.

4.3. Benchmark: Single particle in an oscillating liquid445

Given the good agreement between our simulated settling process of a446

single particle in a stationary liquid, our attention now shifts to simulat-447

ing settling process of a single particle in vertically oscillating liquid. The448

data are adapted from experiments done by Ho [71]. The experiments were449

conducted in a cylinder which was filled with fluids, and it would oscillate450

vertically with different amplitudes and frequencies as follows:451

wf (t) = wf0 sin (ωt) (59)

where wf0 is the velocity oscillation amplitude; ω = 2π/T is the angular452

frequency and T is the oscillation period. The particle motion process is453

computed for several oscillation cycles until the velocity deviation between454

two consecutive periods is less than 0.1%. The average settling velocity ωsa455

is computed by averaging the velocities in an oscillation cycle. The time456

step is set as ∆t = 0.00005 s. Four different Rep and two different oscillation457

periods are chosen. In total 8 cases are simulated. Detailed parameters used458

in the 8 cases are summarized in Table 3.459
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Table 3: Summary of different cases on sphere settling in oscillation field.

Case Rep
Diameter

µm
s

ρp/ρf

Viscosity
10−6

m2/s

Oscillation period
s

ν/d2ωs

1 0.18 1587 6.27 250.80 0.15 2.3
2 0.18 1587 6.27 250.80 0.19 3.0
3 1.1 3175 6.16 250.80 0.15 0.59
4 1.1 3175 6.16 250.80 0.19 0.74
5 6 1587 6.53 35.77 0.15 0.330
6 6 1587 6.53 35.77 0.19 0.430
7 28 3175 6.41 35.77 0.15 0.085
8 28 3175 6.41 35.77 0.19 0.110

Figure 11 shows the comparison between the simulated non-dimensional460

averaged settling velocity and oscillation acceleration ratio with experiments.461

The results depicted by the solid lines in Figure 11 are obtained through a462

sequence of simulations, all maintaining the constant frequency while the463

wave amplitudes are systematically varied. Following these simulations, the464

oscillation acceleration ratios for each amplitude are computed and the rela-465

tion between the wave amplitudes and the oscillation acceleration ratios are466

drawn into solid lines in this figure. It can be seen from these figures that467

with the increase of the oscillation amplitude, the non-dimensional averaged468

settling velocity would decrease. This reduction in settling velocity can be469

attributed to the enhanced particle inertia during the oscillating motion of470

the fluid, which, when increased, tends to overpower the effects of viscosity471

around the particle and can lead to a more distinct decrease in averaged472

settling velocity. Another interesting finding is that when the Basset force473

is considered in the settling process, the numerical simulation results devi-474

ate more than when the Basset force is not considered. One of the reasons475

lies in that the Basset force is applicable in relatively small particle Reynolds476

number and is inapplicable to high particle Reynolds number conditions [24];477

Also the Basset force can be considered as a kind of viscous force and would478

resist the movement of the particle. As a result, the average settling veloc-479

ity in one oscillation period would decrease when Basset force is considered.480

Finally, we can conclude that the numerical simulation results match better481

with experiments without Basset force. As the wave field can be seen as a482
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specific oscillation flow, we would not consider the Basset force in our later483

simulation on sediment-laden jet in flow with waves.484
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Figure 11: Comparison of the numerical model and the experimental of Ho [71] of accel-
erated process of a spherical particle settle in oscillation field.

4.4. Benchmark: sediment-laden jet in a stationary environment485

To check the capability of the coupled model between the non-hydrostatic486

model and the point-particle model, we choose to simulate the sediment-laden487

jet in a stationary environment. The setup of the experiment is the same as488

the experiments performed by Chen et al. [72]. The tank has a length of 1.5489
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m, a width of 0.5 m, and a height of 0.6 m. The tank keeps a depth of 0.5490

m. The diameter of the jet orifice is 0.01 m and is located 0.15 m above the491

collection tray. The computational domain is discretized into 131×41×139492

grids. A non-uniform grid is implemented, and refined at the jet orifice, with493

minimum grid sizes in the x, y, and σ directions of 0.001 m. The time step is494

set to 0.002 s and the total CPU time per time step required for the present495

model was approximately 4.3 s. The jet outlet velocity is set as 0.76 m/s and496

the velocity boundary is specified using the SEM (Synthetic-Eddy-Method)497

method. Given that the volume concentration of the simulated sediment-498

laden jet is below 0.1%, only one-way coupling is considered [73], where both499

the reaction of particles to the flow field and interactions among particles are500

neglected.501

Figure 12 shows the comparison of centerline velocity decay and axial ve-502

locity distribution between experimental and numerical results. To check the503

mesh convergence at the jet outlet boundary, the jet outlet was discretized504

by 8×8, 10×10 and 12×12 grids, respectively. It is found that the centerline505

velocity decay is similar when the jet outlet boundary is discretized by finer506

grids like Grid 10-10 and Grid 12-12. Therefore, the 10×10 grid was selected507

for the jet outlet boundary. Additionally, it is found that the simulation508

results match well with the experiments by Kwon and Seo [74]. When it509

comes to velocity distribution in cross-sections, it is found that the distribu-510

tion follows the Gaussian distribution at cross-sections in self-similar zone.511

In conclusion, the accuracy of the flow field was verified.512

We present 3D visualizations of the instantaneous and time-averaged iso-513

surfaces of a jet in a stationary environment (see Figure 13). The isosurfaces514

represent velocities ranging from 0.2 m/s to 0.8 m/s, with intervals of 0.2515

m/s. Figure 13(a) shows the velocity distribution of the jet at a specific time,516

where the isosurface appears irregular, reflecting the fluctuating structures517

caused by the inherent unsteadiness and turbulence of the flow. In contrast,518

the time-averaged velocity isosurface (see Figure 13(b)) appears smoother519

than the instantaneous one. The shapes and behavior of both instantaneous520

and time-averaged isosurfaces are consistent with previous studies on turbu-521

lent jets in stationary environments, thereby validating the accuracy of the522

numerical simulation model.523

The particles used in the numerical simulation have a median size D50 =524

200 µm. As shown in Figure 14(a), the actual diameter distribution follows525

the distributions used in experiments, which was measured using the Laser526

Diffraction Particle Size Analyzer (Malvern Mastersizer 3000). A total of 8527
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Figure 12: Comparison of (a) centerline velocity decay with different grids; (b) axial ve-
locity distribution (bv means jet Gaussian half-width) between experiments and numerical
simulation.

different kinds of particle diameters are used in the simulation. Particles were528

put into different grid cells on the jet outlet boundary. A Gaussian white529

noise is applied to determine the precise time step for particle release from the530

jet boundary as particles do not exit each grid cell at every time step. This531

initial artificial asymmetry in particle distribution can be quickly dissipated532

by turbulence as the jet flow develops downstream, having minimal impact533

on the final results [75].534

The 1-D deposition pattern is shown in Figure 14(b). To ensure the535

repeatability and avoid the effect of noise in particle numbers on the final536

deposition pattern, two different particle numbers namely 81000 and 162000537

particles are adopted in the numerical simulation. It can be seen from the538

figure that the simulated 1-D deposition pattern matches well with the ex-539

periments. The deposition pattern shares great similarity when using 81000540

or 162000 particles. Therefore, the number of sediment particles is set to541

81000 hereafter to reduce computational cost.542

The two-dimensional deposition pattern is shown in Figure 15. The black543

contour lines are the 2-D deposition concentration which equals the deposi-544

tion rate divided by the bottom grid size. The profiles are consistent with the545

previously measured 1-D deposition profiles, with a peak deposition at about546

0.2 m from the jet orifice for this case. It can also be seen that the sediment547

deposition would expand, and deposition patterns are almost symmetric.548

Figure 16 shows the three-dimensional visualization of a horizontal sediment-549
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(a) Instantaneous velocity isosurface

(b) Time-averaged velocity isosurface

Figure 13: Comparison of (a) instantaneous and (b) time-averaged velocity isosurfaces of
the jet in a stationary environment, with isosurfaces shown at velocity magnitudes of 0.2
m/s to 0.8 m/s, in 0.2 m/s increments.
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Figure 14: Verification of sediment-laden jet in an initially stationary environment, (a)
particle diameter distribution; (b) 1-D deposition pattern.
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Figure 15: 2-D deposition pattern of sediment-laden jet in an initially stationary environ-
ment (Top View).
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laden jet in in a stationary environment. The positions of the sediment550

particles are marked as spheres, while their instantaneous velocities are dis-551

tinguished by various colours. The visualization clearly shows that sediments552

initially follow the flow movement in the near field. As the flow velocity de-553

creases downstream, the sediments would gradually deviate from the jet cen-554

terline (i.e., z = 0.18 m) and move downward due to gravity. Consequently,555

fewer sediments are observed in the upper part of the jet cross-sections (i.e.,556

z > 0.18 m) and hardly can sediment be seen in the upper part of jet far field557

(i.e., x > 0.6 m).558

Figure 16: 3-D visualization of sediment-laden jet in an initially stationary environment.

4.5. Benchmark: sediment-laden jet in flow with waves559

Finally, we further use this model to simulate a sediment-laden jet in560

flow with waves. The experiments were carried out within a wave flume561

located at the College of Harbor, Coastal and Offshore Engineering, Hohai562

University. Figure 17 shows a sketch of the experimental setup. The flume563

dimensions were 46 m in length, 0.5 m in width, and 1.0 m in depth. All564

experiments consisted of four systems, namely the wave generating system,565

the sediment-laden jet generating system, the measuring system, and the566

collection system. The wave generating system consisted of a wave paddle567

and an absorber. This system was used to make regular waves. The sediment-568

laden jet generating system mainly consisted of a constant head tank which569

was full of feeding particles and settling equipment to feed sediment into570
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the flow. The measuring system consisted of a continuous laser machine571

and two high-speed cameras, which made it into a PIV system. Finally, the572

collection tray was used to collect all the settled sediment. A horizontal573

jet was introduced through an acrylic nozzle with a diameter of 0.01 m.574

The nozzle was positioned at the flume’s midpoint, maintaining a 0.18 m575

clearance above the bottom. To maintain a consistent exit velocity, water576

was continuously pumped at a constant head, while the discharge rate was577

controlled by a rotameter. The wave height was 0.022 m and the wave period578

was set as 1.5 s. To fix the jet position in flow with waves, a double-layer579

σ coordinate [76] is adopted in the simulation. The computational domain580

is 15 m in length, 0.5 m in width, 0.5 m in depth and is discretized by581

368×41×139 grids. A non-uniform grid is employed and refined at the jet582

orifice, with minimum grid sizes in the x, y, and σ directions of 0.1 m. The583

time step is set to 0.002 s and the total CPU time per time step required584

for the present model was about 10.2 s. The jet outlet velocity is set as 0.85585

m/s. As it was found in the former section the number of sediment particles586

has no impact on the final deposition outcome once it exceeds 81000, the587

number of particles is set to be 81000 and these particles are injected at each588

grid on the jet outflow boundary.589

Wave generator

Absorber

High-speed camera
（Fluid phase）

High-speed camera
（Solid phase）

Settling
equipment

Pump

Laser machine

Light lid

Collection Tray

Rotameter

Constant head 
tank

Jet

Figure 17: Experimental set up.

Figure 18(a) shows the comparison of the velocity distribution of hori-590

zontal jet under wave conditions between experimental data and numerical591

results at x/d = 15 and x/d = 30. It suggests that the simulated velocity592
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profiles have the same trend as that in the experiments but the values are593

over-predicted. The main reason for this outcome is that, in the experiments,594

the elevation inside the sediment-feeding system would change in accordance595

with the outside elevation changes due to the existence of waves. As a result,596

the outflow velocity near the jet orifice varies within a wave cycle. Therefore,597

an extra oscillation velocity should be added to the jet outlet velocity. How-598

ever, this simulation does not consider such specific phenomena. Nonetheless,599

the velocity remains consistent with the experimental data.600

Figure 18(b) shows the 1-D deposition pattern of the horizontal sediment-601

laden jet in flow with waves and initially stationary water. The results in-602

dicate that the simulated deposition aligns closely with experimental data,603

except in the relatively far field where increased sediment deposition is ob-604

served when compared to that in the experiments. This discrepancy may be605

due to the comparatively high outflow velocity used in our simulation. In606

addition, compared with the sediment-laden jet in initially stationary water,607

it is found that the deposition rate decreases in the near field while a higher608

deposition rate is observed in the middle and far-field when the sediment-609

laden jet is injected under wavy conditions, which are well captured by the610

model.611
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Figure 18: Comparison of the numerical model and the experimental results of sediment-
laden jet in flow with waves, (a) flow field; (b) 1-D deposition pattern.

The comparison of instantaneous sediment distribution between the nu-612

merical model and the experimental results of the sediment-laden jet at wave613

peak phase is shown in Figure 19. Figure 19(a) shows the original experi-614

mental image, while Figure 19(b) presents the same image with an inverted615
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grayscale for better comparison with numerical simulation results. Obvious616

discontinuities in sediment deposition which are marked in red ellipses can be617

seen in Figure 19(b). The discontinuities also show periodic changes, which618

are likely to be attributed to the impact of the wave. The numerical results619

capture the overall pattern well. In positions closer to the bottom, discon-620

tinuities remain clearly visible in our model, whereas they are hardly to be621

observed in the experiments. The main reason is that the sediment particles622

adopted in our model are chosen to have the same diameter, which is different623

from the experiments. Consequently, once the particles leave the jet body,624

they tend to move at the same speed due to uniform settling velocities. As a625

result, discontinuities remain clearly visible in our model even in areas close626

to the bottom.627

A set of three-dimensional visualizations of the horizontal sediment-laden628

jet at different wave phases are shown in Figure 20. It can be seen that par-629

ticles would sway upward and downward under wave conditions, which is the630

most distinctive deposition pattern compared to the initially stationary case.631

Additionally, the visualizations also reveal that particles are transported fur-632

ther under the effect of waves. Figure 21 shows the two-dimensional (2-D)633

deposition pattern of the sediment-laden jet under wave conditions. The 2-D634

sediment concentration contour lines cover a confined area with higher depo-635

sition rates, specifically when the deposition rate in a grid is larger than 16636

g/m2/s; whereas they cover a broader area in smaller values like when the de-637

position rate in a grid is less than 1 g/m2/s. In summary, the model captures638

the behavior of the horizontal sediment-laden jet under wave conditions.639

5. Conclusion640

This paper introduces a two-phase flow model that couples the non-641

hydrostatic model with the point-particle model to simulate sediment-laden642

flow problems associated with temporal changes in the free surface. A Lagrangian-643

Eulerian method is utilized to track the free surface, and the movement of644

sediment particles is tracked by a point-particle model. The model’s accuracy645

is validated through comparison with five distinct cases.646

First, the propagation of regular waves at a constant depth is simulated647

using this model. It is found that both the free surface and flow fields match648

well with analytical solutions. The model is then extended to address vary-649

ing water depth scenarios, specifically the interaction of regular waves with a650

submerged bar. The numerical results also correspond well with experimental651
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(a) Experiment - original image

(b) Experiment - invert the grayscale of the original image

(c) Numerical

Figure 19: Comparison of instantaneous sediment distribution between the numerical
model and the experimental results of sediment-laden jet at wave peak phase.
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Figure 20: 3-D visualization of initial stage of sediment-laden jet in flow with waves at
four different wave phases (a) Wave up-crossing, (b) Wave peak, (c) Wave down-crossing
and (d) Wave trough.
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Figure 21: 2-D deposition pattern of sediment-laden jet in flow with waves.

42



findings. This underscores the model’s effectiveness in simulating behaviour652

related to changes in free surface. After that, the verification of the point-653

particle model is conducted. The deposition processes of a single particle,654

both in stationary and oscillating environments are simulated, yielding re-655

sults that closely match with analytical solutions and experimental data.656

Finally, the two-phase flow model, integrated with the point-particle model,657

is employed to simulate a dilute horizontal sediment-laden jet in both sta-658

tionary and wave environments. The observed deposition patterns are found659

to be in line with experimental outcomes, affirming the model’s capability to660

accurately represent sediment transport processes.661

The new model shows significant potential as a numerical tool for simu-662

lating sediment-laden free surface flows. Currently, the point-particle model663

is limited to one-way coupling with the flow, where the reaction force of664

particles on the flow and the collisions between particles are not considered.665

This limitation makes it primarily suitable for low-concentration sediment-666

laden flows. In the future, the reaction force of particles on the flow will be667

incorporated into the governing equation as a source term, and either the668

soft-sphere [77] model or hard-sphere model [78] will be employed for the669

dispersed phase to simulate problems with higher sediment concentrations.670
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