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The latest binary black hole population estimates argue for a subpopulation of unequal component mass
binaries with spins that are likely small but isotropically distributed. This implies a nonzero probability
of detecting spin-induced orbital precession and higher order multipole moments in the observed
gravitational-wave signals. In this work we directly calculate the probability for precession and
higher-order multipoles in each significant gravitational-wave candidate observed by the LIGO-Virgo-
KAGRA collaborations. We find that only one event shows substantial evidence for precession:
GW200129_065458, and two events show substantial evidence for higher-order multipoles: GW190412
and GW190814; any evidence for precession and higher-order multipole moments in other gravitational-
wave signals is consistent with random fluctuations caused by noise. We then compare our observations
with expectations from population models, and confirm that current population estimates from the
LIGO-Virgo-KAGRA collaborations accurately predict the number of observed events with significant
evidence for precession and higher-order multipoles. In particular, we find that this population model
predicts that a binary with significant evidence for precession will occur once in every ∼50 detections, and
a binary with significant evidence for higher-order multipoles will occur once in every ∼70 observations.
However, we emphasize that since substantial evidence for precession and higher-order multipoles have
only been observed in three events, any population model that includes a subpopulation of binaries yielding
∼2% of events with detectable precession and higher-order multipole moments will likely be consistent
with the data.
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I. INTRODUCTION

The LIGO-Virgo-KAGRA collaborations (LVK) have
announced a total of 90 gravitational-wave (GW) obser-
vations [1–4] across three Advanced LIGO [5] and
Advanced Virgo [6] GW observing runs; a number of
additional candidates have also been reported from inde-
pendent groups [7–14]. Considering only observations with
false alarm rates < 1 yr−1, the LVK have announced a total
of 69 confident GW signals generated from binary black-
hole coalescences [15], as described in the third gravita-
tional-wave catalog (GWTC-3) [4].
Detailed parameter estimation routines [16–24] provide

estimates for the binary properties given the observed GW.

While the chirp mass, the mass combination that drives the
phase evolution of the GW at the lowest order [25] is
generally well measured from observations [15,26,27], the
individual component masses and black hole spins remain
challenging to estimate owing to strong degeneracies in the
parameter space [28–30].
Deciphering the mass and spin distribution of binary

black holes allows for constraints to be placed on their
formation mechanism. The evolution of isolated binary
stars is likely to produce a population of binary black holes
with spins (almost) aligned with the orbital angular
momentum (e.g., [31–33]), while binary black holes
formed through dynamical interactions in dense stellar
environments are likely to yield isotropic spin misalign-
ment distributions [e.g. [34–36]]. Measurements of spins
misaligned with the orbital angular momentum are there-
fore a key for deciphering between the isolated and
dynamic formation channels.
A binary with spin misaligned with the orbital angular

momentum undergoes spin-induced orbital precession [37].
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Although imprints of precession have already been studied
in several GW signals [4,38,39], precession is generally
difficult to decipher since its measurability depends on the
binary’s orientation, polarization, component masses, and
spins [40–42]. To date, GW200129_065458 [4] (hereafter
GW200129) is the only GW signal to be reported with
strong evidence for spin-induced orbital precession [43];
see further discussion in Refs. [4,44–48]. However,
when analyzing the entire population of binary black
holes observed through GWs, it has been argued that
precession of the orbital plane is required to best describe
the data [15].
A GW is typically decomposed into multipole moments

using the −2 spin-weighted spherical harmonics [49].
Binary black holes with spins aligned with the orbital
angular momentum, hereafter referred to as nonprecessing
binaries, predominantly emit radiation in the dominant
ðl; jmjÞ ¼ ð2; 2Þ quadrupole. However, additional power
may also be radiated in higher order multipole moments
(HoMs), including the ðl; jmjÞ ¼ ð3; 3Þ and (4, 4) multi-
poles. Since the amplitude of each higher order term is
significantly smaller than the dominant quadrupole mode, it
is challenging to clearly identify additional power within the
GWstrain data.However, as the binarymasses becomemore
asymmetric, the relative amplitude of the HoMs increases
[50]; indeed many of the HoMs amplitudes vanish for equal
mass binaries, particularly the ðl; jmjÞ ¼ ð3; 3Þ multipole,
which is otherwise the most significant for sources observed
with current ground-based GW detectors [50]. Since
GW190412 [38] and GW190814 [51] were the first events
to have unequivocally unequal masses, they were the first
signals that exhibited strong evidence for HoMs [38,51–54].
In addition marginal evidence for HoMs was also
reported in GW151226 [55], GW170729 [1,56,57],
GW190519_153544 [54], and GW190929_012149 [54].
Despite strong degeneracies making it challenging to infer
the mass ratio of the binary, strong evidence for the presence
of the ðl; mÞ ¼ ð3; 3Þmultipolewas found in the population
of binary black holes from the first half of the third
GW observing run [54], while only weak preference was
found for HoMs in the first gravitational-wave catalog
(GWTC-1) [58].
Through detailed hierarchical Bayesian analyses [59–61],

the LVK and others have inferred that although binary black
holes have a preference for comparable mass components,
there is growing support for unequal component masses.
It has also been reported that black hole spins are likely
small, with half of the spin magnitudes below ∼0.25,
and spin orientations broadly isotropic with a mild prefer-
ence for spins aligned with the orbital angular momentum
[15,27,62–66]. However, other works have argued that there
may be a subpopulation of black holes with lower spin
magnitudes [67–69], while the observed asymmetry in the
effective spin distribution argues against isotropic spin
orientations [67].

In this paper we take advantage of the harmonic decom-
position of aGW[70] to directly calculate the probability for
precession andHoMs in all significant GWs observed by the
LVK. We show that only one event shows substantial
evidence for precession: GW200129, and two events
show substantial evidence for HoMs: GW190412 and
GW190814. We therefore argue that any apparent evidence
for precession and HoMs in other GW signals is consistent
with random fluctuations caused by noise at the population
level; for example, in a population of 100 events, we expect
one GW signal to have a 1 in 100 random fluctuation from
noise alone.
We then compare our observations with expectations

from population models, and show that the population
model from the LVK [15] accurately predicts the number of
observed events with significant evidence for precession
and HoMs; we show that a binary with significant
evidence for precession will occur once in every ∼50
detections, and a binary with significant evidence for HoMs
will occur once in every ∼70 observations (when excluding
GW190814 to remain consistent with current population
estimates [15]), when assuming detector sensitivities dur-
ing the third gravitational-wave observing run. However,
we argue that since substantial evidence for precession and
HoMs has only been observed in three events to date, any
population model that includes a subpopulation of binaries
with ∼2% chance of detectable precession and HoMs will
likely be consistent with the data.
This paper is structured as follows: in Sec. II we briefly

review the process of identifying whether an observed GW
has significant evidence for precession and HoMs and in
Sec. III A we identify how many GW observations have
significant evidence for precession and HoMs. We then
investigate a correlation between the precision at which the
binary’s precession phase can be measured and its observed
evidence for precession in Sec. III B. In Sec. III C we then
calculate the probability of detecting a GW with significant
evidence for precession and HoMs based on current
population estimates. We finally conclude in Sec. IV with
a summary and discussion of future directions.

II. METHODS

A quasicircular binary black hole is characterized by 15
parameters: eight intrinsic parameters describing the compo-
nent masses and spins, ½m1;S1; m2;S2�, and seven extrinsic
parameters describing the binary’s sky location, orientation
θJN (defined as the polar angle between the total angular
momentum J and the line of sight N), distance, coal-
escence time, phase, and polarization, ½α; δ; dL; θJN; t;ϕ;ψ �.
The GW emission can be decomposed into multipoles
using spin-weighted spherical harmonics. The amount of
power emitted in each multipole depends upon the properties
of the system. Amore significant fraction of power is radiated
in multipole moments beyond the dominant quadrupole
for binaries with unequal component masses [50,71,72].
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HoMs may not always be detectable in the observed GW
signal since their observability depends on the binary’s
extrinsic parameters: HoMs are more easily detectable in
binaries observed edge on than binaries observed close to face
on [50].
As the binary black hole inspirals due to the emission of

GWs, it may undergo spin-induced orbital precession
leaving visible modulations in the observed GW [37].
A binary black hole undergoes precession when the spin of
the binary S ¼ S1 þ S2 is misaligned with the orbital
angular momentum, S ×L ≠ 0. In this case, both the spins
and the orbital angular momentum precess around the
direction of the total angular momentum. The strength of
precession is typically characterized by the tilt angle of the
binary’s orbit,β, defined as thepolar angle betweenL and the
total angular momentum J ¼ Lþ S, or by the scalar
quantity χp, defined in Ref. [73], which parametrizes the
rate of precession through the spin components misaligned
with the orbital angular momentum. However, these quan-
tities are not sufficient to unambiguously identify if the
source is precessing through Bayesian methods. For exam-
ple, nonzero values of χp are often reported, even when
there is no observable precession, due to the choices
of priors on the spins. The visible modulations in the
observed GW depend strongly on the binary’s extrinsic
parameters [40–42]. For instance, precession in a binary
observed close to face on, θJN ∼ 0, is significantly harder
to detect than precession in a binary observed edge on, θJN ¼
π=2 [37,41,74–77], since the leading precession contribu-
tions to the waveform vanish for face-on signals [40].

A. The harmonic decomposition of a GW signal

Given that the observability of precession and HoMs
depends on the binary’s intrinsic and extrinsic parameters,
Ref. [70] most recently introduced the harmonic decom-
position of a GW signal. This decomposition specifically
isolates the leading-order contribution to the waveform
from precession and HoMs and allows for their amplitudes
to be calculated. Here, we briefly describe the decom-
position, and refer interested readers to [78] and
Appendix A of Ref. [70] for more details.
As is well known, a gravitational-wave signal can be

decomposed into a series of (spin-weighted) spherical
harmonics. For a spin-aligned system, it is natural to use
a coordinate frame aligned with the orbital angular momen-
tum when performing the decomposition. For a precessing
system, the emission is also most simply described in
a frame aligned with the orbital angular momentum.
However, due to precession, this is not a fixed frame but
rather one that coprecesses with the binary. It has been
shown that the signal from a precessing binary is well
approximated by “twisting up” [78–80] the multipoles of
the nonprecessing counterpart, based on the evolution of L
around J. In effect, this twisting up procedure leads to each
ðl; jmjÞ multipole in the coprecessing frame being split

across all multipoles of the same l in the J-aligned
frame [78]; for example the dominant ðl; jmjÞ ¼ ð2; 2Þ
multipole in the coprecessing frame is split across all five
l ¼ 2 multipoles. By reexpressing the waveform in terms
of harmonics of specific frequency, it can be shown that
each multipole can be written as sum of 2lþ 1 precessing
harmonics, whose frequencies differ by multiples of the
precession frequency. Individual harmonics do not exhibit
precession, but the well-known amplitude and phase
modulations are obtained through neighboring harmonics
moving in and out of phase. Furthermore, the amplitudes
of the precessing harmonics form a power series in
b ¼ tan β=2, and for the majority of the parameter space
b ≪ 1. In [40], it was demonstrated that two harmonics are
sufficient to describe the ðl; jmjÞ ¼ ð2; 2Þ waveform, i.e.,
h22 ≈ h0 þ hp. The amplitudes of other ðl; jmjÞ multipoles
are smaller than the (2, 2) and for these the leading
precession harmonic suffices [70].
As a result, a GW signal in the J-aligned frame can be

expressed as

h ≈ h0 þ hp þ
X

ðl;jmjÞ≠ð2;2Þ
hlm; ð1Þ

where hlm corresponds to the leading precessing harmonic
for each HoM ðl; jmjÞ ≠ ð2; 2Þ. Through the harmonic
decomposition, we naturally see the effect of precession
and HoMs through hp and hlm. This allows us to make
several key observations:
(1) If hp and hlm are both small in amplitude, then the

GW signal will be similar to the signal produced
from a nonprecessing binary with no observable
HoMs, h ≈ h0.

(2) If hp is small and hlm large, then the observed GW
will be similar to a nonprecessing binary with
observable HoMs, h ≈ h0 þ hlm.

(3) If hp is large and hlm small, then the observed GW
will be similar to the signal produced from a
precessing binary with no observable HoMs,
h ≈ h0 þ hp. This will typically occur for a binary
with close to equal component masses and high in-
plane spins.

(4) If hp and hlm are both large, then the observed GW
will be similar to a signal produced from a precessing
binary with observable HoMs, h ≈ h0 þ hp þ hlm.

For this reason, it is useful to quantify the power, or signal-
to-noise ratio (SNR), in hp and hlm, ρp and ρlm, respec-
tively. Intuitively, ρp parametrizes the amount of observable
precession in a GW signal, and is what we actually measure
in the data (thereby avoiding complications due to non-
trivial priors). Previous studies [42] have shown that ρp
indeed correlates strongly with the measurability of pre-
cession across the parameter space, and can be used to
identify when the inference on χp and β may sensitively
depend on the chosen prior: when ρp is small, the GW
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signal will be similar to the signal produced from a
nonprecessing binary. Similarly, ρlm quantifies the amount
of observable HoM content in the signal. Given that ρlm
increases for more asymmetric binaries observed edge
on [50], when ρlm is small, the binary must have (close-
to) equal mass components or be observed approximately
face on. This information is often difficult to extract from
marginalized posterior distributions alone due to parameter
degeneracies, see, e.g., [30,81].

B. Calculating the probability that the observed
ρp and ρlm are caused by noise

We wish to calculate the probability that the SNR in
precession, ρp, and the SNR in HoMs, ρlm, for each
observed GW signal is caused by noise. This allows us
to identify which GW signals show significant evidence for
precession and HoMs, and which are simply consistent
with random fluctuations caused by Gaussian noise. We
will then be able to make statements about the astrophysical
implications for the individual sources and the population
as a whole.
Rather than measuring ρp and ρlm directly from the GW

strain data, as is done in Ref. [70], here we infer them
from the posterior parameter estimates obtained through
Bayesian inference analyses [42,50,54]. This can be
achieved by taking advantage of the PESUMMARY [82]
and SIMPLE-PE [70] libraries. In this work we use the
publicly released posterior samples, made available in
the GWTC-3 data release [4], and calculate ρp and ρlm
by using the posterior samples obtained with the
IMRPHENOMXPHM [83] waveform model. GW200129 is
the only signal where the IMRPHENOMX waveform family is
not used since it was shown that the NRSUR7DQ4 [84] model
more accurately describes the observed GW signal [43].
As described in Ref. [54], the expected ρp and ρlm

distributions are dependent on the matched filter SNRs,
ρMFðdÞ (we hereafter drop the explicit dependence on the
data d), of the subdominant contributions to the waveform:
hp for precession and hlm for higher order multipoles.When
marginalizing the likelihood over the unknown phase, the
expected posterior distribution can be shown to be

pðρjdÞ ∝ pðρÞI0ðρMFρÞ exp
�
−
½ρMF�2 þ ρ2

2

�
; ð2Þ

where ρ denotes either the precession or HoM SNR, pðρÞ is
the prior distribution for ρ, pðρjdÞ is the posterior distribu-
tion given data d, I0 is the Bessel function of the first kind,
and ρMF is thematched filter SNR. The parameter estimation
results provide us with the posterior distribution pðρjdÞ and
from this, we wish to estimate the matched filter SNR, ρMF.
We can then calculate the probability of obtaining ρMF due to
noise alone, as this follows a known distribution.

To calculate the expected SNR distribution for a given
value of ρMF, the prior distribution pðρÞ is needed. As
described in Ref. [54], an informed prior can be used to
reduce systematic biases in the distribution. The informed
prior accounts for the volume of parameter space consistent
with different SNRs in ρp and ρlm—for instance observa-
tion of an equal mass binary reduces the expectation of
observing HoMs and precession from noise, while a binary
with unequal masses is much more likely to have observ-
able power in precession or HoMs. The construction
of informed priors for ρp and ρlm uses results of para-
meter estimates that neglect precession and higher order
modes, respectively. We obtain these additional posterior
samples by analyzing each observed GW signal with the
IMRPHENOMXHM [85] and IMRPHENOMXP [83] waveform
models. All settings were chosen to match the original LVK
analyses. For the case of GW200129 we use the same
settings as those described in Ref. [43], and we obtain these
additional posterior samples by analyzing GW200129 with
the aligned-spin limit of the NRSUR7DQ4, and NRSUR7DQ4

restricted to use just the l ¼ 2 multipoles, respectively.
Once the informed prior distribution has been con-

structed, we infer the values of ρMF
p and ρMF

lm which are
consistent with the observed distributions. In practice, we
obtain the value of ρMF by minimizing the Jensen-Shannon
divergence [86] between the observed pðρjdÞ and the
inferred distribution given a specific value of ρMF.
Finally, we assign a p-value by identifying the probability
of obtaining the required value of ρMF from a chi distri-
bution with 2 degrees of freedom [54].
Throughout this work we restrict attention to the

observation of only the (3,3) HoM. This is because
Refs. [50,54] most recently highlighted that only the (3,
3) multipole is expected to contribute significantly to GW
signals observed with current detector sensitivities.
Consequently, throughout this work, we use a simplified
version of Eq. (1): h ≈ h0 þ hp þ h33. We note, however,
that for binaries that are strongly precessing, or emit
significant power in HoMs beyond the ðl; jmjÞ ¼ ð3; 3Þ
harmonic, additional terms are needed in this harmonic
decomposition [50,70,87]. Although this approximation
has been rigorously tested in other works (e.g., [70]), we
further show the validity of the approximation for a binary
with significant precession and HoM contributions in the
Appendix. We show that even for an extreme binary
configuration, which is unlikely to be observed according
to current population estimates, we see good agreement
between the approximate and full GW signals.

III. RESULTS

A. Evidence for precession and higher
order multipole moments

Figure 1 shows the cumulative distribution of p-values
for precession and HoMs for all confident binary black hole
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mergers observed by the LVK. The dashed black line shows
the expected uniform distribution of p-values under the
null hypothesis that there is no signal from precession
or HoMs, i.e., under the assumption that Gaussian noise
alone produced any precession and HoM signatures in the
observed GWs. We also show the expected 1σ, 2σ, and 3σ
scatter in p-values under the null hypothesis for a pop-
ulation of 69 binary black holes estimated from a binomial
distribution, see, e.g., Ref. [88] for details). The blue and
orange curves show the actual distribution of p-values for
precession and HoMs, respectively.
We see that GW200129 is the only GW signal that

shows strong evidence for precession. The probability that
this event is nonprecessing, and that Gaussian noise was
responsible for the observed precession signature, is
4 × 10−5, or 1 in 25,000. This is consistent with results
previously presented in Ref. [43]. For a population of 69
binary black holes this maps to an almost 3σ violation of
the no-precession null hypothesis. Recently, there has been

discussion concerning the impact of non-Gaussian noise
artifacts impacting the precession measurement for
GW200129 [45,46]. Since we do not account for non-
Gaussianities in the GW strain data, we assume that any
non-Gaussian noise artifacts in the GW strain data has
been appropriately removed in our analysis. As noted in
Sec. II B, this result is based on posterior samples obtained
with the NRSUR7DQ4 [84] waveform model, as described in
Ref. [43]. If we use the posterior samples obtained with
the IMRPHENOMXPHM [83], made available through the
GWTC-3 data release [4], the probability that GW200129
is nonprecessing, and that Gaussian noise is responsible for
the observed precession signature, increases to 9 × 10−4,
or 1 in 1100. However, for 69 observations, the overall
no-precession null-hypothesis is then violated at the low
level of less than 2σ. Given that IMRPHENOMXPHM infers a
lower ρp than NRSUR7DQ4, it is not surprising that the
p-value increases. However, as described in Ref. [43],
IMRPHENOMXPHM may not meet the accuracy requirements
of GW200129. We therefore only present the p-value based
on samples obtained by Ref. [43].1

GW190517_055101 was found to be the second most
significant candidate for an observation of precession, with
a probability that this event is nonprecessing, and that
Gaussian noise is responsible for the observed precession
signature, of 5 × 10−3, or 1 in 200. When compared to the
expected distribution from a population of 69 nonprecess-
ing binary black holes, however, the observed precession
effects are consistent with noise. GW190412 was previ-
ously identified as a candidate with possible precession
signatures [38,52–54,90–92]. Our analysis infers a prob-
ability that this event is nonprecessing of 0.04; i.e., a 1 in 25
chance that the observed precession effects are caused by
Gaussian noise. The precession p-values for all other GW
candidates are consistent with the expected distribution
from a population of 69 nonprecessing binary black holes.
In Fig. 1, we see an excess of low-significance events that

have smaller p-values for precession than expected. This trend
was also seen in Ref. [54]. Although Ref. [54] noted some
possible reasons for this, we expect that this small excess is a
statistical fluctuation. In particular, we note that the Jensen-
Shannondivergence is relatively flat near theminimumwhich
means that small variations in the ρp distribution can lead to
large differences in the inferred p-value.
Only GW190814 and GW190412 show strong evidence

for HoMs, specifically the ðl; mÞ ¼ ð3; 3Þ multipole, with
probabilities of these events coming from sources with no

FIG. 1. The cumulative distribution of p-values for the evidence
of precession (solid blue) and higher order multipoles (orange)
for the GW candidates reported in GWTC-3. The dashed black
line shows the expected distribution of p-values under the
assumption that Gaussian noise solely produces the observed
precession and higher order multipole signatures in the observed
GW signals, with the corresponding 1σ, 2σ, and 3σ scatter shown
by the orange bands. The gray lines show 100 random draws from
the expected distribution under the assumption that Gaussian
noise solely produces the observed precession and higher order
multipole signatures in the GW signal.

1The LVK also analyzed GW200129 with the SEOBNRV4PHM
waveform model [89]. If we use the posterior samples obtained
with SEOBNRV4PHM, then the probability GW200129 is non-
precessing is further increased to 1 in 10. Given that an alternative
sampler [19] and waveform model was used to obtain these
posterior samples, and SEOBNRV4PHM may not meet the accuracy
requirements of GW200129 [43], we do not present these results
in the main text. However, we include them here for comparison.
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HoMs of 10−11 and 2 × 10−4, respectively. Based on the
expected distribution of p-values from a population of 69
binary black holes with no HoMs, these are a > 5σ and just
over a 4σ detection, respectively. This supports the con-
clusions found in Refs. [38,51–53]. The strong evidence for
HoMs indicates that both binaries have unequal component
masses; indeed a full Bayesian analysis infers mass ratios
∼9∶1 and ∼3.5∶1, respectively [38,51]. The strong evi-
dence for HoMs in GW190412 has also allowed for
measurements of the sources recoil velocity [93].
GW190929_012149 is the next most significant candi-

date for an observation of HoMs with a probability of no
HoM content in the underlying source of 0.02, i.e., 1 in 50
chance that Gaussian noise is responsible for the observed
HoM effects. Although this was deemed marginal in
Ref. [54], the larger population presented here means that
this is now in line with expectations. Marginal evidence for
HoMs was previously reported in GW151226 [55],
GW170729 [1,56,57], and GW190519_153544 [54]. Our
analysis finds that these events have p-values 0.3, 0.1, and
0.05, respectively. When comparing to a population of
69 events, we see no statistical evidence for HoMs in
GW151226, GW170729, and GW190519_153544.

B. Correlation between the precession phase
and probability of precession

The precession phase,2 ϕJL, tracks the azimuthal angle of
the orbital angular momentum L around the total angular
momentum J and is typically defined at a reference frequency
f ¼ 20 Hz.3 When precession is not observable, the pre-
cession phase cannot be constrained and Bayesian analyses
will return an uninformative measurement of ϕJL. However,
if the GW has observable precession and no HoMs,
Equation (1) reduces to h ≈ h0 þ hp, and the precession
phase can be measured independently from the orbital phase.
Since the orbital phase remains the same for both waveform
components, while the contribution from the precession
phase differs, constraints can be placed on the value of ϕJL.
Recently Ref. [94] found that the precession phase, or

rather a 2π-periodic version of the precession phase ϕ̂JL,
4 is

recovered surprisingly well for several candidates, most

notably GW200129, GW190412, and GW151226. In
Fig. 2, we reproduce the analysis of Ref. [94] but look
for correlations between the precession p value and the
precision of the measurement of ϕ̂JL.
As expected we see that, in general, a smaller precession

p-value correlates with a tighter constraint on ϕ̂JL.
GW200129, GW190412, and GW151226 have the tightest
constraints on ϕ̂JL, and they have small precession
p-values: 4 × 10−5, 0.04 and 0.12. We see one noticeable
exception, GW191109_010717. This candidate has a
p-value of 0.018 with a relatively poorly constrained ϕ̂JL.

C. Comparing observations with expectations
from population estimates

We now turn to comparing the fraction of observed
events that display signatures of precession or HoMs with
expectations from the population model described below.
We check for consistency by sampling binaries from the
population model, calculating the expected distributions of
p-values for precession and HoMs, and comparing these
distributions with observations. In this work we assume
a POWERLAW+PEAK mass model [95], a DEFAULT spin
model [96] and a POWERLAW redshift model [97], all
described in Appendix B of Ref. [15]. We randomly draw
1000 samples from the posterior distribution on the
hierarchical model parameters obtained in Ref. [15]; in
effect we simulate 1000 different Universes, each consis-
tent with the data. We then randomly sample merging
binaries from each Universe. We hereafter refer to this
population model as the LVK population model.
Not all binaries drawn from population models are

observable with current template-based search pipelines
adopted by the LVK [98–110]. Current template-based

FIG. 2. Posterior distributions for the precession phase, ϕ̂JL
[94], for the observed binary black hole mergers in GWTC-3,
colored by the p-value for the evidence of precession. As in
Ref. [94], we artificially centre each posterior distribution by
subtracting the circular mean.

2The precession phase, ϕJL, is sometimes denoted in the
literature as α. We denote the 2π-periodic version of the
precession phase by ϕ̂JL to match the notation used in Ref. [94].

3In this work we use the same settings as the original LVK
analyses. This means that for most of the confident binary black
hole mergers considered, we use a reference frequency of
f ¼ 20 Hz. However, 22 candidates used a lower reference
frequency: f∈ ½3; 5; 10; 16� Hz. For details, see the GWTC-3
data release [4].

4Although the precession phase is typically defined at a certain
reference frequency, the 2π-periodic version of the precession
phase, introduced in Ref. [94], is independent of the frequency
specified since it considers the difference between the phase and
the circular mean of the phase.
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search pipelines adopted by the LVK use templates which
restrict spins to be aligned with the orbital angular
momentum and neglect the presence of HoMs (although
see Refs. [12,87,111–113] for possible solutions for tem-
plate-based search pipelines, Refs. [114–116] for search
pipelines that do not use templates, and Ref. [117] which
demonstrates that nontemplate based search pipelines may
be more sensitive to precessing binaries than current
template-based search pipelines). This means that current
template-based searches are not equally sensitive to all
binaries, and binaries with significant evidence for pre-
cession and HoMs may remain undetected.
In this work we only retain binaries from population

models that are observable with template-based search
pipelines at current detector sensitivities. We achieve this
by calculating the detection probability as a function of the
binary’s mass and spin, and only retaining draws with high
detection probabilities. We estimate the detection proba-
bility by adding a suite of randomly chosen simulated
signals to real GW data and assessing the performance of
template-based search pipelines across the parameter space.
Given the computational cost of performing this analysis,
we use the publicly available results produced by the
LVK [15,118].
As discussed in Sec. II, multiple Bayesian inference

analyses are needed to calculate p-values for precession
and HoMs for a single randomly chosen binary. Since
performing Bayesian inference is a computationally
expensive task, let alone analyzing each binary with
multiple models, we only analyze randomly chosen
binaries with ρp > 1 and ρ33 > 1. Although we expect
similarities between populations with ρp > 1 and ρ33 > 1,
for example asymmetric component masses [42,50], we
treat them as separate populations in this work. This
means that we separately draw two populations: one
where binaries have ρp > 1 and another where binaries
have ρ33 > 1. We find that 11.5% and 5.6% of the
detectable binaries sampled from the LVK population
model have ρp > 1 and ρ33 > 1, respectively. To ensure a
consistent number of binaries in each population, we
initially draw 100 detectable binaries from each Universe
in the LVK population model, giving a total of 105

randomly chosen binaries, and downsample to 1000
and 2000 binaries for the precession and HoM analyses,
respectively. We therefore estimate the expected distribu-
tion of p-values for precession and HoMs from population
models based on ∼120 simulated GW signals. We take
care to renormalize the p-value distributions, based on the
expected number of binaries with ρp > 1 and ρ33 > 1.
We simulate the GW signals for each randomly chosen

binary with the IMRPHENOMXPHM waveform model [83],
and inject the signals into expected Gaussian noise based
on a representative power spectral density (PSD) from the
third LVK GW observing run (O3). We then perform our
Bayesian analyses with the DYNESTY nested sampler [119]

(via BILBY [17,22]) with 1000 live points, and we use
sufficiently wide and uninformative priors (see
Appendix B.1 in Ref. [1] for details). All analyses
integrated the likelihood from 20 to 972.8 Hz, and we
used the BILBY-implemented RWALK sampling algorithm
with an average of 60 accepted steps per Markov chain
Monte Carlo (MCMC) for all analyses.
Figure 3 compares the cumulative distribution of p-

values for precession and HoMs with random draws from
population estimates. The current LVK population model
excludes GW190814 [15], so we also excluded this event
from the cumulative distribution. We see that the LVK
population model accurately predicts the number of
observed events with significant evidence for precession
and HoMs, with the distribution of observed p-values lying
comfortably within the 1σ scatter from the population
samples. We see large error bars associated with the
expectation from population estimates, with the most
significant binaries having a large spread of p-values:
10−8 < Pp < 4 × 10−3 for precession and 10−11 < P33 <
10−2 for the ðl; jmjÞ ¼ ð3; 3Þmultipole, with ranges quoted
at the 1σ level. This is a consequence of analyzing a limited
number of randomly chosen binaries owing to computa-
tional cost. Unsurprisingly, when we include GW190814 in
the cumulative distribution, the observed distribution now
lies outside of the 1σ uncertainty. This is expected since
current population estimates have vanishingly small prob-
abilities for drawing binaries with extreme mass ratio
configurations.
In Fig. 4 we show the posterior distribution for the

inferred primary spin magnitude, a1, and mass ratio,
q ¼ m2=m1 ≤ 1, for a binary chosen from the population
model. This binary was chosen among several possible
candidates (21 out of the ∼120 simulated GW signals
considered) as it was inferred to have a significant
precession p-value: Pp < 4 × 10−5, and hence a more
significant p-value than GW200129. We see that the
inferred posterior distribution resembles GW200129, with
near extreme spin and q ∼ 0.5; GW200129 was inferred to
have a1 ¼ 0.9þ0.1

−0.5 and q ¼ 0.6þ0.4
−0.2 [43]. Figure 4 also

shows the posterior distribution for another randomly
chosen binary from the population model; this binary
was again chosen among several possible candidates as
it was inferred to have a significant HoM p-value:
P33 < 2 × 10−4, and hence a more significant p-value than
GW190412. Here, we see that the inferred inclination
angle, θJN , and mass ratio, q, resembles GW190412;
GW190412 was inferred to have θJN ¼ 0.71þ0.31

−0.24 and
q ¼ 0.28þ0.12

−0.07 [38]. In both cases, the true values lie within
the inferred 90% credible intervals, but there is a small bias,
which is likely a consequence of the specific Gaussian
noise realisation chosen. Figure 4 illustrates that
GW200129-like and GW190412-like signals are possible
in the LVK population model, highlighting that, e.g., the
observed precession and HoM effects previously reported
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FIG. 4. Left: posterior distribution for the inferred primary spin magnitude, a1, and mass ratio, q ¼ m2=m1 ≤ 1, for a binary chosen
from the population model which was inferred to have significant evidence for precession. In black we show the inferred posterior
distribution for GW200129_065458 [43]. Right: posterior distribution for the inferred inclination angle (folded to ½0; π=2�), θJN , and
mass ratio, q, for a binary chosen from the population model which was inferred to have significant evidence for higher order multipole
moments. In black we show the inferred posterior distribution for GW190412 [4]. In both plots, the contours show the 90% credible
interval, and the cross hairs show the true values of the binaries chosen from the population model.

FIG. 3. Cumulative distribution of p-values for the evidence of precession (left) and higher order multipoles (right) for the GW
candidates observed in GWTC-3. The dashed black line shows the expected distribution of p-values as the median of random draws of
69 binaries from a mock data set sampled from the LVK population model [15], and the orange bands shown the 1σ, 2σ, and 3σ scatter.
Since current population estimates exclude GW190814 [15], we similarly remove GW190814 from the cumulative distribution shown
by the solid blue and orange lines. However, we also show the cumulative distribution of p-values for the evidence of higher order
multipoles when including GW190814 by the dashed orange line for comparison.
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in GW200129 are consistent with a gravitational-wave
signal produced from a quasicircular merger in the presence
of Gaussian noise—non-Gaussian noise artifacts may
not be needed to explain the observed posterior distribu-
tions [45,48].
Finally, we can use the distribution of p-values obtained

from random draws from the LVK population model to
calculate the probability of observing binaries with sig-
nificant evidence for precession or HoMs. We find that
there is a 1 in 50 chance that a detectable binary from the
LVK population model will have evidence for precession
that is at least as significant as for GW200129, and a 1 in 70
chance that a detectable binary will have evidence of HoMs
that is at least as significant as for GW190412. Both are
consistent with the observation of 1 binary in 68 (removing
GW190814).
In this work, we chose to only compare our observations

with one population model. However, we note that since we
have only observed a single event with significant evidence
for precession, and two events with significant evidence for
HoMs, any population model that includes a subpopulation
of binaries with a ∼2% chance of detectable precession and
HoMs will likely be consistent with our observations. This
includes the LVK population model, but this is not the only
possible model consistent with the data, and care should be
taken in making strong statements about the population-
wide distribution of spin-orbital misalignments and mass
ratios based on a handful of events.

IV. DISCUSSION

In this work we investigated whether binary black holes
observed by the LVK show evidence for precession and
HoMs. We took advantage of the harmonic decomposition
of a GW [70] and directly calculated the probability that the
observed SNR in precession and HoMs can be explained by
Gaussian noise alone. Although the SNRs in precession
and HoMs have been used to help explain the physics of
several GW candidates [38,51], they are generally underu-
tilized in population analyses.
We found that only one event shows substantial evi-

dence for precession: GW200129. Meanwhile, two events
show substantial evidence for HoMs: GW190412 and
GW190814. This implies that any evidence for precession
and HoMs in other GW signals is consistent with random
fluctuations caused by noise. We then compared our
observations with expectations from population models
to ensure consistency. We found that the current LVK
population model [15] accurately predicts the number of
observed events with significant evidence for precession
and HoMs. We found that a binary with significant
evidence for precession will occur once in every ∼50
detections, and a binary with significant evidence for HoMs
will occur once in every ∼70 observations if sources are
drawn from the LVK population model. Both fractions are
consistent with observations, and the latter is consistent

with forecasts from Monte Carlo simulations [120].
However, we note that since significant evidence for
precession and HoMs has only been confidently observed
in three events, any population model that includes a
subpopulation of binaries with ∼2% chance of detectable
precession and HoMs will likely be consistent with the
data.
Although we only find one candidate with significant

evidence for precession, this does not necessarily mean
that most of the observed binary black holes are non-
precessing. Rather it means that themajority of the observed
binary black holes do not have individually observable
precession. This could indicate a true lack of precession
in binaries whose components spins are aligned with the
orbital angular momentum; or component spins that are
too small in magnitude for precession to be observable
despite misalignment; or extrinsic parameters that are
unfavorable for the detectability of precession. Con-
sequently, all we can conclusively say about individual
events is that we have observed precession in one candidate,
GW200129. GW200129 is therefore likely formed through
dynamic encounters (although there are cases where the
isolated channel can produce binaries with high spins
and significant precession [121]). A possibility is that
GW200129 was formed through a hierarchical merger,
where spin-induced orbital precession is likely; one com-
ponent is predicted to be highly spinning and misaligned
with the orbit. Indeed, signatures of hierarchical mergers
may have already been found among GW observations
[26,122,123]. Other options include triple black hole sys-
tems [124] or formation in active galactic nuclei [125].
Given that we cannot make any statements about precession
of the other individual GW candidates, we are unable to
comment on their formation mechanism. We note that
recently Ref. [126] conducted a dedicated search for
precessing binaries using data from O3, and did not find
any evidence for additional GW candidates, despite an
increase in sensitivity to precessing systems. This similarly
implies that the majority of the observed binary black holes
do not have individually observable precession. We also
highlight that Ref. [127] equivalently found that precession
is only individually identified in GW200129 (using another
observable).
We only find two candidates with significant evidence for

HoMs, both of which have conclusively unequal component
masses. Given that GW190412 does not have observable
precession, the isolated formation channel is possible:
although the isolated formation channel favors comparable
componentmasses [128,129], binarieswithq ≤ 0.5 are only
disfavored by a factor of ∼10 and therefore unsurprising
given the current population [130–132]. Hierarchical merg-
ers are also possible, although wewould then have expected
to observe significant evidence for precession. Both isolated
binary evolution models [130,131,133] and dynamical
formation scenarios [134] struggle to reproduce the extreme
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mass ratio of GW190814. All binaries radiate power in
HoMs,5 so the lack of observable power in most of the
GW candidates is partly a consequence of their extrinsic
parameters.
Throughout this work we only considered the observ-

ability of precession and HoMs in binary black holes
observed with ground-based detectors operating at sensi-
tivities. Previous works have investigated their observabil-
ity for next generation detectors, such as Einstein Telescope
[135] and Cosmic Explorer [136], and found that HoMs in
particular will be observable in a larger fraction of detected
GW signals [137,138].
We predict that Einstein Telescope will observe HoMs

once in every 20 candidates, while Cosmic Explorer will
observe HoMs once in every 10 candidates. Einstein
Telescope will observe precession once in five candidates,
while Cosmic Explorer will observe precession once in
every four candidates. To obtain these estimates, we calcu-
late how often randomly chosen binaries from the current
population models have ρp and ρl;m greater than 2.1 for
different detector configurations, following the analysis in
Ref. [41]. While it is appropriate to use the inferred mass
and spin populations from current observations [15], the
current observations are not capable of probing the red-
shift evolution of the merger rate. Thus we draw binaries
according to a representative redshift distribution for next
generation detectors, such as the distributions proposed in
Refs. [139,140], and use a low frequency cutoff of 5 Hz for
the SNRcalculation.We also assume that all candidateswith
SNR greater than 8 are detectable.6 We do not assume a
network of next generation detectors, unlike Ref. [137], so
these predictions are a conservative lower bound. We see
that Cosmic Explorer is more likely to observe HoMs and
precession in GW signals than Einstein Telescope. Current
population estimates [15] indicate that the majority of black
hole binaries are lowmass, withm1 ≈ 10M⊙. From Figs. 11
and 12 in Ref. [138] we see that both Cosmic Explorer and
Einstein Telescope are sensitive to these mergers out to
z≳ 20, but that Cosmic Explorer has greater sensitivity to
HoMs. This is consistent with our estimate that CE will
observe HoMs in a greater fraction of events than ET.
The methods presented in this paper straightforwardly

and clearly identifies which GW candidates show signifi-
cant evidence for precession and HoMs. This method can
also be used to verify whether population estimates are
consistent with observations. We therefore suggest that
future population analyses make use of this approach.
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APPENDIX: ASSESSING THE HARMONIC
DECOMPOSITION OF GWs

As described in Sec. II, the harmonic decomposition of
GWs allows us to explicitly isolate the precessing and HoM
components of observed GWs. For most of the parameter
space, a GW signal can bewell approximated as a sum of the
leading three waveform components, h ≈ h0 þ hp þ h33,
where hp is the precessing component and h33 corresponds
to the ðl; jmjÞ ¼ ð3; 3Þ HoM contribution.
In Fig. 5 we compare the true and approximate wave-

forms for a binary with masses 40M⊙ and 10M⊙, and
explicitly show h0; hp, and h33. This binary is precessing
with component spin magnitudes of χ ¼ 0.5, both tilt
angles between the spin and the orbital angular momentum
equal to θ ¼ 0.8 radians, and is viewed at an inclination
angle of 0.5 radians. When generating the true waveform

5Some HoMs (for example all odd m multipoles) are sup-
pressed for nonspinning, exactly equal mass ratio binaries.
However, this is not the case for, e.g., precessing binaries.

6Although this will likely not be a significant issue for binary
black holes, this calculation is not taking into consideration the
motion of the GW detector during the observed signal due to the
Earth’s rotation.
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we use the IMRPHENOMXPHM [83] phenomenological
model, which includes the effects of both precession and
HoMs and is regularly used by the LVK. We generate hp
and h33 using code available in the PESUMMARY [82] and
SIMPLE-PE [70] libraries.
From Fig. 5 we see that h0 is the dominant contribution to

the waveform with SNR 19.4. hp and h33 have smaller
amplitudes, with SNRs ρp ¼ 3.0 and ρ33 ¼ 3.0. The total
SNR of the approximate waveform h0 þ hp þ h33 is 19.8,
which is slightly smaller than the true waveform’s SNR of
20. This difference is attributed to additional power in
HoMs beyond ðl; jmjÞ ¼ ð3; 3Þ. We find that although the
GW is written with only three components, the sum
provides a good approximation to the true GW. This
implies that Eq. (1) is valid even for regions of the
parameter space that are unlikely assuming the current
population of binary black holes [15]. We quantify this
agreement with the overlap between the true waveform, g,
and the approximate waveform, h, defined as

O ¼ ðhjgÞ
jhjjgj ; ðA1Þ

where

ðhjgÞ ¼ 4 Re
Z

df
h̃ðfÞg̃�ðfÞ

SðfÞ ; ðA2Þ

h̃ðfÞ represents the Fourier transform of hðtÞ, � implies a
complex conjugate, and SðfÞ is the power spectral density.
An overlap7 close to unity implies that the waveforms are
very similar, while a lower overlap implies that there are
significant differences between the waveforms. Assuming a
typical PSD from O3, we find that the overlap between
g and h is 0.97 when considering only the inspiral (the
harmonic decomposition is more accurate during the
inspiral than during the merger and ringdown). This
overlap reduces to 0.95 when including the merger and
ringdown.
Current population models show a preference for com-

parable mass components with half of the spin magnitudes
below 0.25 [15,27,62–66]. Therefore, the impact of pre-
cession and HoMs will be significantly reduced compared
with the system shown in Fig. 5. We therefore expect the
overlap to be closer to 1.0 for the observed population of
binary black holes. Indeed, when randomly drawing 1000
observable binaries from population models, assuming
current detector sensitivities, we find an average overlap
between the approximate and full waveforms to be 0.98.
We therefore expect Eq. (1) to be a good approximation to
the true GW for the majority of binary black holes observed
by the LVK.

FIG. 5. A GW signal with a signal-to-noise ratio of 20 emitted from the merger of two black holes with masses 40M⊙ and 10M⊙. The
top left, top right, and bottom left panels show h0; hp, and h33, respectively. The bottom right panel compares the approximate
gravitational wave signal constructed by adding h0; hp and h33, with the true signal generated with the IMRPHENOMXPHM model [83].
Assuming a typical PSD from the third GW observing run, the SNR in hp and h33 is ρp ¼ 3.0 and ρ33 ¼ 3.0, respectively, and the
overlap between the true waveform and the approximate waveform during the inspiral is O ¼ 0.97.

7Note the overlap does not maximize over phase and time.
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