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ABSTRACT
The Word Association Data Processor (WADP) is an open-source, free software package 
which automates key aspects of the categorisation and analysis of word association 
data gathered from respondents in word association tasks. The user base of this 
software is expected to be linguists and others working with word association data 
and employing a methodology similar to that presented in Fitzpatrick et. al. (2015). 
The WADP offers three modules. The categoriser module provides an interface 
for the manual categorisation of word association responses and the automatic 
categorisation of responses in cases where categorisations for the relevant cue-
response pairs are found in a database of past categorisations. It also facilitates the 
automatic storage of all new ratings in the database and the tracking of respondent 
IDs (and categoriser/rater IDs if provided) in all input and output files. The reporter 
module allows the automatic creation of individual response profiles, cue profiles 
and primary response profiles. Finally, the administrator module performs a number 
of housekeeping functions such as the merging of two database files (including the 
resolution of conflicting entries) and producing database files from categorised output 
data.
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(1) OVERVIEW

INTRODUCTION
The Word Association Data Processor (WADP) is a 
unique piece of open-source software that automates 
key aspects of the processing and analysis of word 
association data gathered from respondents in word 
association tasks. It does so in a way that is designed 
to bring significant advantages to working with and 
analysing word association data, compared to current 
approaches, while also benefiting from the stability 
and robustness that comes from having been applied, 
tested and improved over the course of over five years in 
successive research projects.

The background to what word association is and 
how it is used in research is covered in the first section 
below, followed by a section that sets out how the WADP 
approaches the task of supporting the analysis of word 
association data, the reasons for its approach and the 
significance of its benefits. The details of implementation 
and architecture are then presented in their own section, 
followed by a section on quality control. A section on 
availability lists the technical specifications before the 
final section looks at ways the software can adapted for 
use in a range of scenarios.

Word Association
A typical word association task involves subjects being 
given a series of cue words to which they are asked to 
name (or write down) the first word (or words) that come 
to mind. For example, given the cue ‘boy’, one participant 
might respond with ‘girl’, another might respond with 
‘band’ or any other response. Such word association data 
have been used in psychology, psycholinguistics and 
related fields to study a wide range of topics including 
the minds and inner lives of individuals [1, 2], the 
organisation of words and concepts in the mind [3, 4, 5], 
the linguistic properties of words and classes of words [6, 
7], cultural differences [8, 9, 10], first language learning 
in children [11, 12], differences in linguistic knowledge 
between first and second language speakers [13, 14] or 
consumer perceptions [15]. Fitzpatrick and Thwaites [16] 
provide an overview.

Despite the diversity of applications, the basic format 
of word association data (consisting of a number of 
cues, and participants’ responses to each cue) is widely 
shared, as are the basic ways in which word association 
data are analysed. One way to analyse associations is to 
use norms lists (i.e. a corpus of normative responses) and 
calculate stereotypy scores that indicate the degree of 
similarity of an individual’s or a group’s responses to a 
given norms list. There are published norms lists (e.g. [17, 
18]) and alternatively, any comparison group’s responses 
can be used as a norm or benchmark. There have been 
warnings, however, about biases if comparison groups 

are not carefully matched for a range of factors such as 
age, educational background or gender [19]. Another 
way to analyse responses is to categorise them and 
derive profiles for individuals or for cues on the basis of 
relative frequencies of response categories, rather than 
individual response words. For example, building on a 
distinction going back to Saussure [20], the boy → girl 
association instantiates a paradigmatic relationship (boy 
and girl are alternatives that can take up the same slot in 
a sentence such as ‘the ___ fell over’). On the other hand, 
boy → band instantiates a syntagmatic relationship in 
that these words typically occur next to each other in a 
sentence rather than being alternatives. Adult L1 users 
appear generally to show a preference for paradigmatic 
responses [21], but the strength of this preference 
may differ and certain cues favour one or the other 
response category. Typically, however, more elaborate 
categorisation schemas are used in word association 
research, such as the fourteen basic categories proposed 
by Fitzpatrick et al. [19] – a categorisation schema shown 
to result in stable individual response profiles across 
time. Yet other analyses focus on primary responses (i.e. 
the most frequent responses given to a cue) in a certain 
data set or compare primary responses of one data set 
with those of another, or are interested in mapping out 
networks of association among words and concepts, 
via visualisation and/or probability tables [13, 22] or 
association chains, where responses become cues for 
further responses [13].

Word Association Software
There are a number of software implementations that 
aim to automatically generate word associations (i.e. 
word association responses to input cues) available 
from open repositories [23], as paid-for Application 
Programming Interfaces (APIs) [24], or commercial 
services [25, 26]. Others provide word-association games 
or tests of various descriptions, typically used to gather 
word association data (e.g. [27, 28]). There is also a range 
of APIs and libraries that offer lexicographical information 
which could be accessed to retrieve, for example, lexical 
relations of a cue word, such as synonyms, antonyms or 
collocations or to check if a response to a cue falls into 
one of the mentioned categories as shown by Gaume et 
al [29]. Similarly, there are a range of implementations 
following Church and Hanks [30] that derive relative 
associative strength based on textual co-occurrence. 
This is useful, for example, to an Optical Character 
Recognition (OCR) software algorithm in deciding which 
of two or more possible forms is more likely correct in 
a certain context. An alternative approach is employed 
by De Deyne et al. [22], who provide a collection of R 
scripts that derive associative strengths based on large 
data sets of word-associations provided by humans 
rather than derived from textual data. The scripts 
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also facilitate visualisations, cue statistics, response 
chaining and other analysis tools at https://github.com/
SimonDeDeyne/SWOWEN-2018. Meara [13] mentions 
a web-based service, ‘WA_Sorter’, which sorts data 
into a format that lists responses in descending order 
of frequency under each cue word, thus facilitating 
a primary response analysis, but this tool seems no 
longer available. At present, word association analyses 
involving categorisations of cue-response pairs are still 
largely processed and analysed manually or with the 
help of general office applications like spreadsheets [19]. 
Especially when large amounts of data are processed 
in this way, this is not only highly work-intensive but 
also prone to errors, accidental data corruption and 
inconsistencies (‘error-prone and tedious’ according 
to Meara [13, p 159]). Inconsistencies can occur in the 
categorisation of cue-response pairs when identical pairs 
in the same data set receive different categorisations 
during data processing. Even if done consistently, 
keeping track of how identical cue-response pairs have 
been categorised manually adds significantly to the time 
required to score responses and derive results.

The Word Association Data Processor (WADP) 
was developed to address these difficulties, initially 
encountered in the course of a research project that 
required the processing of thousands of word association 
responses (https://www.alzheimers-brace.org/cardiff-
university-prof-alison-wray/). The WADP facilitates the 
efficient and consistent categorisation of cue-response 
pairs by providing a convenient interface for manual 
categorisation that presents cue-response pairs to raters 
though a text-based interface. Raters’ categorisations 
are automatically stored in a database and if an identical 
cue-response pair is encountered, the programme pulls 
the appropriate categorisation from the database, 
presenting only novel cue-response pairs to the rater. 
Pre-existing database files can also be used. Included in 
the WADP is a large database of previous categorisations 
by researchers at Cardiff University’s Centre for Language 
and Communication Research which can be used 
to substantially speed up the categorisation of cue-
response pair data sets that employ the categorisation 
scheme proposed by Fitzpatrick et al. [19] and (some 
of) the same cues as those contained in the database 
(see the software repository for full details). Because 
the correct categorisation of a given cue-response pair 
is not always clear, rigour and consistency is typically 
ensured by obtaining independent categorisations by 
at least two different raters and comparing the results 
[7, 19]. The WADP facilitates this by recording the ID 
of each rater against their categorisation in output 
and database files and by providing an administrator 
module which facilitates the comparison (and where 
required the resolution) of differences between two sets 
of categorisations. It is also possible to automatically 
calculate inter-rater agreement measures.

The approach taken in the WADP is to facilitate 
a manual categorisation (only repeats are scored 
automatically) rather than attempt to construct 
automatic categorisations of unseen cue-response pairs. 
Although such automation is feasible at least in part, 
each specific categorisation scheme employed in the 
field of word association research (and tweaks to existing 
schemes) would require a separate implementation 
whereas the WADP is entirely flexible with regard to 
categorisation schemes, thus making it easily adaptable 
for specific purposes (see the manual for how to adjust 
the categorisation scheme via two simple plain text 
edits in the code). Another important reason why 
automated categorisation is not pursued is that there 
is some evidence that different data sets may require 
different categorisation rules due to the sensitivity of 
word associations to demographic and other factors. 
For example, a response of ‘Tintern’ to the cue ‘Abbey’ 
would require a categorisation as erratic in most 
contexts, whereas in participants familiar with the South 
Wales locality, it should be categorised as a reversed 
syntagmatic combination (‘Tintern Abbey’ is a mediaeval 
ruin in the South Walian village of Tintern).

The featured automatic categorisation of repeats 
vastly increases the efficiency of manual classification: 
in a sample of 300 responses to each of 100 cues 
(30,000 cue-response pairs), on average less than a 
third of responses to each cue (31%, range: 13–53%) 
had to be manually categorised, the remainder being 
repeats of already categorised pairs. This figure did vary 
between individual cues, as the indicated range shows. 
Figure 1 plots the progressive percentage of response 
tokens to the cue ‘snap’ that required manual input as 
the categorisation progressed in successive blocks of 25 
cue-response tokens, based on data from 300 responses. 
Overall, 31% of response tokens to this cue required 
manual categorisation. As can be seen, among the first 
25 categorised cue-response pairs the rate of required 
manual categorisation already dropped to below 50%. 

Figure 1 Progressive rate of response tokens to cue ‘snap’ 
that required manual categorisation in a sample of 300, in 
successive blocks of 25 responses.

https://github.com/SimonDeDeyne/SWOWEN-2018
https://github.com/SimonDeDeyne/SWOWEN-2018
https://www.alzheimers-brace.org/cardiff-university-prof-alison-wray/
https://www.alzheimers-brace.org/cardiff-university-prof-alison-wray/
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Among cue-response tokens 25 to 50, the rate decreased 
further to well below 40% and this was followed by 
a broadly downward trajectory in each subsequent 
block of 25 cue-response tokens as fewer and fewer 
previously unseen cue-response pairs were encountered. 
Consequently, after the initial build-up of categorisations 
from zero, only rare and unusual responses require 
manual classification.

In addition to categorisation-related functions, the 
WADP automates the creation of three types of response 
profiles as detailed in the next section: category-based 
response profiles for individual participants, category-
based response profiles for individual cues, and primary 
response profiles by cue. The latter does not require 
previous categorisation as it is based on the most frequent 
response words themselves. Automatically created 
profiles can then be compared to other profiles, including 
reference profiles, or used as variables in other analyses.

Overall, the WADP offers functionality that significantly 
enhances word association data analysis in terms of 
efficiency, accuracy and consistency in categorisation 
and category-based profile creation, a use case that has 
up to now had to rely on error-prone manual or semi-
manual processing. The next section details the modular 
architecture of the WADP.

IMPLEMENTATION AND ARCHITECTURE
The WADP is implemented via a shell script written in Bash 
v. 3.2 and makes use of a terminal window to present a 
text-based, interactive user interface, allowing a clean 
and efficient user experience while making minimal 
demands in terms of compatible operating systems 
and hardware. The WADP’s architecture comprises three 
main modules that are accessible from a central menu.

Categoriser
The categoriser module manages the manual 
categorisation of cue-response pairs as well as the 
automatic categorisation of repeats or pairs that are 
already contained in an optionally supplied database file. 
The main categorisation interface is shown in Figure 2. 
The specific categorisation scheme is editable to fit any 
application. The categoriser takes as input a Comma-
Separated Values (CSV) file which contains cue words in 
the header row, followed by responses to the cues in the 
remaining rows. Optionally, the first column can contain 
participant IDs. No internal line breaks are allowed in 
CSV-fields, but otherwise the standard CSV format [31] 
is accepted. As shown in Figure 3, a database of existing 
categorisations can optionally be supplied as well. The 
plaintext format of the database file is documented in 

Figure 2 The main user interface of the categoriser module.
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the manual and can be manually edited, though this 
is not usually necessary. The output of the categoriser 
module consists of a database file (either new or an 
updated version of the input database file) and an output 
CSV file which is of the same format as the input CSV file, 
with a column inserted after each cue column that lists 
the category of cue-response association and a further 
column that lists the rater ID of the researcher who 
categorised each cue-response pair.

Reporter
The reporter module takes as input a categorised CSV file 
(the output file of the categoriser module) and produces 
one or more of four different reports or profiles: Individual 
response profiles list the frequencies of different cue-
response categories across all cues per input line (each 
input line typically corresponds to one participant) as 
a CSV file. Cue profiles list the category frequencies by 
cue rather than by participant. Primary response profiles 
(which do not require categorised input files and can 
also operate with the same input files as the categoriser 
module) produce a CSV file showing each response type 
and its frequency below each of the cue words. Finally, if 
an inter-rater agreement procedure (as outlined in the 
manual) was used to categorise input data, then an inter-
rater agreement report can be produced which shows 
the degree of agreement between raters. The input and 
output files of the reporter module are shows in Figure 4.

Administrator
The third module provides a range of administrative 
functions related to database files:

•	 turning a rated CSV file (produced as output of the 
categoriser module) into a database file

•	 producing a list of differences between two database 
files showing differences in cue words, in responses to 
cues (where cues are shared) and in categorisations 
of cue-response pairs (where cue-response pairs are 
shared across databases).

•	 combining two different database files into a single 
database file (if there are conflicts, the values of the 
first database file are used).

•	 combining two different database files, but where 
the two files contain conflicting information (such as 
alternative categorisations of the same cue-response 
pair), the user is given the option to prioritise the 
first or the second database file, to provide a new 
categorisation or to delete the entry from the 
combined database file.

The input and output files of the administrator module 
are shown in Figure 5.

QUALITY CONTROL
The WADP has been developed, tested, improved and 
used over successive research projects at the Centre 
for Language and Communication Research at Cardiff 

Figure 3 Input and output files of the categoriser module; optional 
files shown in dashed outline.

Figure 4 The input and output of the reporter module; optional files shown in dashed outline.

Figure 5 The input and output files of the administrator 
module; the choice of input and output files depends on the 
selected module function, but may include database files (db.
dat), a categorised list of cue-response pair types, and a list of 
differences between database files (diff-list.csv).
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University since 2014. Well over 60,000 cue-response 
pair tokens have been processed over this time and 
the resulting categorisation database file is distributed 
together with the WADP for use by other researchers.

Consequently, the WADP is now a mature tool that has 
benefited from the rigours of use and testing over many 
years and large amounts of processed data. The README 
file included with the software describes a series of tests 
to confirm the correct working of a particular installation 
of the software using test data.

(2) AVAILABILITY

OPERATING SYSTEM
Linux (tested: Ubuntu 20.04 LTS), macOS (tested: macOS 
11), Windows via WSL (tested: Windows 10 via WSL 
running Ubuntu 20.04 LTS).

PROGRAMMING LANGUAGE
Bash v3.2

ADDITIONAL SYSTEM REQUIREMENTS
none.

DEPENDENCIES
Under Microsoft Windows: Windows Subsystem for Linux 
(WSL) with Ubuntu.

LIST OF CONTRIBUTORS
none.

SOFTWARE LOCATION
Archive

Name: Zenodo
 Persistent identifier: http://doi.org/10.5281/zenodo. 
593662
Licence: EUPL v1.2 or later
Publisher: Andreas Buerki
Version published: 1.0
Date published: 12/09/21

Code repository (e.g. SourceForge, GitHub etc.) (required)
Name: GitHub
Identifier: https://github.com/buerki/WADP
Licence: EUPL v1.2 or later
Date published: 12/09/21

LANGUAGE
English

(3) REUSE POTENTIAL

The software can be used in any situation where word-
association data require categorisation and analysis to 

produce response profiles, and indeed in any task that 
requires the manual classification or categorisation 
of word pairs. Off the shelf, the WADP displays the 
categorisation scheme of [19] as shown in Figure 2 during 
the categorisation task. Other categorisation schemes 
can easily be substituted by editing a plain-text section 
of the programme as detailed in the included manual. 
Different schemes include e.g. [7]: Entity Features 
(e.g. giraffe → long neck), Situation Features (sofa → 
cat), Taxonomic Categories (including superordinates, 
subordinates, coordinates, etc.), Introspective Features 
(e.g. wasp → annoying) and Lexical Features (including 
orthographic similarity, e.g. wine → whine), all of which 
can easily be accommodated via a simple edit of the 
code.

As the software is licensed under an open-source 
licence, further adaptations are also possible. Feature 
requests and problems or issues can be submitted by 
raising an issue at the WADP’s GitHub repository. The 
distribution includes a detailed manual and links to 
video tutorials covering installation and use of the 
software.
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