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Abstract

Genotype-phenotype (G-P) analyses for complex morphological traits typically utilize simple, predetermined anatomical measures or
features derived via unsupervised dimension reduction techniques (e.g. principal component analysis (PCA) or eigen-shapes). Despite
the popularity of these approaches, they do not necessarily reveal axes of phenotypic variation that are genetically relevant. Therefore,
we introduce a framework to optimize phenotyping for G-P analyses, such as genome-wide association studies (GWAS) of common
variants or rare variant association studies (RVAS) of rare variants. Our strategy is two-fold: (i) we construct a multidimensional feature
space spanning a wide range of phenotypic variation, and (ii) within this feature space, we use an optimization algorithm to search
for directions or feature combinations that are genetically enriched. To test our approach, we examine human facial shape in the
context of GWAS and RVAS. In GWAS, we optimize for phenotypes exhibiting high heritability, estimated from either family data or
genomic relatedness measured in unrelated individuals. In RVAS, we optimize for the skewness of phenotype distributions, aiming to
detect commingled distributions that suggest single or few genomic loci with major effects. We compare our approach with eigen-
shapes as baseline in GWAS involving 8246 individuals of European ancestry and in gene-based tests of rare variants with a subset
of 1906 individuals. After applying linkage disequilibrium score regression to our GWAS results, heritability-enriched phenotypes
yielded the highest SNP heritability, followed by eigen-shapes, while commingling-based traits displayed the lowest SNP heritability.
Heritability-enriched phenotypes also exhibited higher discovery rates, identifying the same number of independent genomic loci as
eigen-shapes with a smaller effective number of traits. For RVAS, commingling-based traits resulted in more genes passing the exome-
wide significance threshold than eigen-shapes, while heritability-enriched phenotypes lead to only a few associations. Overall, our
results demonstrate that optimized phenotyping allows for the extraction of genetically relevant traits that can specifically enhance
discovery efforts of common and rare variants, as evidenced by their increased power in facial GWAS and RVAS.
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shape variation, reducing it to a limited set of sparse, predefined

Introduction metrics. They can also be difficult to acquire, as extensive clinical

Determining and measuring phenotypes is crucial for the success
of genotype-phenotype (G-P) analyses. Extracting complex
morphological traits is particularly challenging due to their
multivariate and multipartite nature. Traditional morphometric
approaches are widely used in G-P studies to analyze various
structures, such as the human face [1-11], limb, and skeleton
[12, 13]. These methods often rely on linear distances, distance
ratios, and angles between key points or anatomical landmarks.
Unfortunately, landmarks are often criticized for oversimplifying

or biological knowledge is needed to identify.

Alternative computational techniques like principal compo-
nent analysis (PCA) have been applied to structures such as
the human face [14-20], cranium, and brain [21-24] to address
these limitations in phenotype simplification. These data-driven
methods can extract comprehensive representations of three-
dimensional (3D) morphology without supervision or predefined
traits. PCA, for instance, involves decomposing high-dimensional
correlated facial data into fewer dimensions or principal
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Figure 1. Schematic of the phenotyping framework.

components (PCs), often referred to as “eigen-faces” or “eigen-
shapes” [25, 26]. These PCA-based features can capture nearly
all geometric shape variations and are highly effective when
analyzed in multivariate genome-wide association studies
(GWAS) [15]. However, the biological relevance of individual
components becomes questionable when treated independently,
as these features do not necessarily reflect the most genetically
relevant aspects of variation [20]. Some studies [14, 15, 24] have
used a fixed number of eigen-shapes as phenotypes for GWAS
based on their cumulative variance explained, whereas others [19,
27] have prioritized traits via heritability, only retaining the most
heritable eigen-shapes. Likewise, another study [28] introduced
a family-based design to generate sibling-shared phenotypes at
an individual level, as close phenotypic similarity among sibling
pairs suggests high heritability.

Moving beyond predefined measurements, unsupervised fea-
ture extraction, and phenotype selection, we introduce a novel,
genetically informed phenotyping method that optimizes pheno-
types at the population level. This approach was first explored
in our previous work [29], where its application was limited to
studies with family data availability and focused solely on iden-
tifying common genetic variants in GWAS. In the current work,
we have expanded this framework to be applicable not only to
family data but also to datasets that do not contain closely related
individuals. Moreover, this method can now be used for a wider
range of G-P analyses, enabling the detection of both common and
rare genetic variant associations. Our strategy, illustrated in Fig. 1,
is two-fold. First, we employ PCA to construct a lower-dimensional
feature space composed of a wide range of complex and multi-
dimensional shape variations. Second, we utilize a genetic algo-
rithm (GA), an optimization approach that mimics evolution [30],
to search for directions or traits in this feature space that are
genetically relevant. This approach is flexible and can be adapted
for various purposes, such as finding common genetic variants in
GWAS or rare variants in rare variant association studies (RVAS).

For GWAS, our method involves training a GA model to obtain
heritability-enriched phenotypes by identifying directions in fea-
ture space with high heritability. We explore two possibilities: (i)
GA-Family optimized traits: When family data is available, the objec-
tive function is based on family-based trait heritability, which can
be estimated using twin pairs, parent-offspring trios, or sibling
pairs. In this work, more explicitly, we use the dataset and a regres-
sion of offspring traits on parental traits from the work of Hoskens
et al. [28]; (i) GA-GREML optimized traits: This approach leverages
SNP genotypes from unrelated individuals, applying the Genomic
Relatedness Matrix Restricted Maximum Likelihood (GREML) [31,
32] method to estimate SNP heritability. The GA model evolves
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according to these estimates. The rationale behind this approach
is that variation with a strong genetic basis is likely to span
directions in the feature space with high heritability. Previous
studies [33-35] reveal varying heritability in PCs, suggesting the
untapped potential to identify more heritable axes.

For RVAS, the GA model optimizes the skewness of trait dis-
tributions as its objective, resulting in GA-Commingling optimized
traits. This is inspired by a commingling analysis, which fits dif-
ferent genetic models to observed phenotypic distributions. This
technique was commonly used in the pregenomic era to provide
preliminary evidence for a single or few genomic loci with a
major effect [36, 37]. Large-effect variants, often causative in rare
monogenic disorders or traits following Mendelian inheritance
patterns, are typically rare and identified through RVAS. In con-
trast, common variants with small individual effects cumula-
tively contribute to polygenic traits and are identified through
GWAS. Moreover, large-effect variants tend to produce commin-
gled (skewed) phenotypic distributions, as evidenced in traits such
as Lipoprotein (a) levels [38, 39]. Based on these insights, traits
with skewed distributions are expected to be enriched for less
common to rare variants with larger effects. While similar ideas
have been explored previously, especially in the pre-genomic era
working from phenotype data only, they have never been applied
in this specific manner, making our proposed commingling-based
optimization a particularly novel and promising contribution.

To validate our approach, we focus on human facial shape, a
complex trait strongly influenced by genetic factors [10, 18, 19,
33-35, 40-42] and for which we have extensive resources and
data available. We compare our proposed optimized phenotypes
against eigen-shapes in a facial GWAS involving 8246 individuals
of European ancestry and in exome-wide gene-based tests of rare
variants in a subset of 1906 individuals. Specifically, we evaluate
heritability and number of genetic signals identified by each phe-
notyping method. Our findings demonstrate that the data-driven
optimized phenotyping approach enhances genetic discovery for
facial shape in both GWAS and RVAS by extracting traits that
capture a richer set of genetically relevant information. More
broadly, we demonstrate how optimized phenotypes are a com-
pelling alternative to conventional phenotypes and underscore
that this framework can be generalized to other G-P association
analyses of complex morphological traits.

Results
Trait optimization and testing

To derive GA-Family optimized traits, we used two family-based
datasets and one larger dataset of unrelated individuals. The first
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Figure 2. Correlation of phenotypes.

was the Avon Longitudinal Study of Parents and their Children
(ALSPAC) dataset [43, 44], which includes 770 father-offspring
pairs with 3D facial images. The second was the Technopolis
dataset [28], consisting of 163 parent-offspring trios. Both family
datasets were aligned and integrated into the facial feature space
of a larger European cohort (EURO dataset) from [15], which
includes 8246 unrelated individuals. A summary of the datasets
and their respective analyses is provided in Supplementary File 2
and Supplementary Table S1.

In the first step, the ALSPAC dataset was used as a training
dataset to optimize traits. Multiple rounds of GA optimization
resulted in an increasing number of traits. Fig. 2 shows the rela-
tionship between the absolute number of traits (i.e. the number of
GA rounds) and the effective number of traits (see Supplementary
File 1, Section 3.1). This comparison highlights the correlation
among the optimized traits, and it is useful to contrast this with
the null correlation of principal components. Since PCA, by design,
constructs uncorrelated dimensions, the absolute and effective
number of traits are equal, represented by a diagonal line in Fig. 2.
The high correlation observed across multiple rounds of opti-
mization suggests that the process consistently reaches the same
global minimum or few local minima, producing very similar
traits each time. However, this repetition of the same traits is not
particularly useful. Therefore, to increase trait diversity, an addi-
tional constraint is introduced during consecutive runs (Methods
and Supplementary File 1, Implementation). This constraint mon-
itors the correlation with previously optimized traits and forces
new traits to exhibit low correlation with the others (see Fig. 2).
The GA-Family optimized traits from the unconstrained model
exhibited higher correlation, reducing the 70 absolute dimensions
to 14, while the constrained model resulted in 39 independent
dimensions. Therefore, in subsequent analyses, we consistently
use the GA-Family optimized traits from constrained models only.

Subsequently, we assessed the generalizability of the trained
model with increased trait diversity in the independent Technop-
olis dataset. Within both the training and test sets, the median
trait heritability was higher for GA-Family optimized traits
than for eigen-shapes (Fig. 3a). While the median heritability
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was statistically significantly different between the GA-Family
optimized traits and eigen-shapes in the test data (P =.0366 from
the Wilcoxon rank sum test for equal medians), the increase in
trait heritability appeared less pronounced than in the training
set. Detailed summary statistics and p-values are provided in
Supplementary File 2 and Supplementary Table S2. This modest
increase in the test data was not surprising, as heritability
estimates vary by population and sample, making generalization
difficult.

To derive GA-GREML optimized traits, we focused on the EURO
dataset only, for which both genotype and phenotype data were
available. More specifically this dataset consists of a US cohort
(n=4680), which was used for training, and a UK cohort (n = 3566),
which served as an independent test set. Much like GA-Family
optimized traits, multiple GA runs generated highly correlated
traits, imposing the need for an additional constraint to increase
trait diversity (Fig. 2). Compared to eigen-shapes, the median SNP-
heritability of GA-GREML optimized traits with increased diversity
was significantly higher in both the training and test sets, as
estimated using a GREML-based approach [45] (P =1.7922e-24
for training, P =.0157 for testing from the Wilcoxon rank-sum
test for equal medians). However, the relative increase was more
modest in the test set (Fig.3b and Supplementary File 2 and
Supplementary Table S2).

To derive GA-Commingling optimized traits, we again focused
on the EURO dataset and analyzed the phenotype distribution
along various directions in the feature space using a commin-
gling analysis. Interestingly, compared to previous cases, mul-
tiple GA runs produced a more diverse range of traits without
the need to impose additional constraints on trait correlation.
GA-Commingling optimized traits exhibited lower correlation,
resulting in 67 independent dimensions out of the original 70
(Fig. 2). This suggests that traits likely influenced by one or a
few loci with major effects result in the generation of multiple
local minima during optimization. As a result, random initial-
izations tend to converge on different local minima, enhancing
trait diversity. Thus, GA-Commingling traits are derived from
unconstrained models only in subsequent analyses. Similarly,
across both the training and test sets, the median skewness was
statistically significantly higher for GA-Commingling optimized
traits than for eigen-shapes (Fig. 3c and Supplementary File 2;
Supplementary Table S2).

Genome-wide association studies

We then evaluated our optimization pipeline in a genome-
wide association meta-analysis using the entire EURO dataset.
In the first instance, we performed linkage disequilibrium
score regression (LDSC) [46] on GWAS summary statistics to
estimate GWAS-based SNP heritability. Figure 4a illustrates how
the median LDSC-based heritability is significantly higher for
heritability-enriched phenotypes than for eigen-shapes (P-values
between 5.1421e-21 and 2.4826e-11 from the Wilcoxon rank-sum
test for equal medians). GA-GREML optimized traits exhibited the
highest heritability, followed by GA-Family optimized traits, with
eigen-shapes ranking third. Notably, GA-Commingling optimized
traits had the lowest median heritability, suggesting a diminished
contribution of common genetic effects. Detailed summary
statistics and p-values are available in Supplementary File 2 and
Supplementary Tables S3 and S4.

In a second instance, we investigated genetic discovery rates
across methods by enumerating the genomic loci associated with
different numbers of traits. Specifically, the number of traits
within the same phenotype category was incrementally enlarged
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Figure 5. Visualization of facial phenotypes.

and subjected to GWAS. After aggregating the number of iden-
tified loci across multiple univariate GWASs, we observed that
the number of identified loci generally increased with the effec-
tive number of traits (Fig. 4b). However, more importantly, the
heritability-enriched phenotypes exhibited the steepest slopes,
suggesting that fewer independent traits were needed to yield
more genomic loci. For example, the maximum number of sig-
nificant loci (n = 11) was obtained for GA-Family optimized traits
using only 39 independent traits, whereas eigen-shapes required
70 independent traits to reach the same number. GA-GREML opti-
mized traits identified a slightly lower maximum of significant
loci (n =10) with 40 independent traits. In contrast, the curve
resulting from GA-Commingling optimized traits situated lowest,
identifying the least genomic loci (n =5) when 67 independent
traits were considered.

Figure 4c shows the relationship between the total number of
genomic loci identified by GWAS and the amount of phenotypic
variance explained by different trait categories. Detailed numeri-
cal data underlying this figure can be found in the Supplementary
File 2 and Supplementary Table S5. The highest order GA-Family
and GA-GREML optimized traits clearly explained less phenotypic
variance than eigen-shapes, but again their slopes were much
steeper, indicating better GWAS discovery rates. For example, the
first GA-Family and GA-GREML optimized traits captured 3.8%
and 0.9% of shape variation, respectively, yet still identified one
and two significant genomic loci, respectively. By contrast, the
first eigen-shape captured 31.22% of shape variation but was not
significantly associated with any genomic loci. Only after consid-
ering the first six eigen-shapes, which in total explained 70.05%
of shape variation, were two independent genomic loci identi-
fied. Whereas the discovery rate for GA-Commingling optimized
traits fell between those of the eigen-shapes and the heritability-
enriched traits, the genetic discovery for eigen-shapes rapidly
increased after six traits and ultimately reached its limit at 50
eigen-shapes. In short, although the majority of the phenotypic
variance is explained by the highest order eigen-shapes, this vari-
ation is not necessarily correlated with the underlying genetics.
Figure 5 supports this finding through visualization of the facial
features, with all facial traits available online (Supplementary
data). While the phenotypes associated with the first few eigen-
shapes spanned the entire face, the heritability-enriched pheno-
types were more focused and localized to highly heritable regions,
like the nose and supraorbital ridge. Interestingly, despite being

C) GA-GREML
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optimized for different heritability measures, GA-Family and GA-
GREML optimized traits resulted in similar facial features.

Rare variant association studies

In a last experiment intended to identify rare variant associations
with facial phenotypes, we performed exome-wide gene-based
tests on the PITT cohort (n = 1906) using SKAT-O [47] implemented
in [48]. In Fig. 4d, GA-Commingling optimized traits resulted in
the highest number of significant genes at the exome-wide level
(n =15, P <3.16e-06), with two genes also meeting the more
stringent group-wide threshold adjusted for the effective number
of traits (P <4.72e-08, see Methods section). Following this, eigen-
shapes identified 11 genes at the exome-wide threshold and
2 genes at the group-wide threshold. In contrast, phenotypes
derived from GA-Family and GA-GREML identified 4 and 0 genes
at the exome-wide threshold, respectively.

Among the genes identified using GA-Commingling optimized
traits, two were previously associated with human syndromes
involving facial dysmorphic features, whereas none of the genes
identified by eigen-shapes were linked to any syndrome. One of
these genes, PTPN11 is implicated in LEOPARD syndrome [49-51]
and Noonan syndrome [52-54]. The associated phenotype high-
lighted the nasal, philtrum, and chin regions (Fig. 5d), which cor-
respond to typical facial features seen in Noonan syndrome [55].
Additionally, TCF12 is linked to syndromic forms of craniosynos-
tosis [56, 57] (corresponding trait shown in Fig. 5d). The complete
list of identified genes is provided in Supplementary File 2 and
Supplementary Table S6.

Discussion

In this work, we introduce an optimization-based phenotyping
framework designed to identify both common and rare genetic
influences on complex morphological traits, using facial shape
as a case example. Our methodology first uses PCA to construct
a low-dimensional feature space from 3D image data in which
shape variations are heterogeneous and multidimensional. After-
ward, we apply a genetic algorithm to scan this space for direc-
tions whose corresponding trait exhibits either high heritability or
skewness. As anticipated, heritability-enriched phenotypes exhib-
ited higher trait- and SNP-heritability than eigen-shapes. These
heritability-enriched phenotypes also identified the same number
of independent genomic loci with a lower effective number of
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traits than eigen-shapes. In contrast, when analyzing rare vari-
ants, commingling-based skewed traits yielded more genes pass-
ing the exome-wide significance threshold than eigen-shapes,
while heritability-enriched phenotypes resulted in very few asso-
clations. In summary, our proposed method represents a shift
away from subjective trait selection towards data-driven trait
optimization, where phenotypes are genetically informed and
tailored specifically for G-P association analyses.

While PCA remains a key technique for decomposing high-
dimensional data into fewer, more manageable latent variables,
the extracted features are based on statistics, not biology. This
brings into question their utility for GWAS, RVAS, and other genetic
investigations [58, 59]. Compared to the first few eigen-shapes,
heritability-enriched phenotypes identified more significantinde-
pendent genomic loci, despite explaining less phenotypic vari-
ation (Fig. 4c). In addition, the first few eigen-shapes are also
not the eigen-shapes resulting in rare variant associations as
shown in Supplementary Table S6. Because PCA seeks to maxi-
mize variance, and facial shape is a highly integrated structure,
eigen-shapes are constrained to a feature space dominated by
a few major directions with large eigenvalues. Importantly, the
construction of eigen-shapes is agnostic to both common and rare
variants, and when working with limited sample sizes, as in this
work, itis clear that optimized traits yield higher genetic discovery.
Future work and additional data, including larger sample sizes,
are needed to verify the genetic value of the initial eigen-shapes
and whether they are mainly environmentally determined. In
contrast, GA-optimized traits are not designed to maximize vari-
ance but instead prioritize localized phenotypes that are genet-
ically relevant. For instance, the first few eigen-shapes encom-
passed facial regions known to have stronger environmental con-
tributions (Fig. 5), such as the cheeks, mandible, and mouth, which
are influenced by factors like nutrition, aging, and oral function
[35, 40, 42]. By comparison, heritability-enriched traits targeted
smaller, highly heritable facial regions. Many heritability studies
have identified strong genetic influences predominantly in cen-
tral midfacial parameters, such as the prominence and height
of the nose and the upper lip philtrum length [35, 42, 60]. By
optimizing for heritability, these traits demonstrate substantial
genomic associations, leading to more effective identification of
genetic factors on facial shape.

Previous studies have explored the idea of scoring traits along
directions in PCA space, including GWASs on sibling-shared traits
[28] and syndrome-informed phenotypes [61]. Another study [20]
demonstrated that traits generated from random directions in
feature space offer a promising alternative to eigen-shapes in
GWAS, showing comparable median heritability and identifying
more genomic loci than the first few eigen-shapes. Building on
these findings, our previous work [29] took this further by imple-
menting an optimization approach. We initialized this approach
with a collection of random directions and later deployed a GA
to search this space for as many genetically enriched directions
as possible. In that prior work, the method was limited to stud-
ies with family data and focused solely on identifying common
genetic variants in GWAS. In the present study, we expanded the
framework to accommodate studies with both family data and
unrelated individuals, broadening its application to detect both
common and rare genetic variants. As anticipated, this method
reorganized the feature space and emphasized traits with pheno-
typic distributions characteristic of either common or rare genetic
effects. Given a limited number of dimensions, the heritability-
enriched traits were associated with more independent signifi-
cant loci than eigen-shapes. However, as the effective number

of traits increased, the GA-Family optimized traits and eigen-
shapes ultimately identified the same number of loci. Given that
the GA optimization relies on a predefined PCA space, future
work could investigate whether simultaneously constructing the
feature space and optimizing feature extraction enhances perfor-
mance.

Determining heritable traits through phenotypes alone (e.g.
twin and parent-offspring study designs) is a long-standing strat-
egy that predates the genomic era. These studies subjectively
select phenotypes and only use trait heritability post hoc to rank
traits [19, 27]. More biologically inspired approaches, like princi-
pal components of heritability (PCH) [62, 63], have managed to
capture family structure across traits by calculating linear com-
binations of traits that maximize heritability. However, the ability
of PCH to generalize to independent cohorts remains uncertain.
The fact that heritability estimates may not necessarily apply
across different populations in space or time (35, 64] is a general
concern across phenotype-driven heritability research. Indeed,
selecting phenotypes with a high trait heritability has been a
convenient approach over the past few decades, but it has not
necessarily resulted in convincing added value compared to other
phenotypes. A major advantage of the heritability-driven pheno-
type optimization pipeline presented here is the transferability of
heritable traits between populations or cohorts. We found that
both the GA-Family and GA-GREML optimized traits exhibited
high heritability in two independent cohorts and believe this is
due to the optimization instead of a simple selection of traits.

Because the availability of large-scale family-based data is
limited, we expanded on our approach by investigating the
use of GREML-based SNP-heritability estimates derived from
unrelated individuals. Like GA-Family optimized traits, our
results demonstrate that GA-GREML optimized traits exhibit
higher GREML-based heritability in both the training and an
independent testing cohort. Additionally, higher GREML-based
heritability, computed from population-level genetic similarity
estimates (i.e. GRM), translates to higher LDSC-based heritability
measures obtained from GWAS summary statistics. This clearly
demonstrates that optimizing for GREML-based heritability has a
favorable effect on GWAS outcomes. This extension also broadens
the applicability of our approach, as it eliminates the need for
family data, allowing researchers to use the same dataset for
both GWAS and phenotype extraction.

To expand our phenotyping approach for rare variant iden-
tification, we proposed commingling-based skewed phenotypes.
This method is inspired by a commingling analysis, where the
skewed distribution of phenotypes provides initial evidence for a
single or few genomic loci with a major effect [36, 37]. Despite
our limited sample size, which may not be adequately powered
for rare variant analysis, our results show that commingling-
based skewed phenotypes can detect more associations in gene-
based tests compared to eigen-shapes. Interestingly, even with the
small sample size, we identified two genes, PTPN11 and TCF12,
which are plausible given their associations with syndromes char-
acterized by craniofacial dysmorphism [49-54, 56, 57]. In future
studies, leveraging whole exome or whole genome sequencing
in larger samples may further validate the advantages of these
commingling-based traits.

In summary, our phenotype optimization framework offers
a way to a priori extract traits with high genetic and biological
relevance, as demonstrated by their increased discovery rates
in GWAS and RVAS. While we concentrated on individuals of
European ancestry, this methodology can be flexibly modified
for diverse populations and ancestries. Future research could
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investigate phenotypic heritability, GWAS, and RVAS for the
traits optimized in this work in more heterogeneous or admixed
cohorts. Our method also holds promise for investigating high-
dimensional representations (e.g. shape, form) of other anatomy,
as well as complex traits more generally. Additionally, the
optimization can be adapted for various purposes by altering
the GA objective function. For example, it could be customized for
trait extraction in family-based genomic designs using heritability
estimates derived from kinship matrices. Moreover, the approach
can be easily extended to twin-based studies, where heritability
estimates are typically higher than those observed in our study
[60], though not directly comparable due to differences in facial
traits (e.g. sparse anthropometric landmarks). Given the flexibility
of our method, we hope that future studies will apply it across
different datasets to derive traits and compare the genetic value
of these traits to advance the field’s overall understanding of trait
optimization.

Materials and Methods
Datasets

We employed three distinct datasets in this study (Supplementary
File 2; Supplementary Table S1; Supplementary File 3;
Supplementary Fig. S1):

(1) The ALSPAC father-offspring dataset is part of a UK-based
family cohort study [43, 44] and consists of 3D facial surface
scans, anthropometric measurements (e.g. weight, height),
self-reported demographic information (e.g. age, sex, ethnic-
ity), and family relationships. We only included individuals
of self-reported European ancestry with complete covariate
data and high-quality images. This resulted in 770 father-
offspring pairs. We obtained ethical approval for the current
study (B2409) from the ALSPAC Ethics and Law Committee
and the Local Research Ethics Committees. All participants
provided written informed consent.

(2) The Technopolis dataset [28] is from a Belgium-based family
study and contains 3D facial images for children, anthro-
pometric measurements (e.g. weight, height), and demo-
graphic information (e.g. age, sex, self-reported ancestry)
from surveys taken by parents. These data were processed
using the ALSPAC quality control pipeline, resulting in a
sample of 163 parent-offspring trios. We received ethical
approval from the Ethics Committee Research UZ/KU Leu-
ven (S56392: ML10285). Every participant provided written
informed consent. Parents also provided consent for children
under 18 years of age.

(3) The EURO dataset [15] (n =8246) includes unrelated indi-
viduals of European ancestry from population-based cohort
studies across the US (n =4680) and UK (n =3566). The US
sample is a combination of independent datasets from the
Pennsylvania State University (PSU, n =1990), Indiana Uni-
versity Indianapolis (IUI, n =784), and the 3D Facial Norms
cohort [65] at the University of Pittsburgh (PITT, n =1906).
All recruitment sites were granted approval by an insti-
tutional ethics committee, and every participant provided
written informed consent. The UK sample is again data
from the ALSPAC cohort [43, 44] acquired under a differ-
ent project number (B2261). We received ethical approval
from the ALSPAC Ethics and Law Committee and the Local
Research Ethics Committees. Along with the 3D images and
covariate information, we retrieved genotype data on indi-
vidual SNPs to complete GWASs of facial shape. Exome data
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were available for PITT samples, enabling RVAS. Details on
genotyping platforms, imputation, and quality control are in
[15]. Following imputation and quality control, the merged
dataset contained 7,417,619 SNPs for analysis.

3D facial image processing

We utilized the MeshMonk toolbox [66] to obtain spatially dense
quasi-landmark configurations for each facial scan. After quality
control, as in [15], we superimposed the 7160 quasi-landmarks
into a common shape space via generalized Procrustes analysis
(GPA). Next, the shapes were symmetrized and corrected for facial
size, weight, height, sex, age, age squared, and scanner using
partial least-squares regression (PLSR, function “plsregress” from
Matlab R2022b). We also adjusted for population structure in the
EURO datasets by including the first four genomic ancestry com-
ponents in the PLSR model. These ancestry components were cal-
culated using PCA on genome-wide SNP data (see Supplementary
Fig. S2 and Supplementary File 1). Note this differs from eigen-
shapes, which were derived from PCA on facial shape data.

Constructing a facial shape feature space

An individual face can be represented as a point or a vector in
a multivariate feature space (Fig. 1a). Shapes vary continuously
along the dimensions or axes of this space [67, 68]. While various
approaches can be used to construct a feature space, we employed
PCA, a common dimension reduction method for 3D facial shapes
[25, 69]. Initially, the landmark configurations were composed
as a 3D array of dimensions N (number of shapes) x L (7,160
quasi-landmarks) x 3 (x-, y-, and z-coordinates). We then mean-
centered and reshaped the data into a 2D matrix and applied low-
rank singular value decomposition (SVD). To retain components
whose encoded information was distinguishable from random
noise, we combined PCA with parallel analysis [70, 71], yielding 70
PCs (eigen-shapes) that explained 98.08% of facial shape variation,
representing each face as a 70-dimensional vector. This approach
was first applied to the EURO dataset due to its large sample size,
ensuring a feature space that captured diverse shape variations.
Both family datasets were then aligned and integrated into the
same space.

A genetic algorithm for phenotype optimization

In machine learning, a genetic algorithm (GA) is a popular opti-
mization method inspired by evolutionary processes. It mimics
Darwin’s principle of the survival of the fittest across a population
of individuals (i.e. a set of candidate solutions) that evolve from
one generation to the next [30]. Given a d-dimensional PCA space
as the feature space, single directions (i.e. linear combinations of
PCs), define distinct facial traits or multidimensional shape trans-
formations at the quasi-landmark level, onto which individual
faces can be projected and scored. The objective is to scan the
d-dimensional PCA space for p directions maximizing heritability
or skewness (p < d = 70). After simulating p populations repre-
senting potential directions or candidate solutions, we trained a
GA model on each population until convergence. The algorithm
follows a series of steps (pseudocode in Supplementary File 1):

(1) Initialization: An initial population Wf:,xog containing m ran-

dom directions in PCA space is created. Every direction is
represented by a d-dimensional vector, or a random linear
combination of PCs, that encodes unique features of the face.
Individuals are scored along these directions using the cosine
angle, which is the angle between the direction vector and
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their vector. This angle is a univariate trait score indicating
the absence or presence of a particular trait. Individual PCs
are also retained for comparison with the optimized pheno-
types because they define their own directions or facial traits
(i.e. eigen-shapes) in PCA space.

(2) Evaluation: Directions are evaluated with an objective
function (i.e. fitness in the context of evolutionary biology),
defined as heritability or skewness (details in the next
section). This “fitness” function determines which directions
are selected and reproduced in each generation, thereby
guiding the evolution of the GA model.

(3) Selection: The elites, or top t% of the population, are defined
according to their “fitness” and retained for the next genera-
tion.

(4) Reproduction: Parent directions are mutated to generate
new, diverse directions for further exploration. A total of
(1 —t) x m mutated directions are kept, with directions of
higher “fitness” having a greater probability of being selected
for the next generation. By the g™ generation, the population
Wg'xgg comprises both elite and mutated directions, while the
total population size remains the same.

(5) Constraint: A correlation constraint is applied to current
directions to ensure that subsequent directions are suf-
ficiently distinct from those already optimized, thereby
avoiding redundancy across multiple GA iterations. More
specifically, directions are retained based on their mean

correlations with the best directions B(,_;),q from the

previous generation, (ngA,B@_l)xd) < threshold, ensuring

the correlations are below a predetermined threshold. While
constraints are atypical for GAs, this helped introduce trait
diversity.

(6) Termination: The algorithm continues until the maximum
number of user-defined generations is reached.

By iteratively applying the above steps, the GA methodically
searches the facial feature space and progressively evolves direc-
tions or traits toward higher “fitness” values. We developed two
distinct phenotyping approaches based on distinct “fitness” val-
ues to more effectively identify common genetic variants and
rare variants associated with facial shape phenotypes. In the
first approach, we hypothesize that heritability-enriched phe-
notypes reflect the contributions of common variants. In the
second approach, we explore commingling-based skewed pheno-
types suited to capture the contribution of rare variants. Further
implementation details are provided in Supplementary File 1.

Heritability-enriched phenotypes

In the first approach, we trained a GA model to identify directions
in feature space that maximize heritability. Heritability refers to
the proportion of phenotypic variation explained by genetic vari-
ation [72]. Common methods for estimating heritability include
(i) family-based designs without genetic data and (i) molecular
genomic designs, which can be either family-based or based on
unrelated individuals [64, 73, 74]. Accordingly, we developed two
variants of GA models to obtain heritability-enriched phenotypes.

With family image data available, the objective function was
defined as family-based trait heritability. This heritability quan-
tifies the degree to which genetic factors influence variation in
a specific trait among individuals within a family, and it can
be estimated via the regression of offspring on parents [28, 75].
Specifically, we linearly regressed (function “regstats” from Matlab
2022b) the trait scores of children on the corresponding trait
scores of their parents and used the R-squared (R?), or heritability

estimate, to guide the evolution of the model (referred to as
GA-Family). For one-parent one-offspring designs, the regression
coefficients can be multiplied by two to estimate the heritability
[75].

The SNP-based heritability-enriched phenotypes followed a
similar logic, but instead of leveraging family phenotypic data to
estimate trait heritability, we used SNP genotypes from unrelated
individuals to estimate SNP heritability. The method employed
here, GREML [31, 32], is based on the principle that genetically
more related individuals exhibit greater phenotypic similarity
within a population of unrelated people. This approach involves
building a genetic relationship matrix (GRM), which captures the
magnitude of relatedness between all pairs of individuals. The
extent to which the GRM can predict similar phenotypes reflects
the level of heritability. Several software tools are available to
implement GREML [45, 76, 77]. We applied the approach described
in [45], specifically the SNPIib toolbox, which is an open-source, in-
house Matlab library that was easily integrated with the Matlab-
based GA model training (referred to as the GA-GREML). Note that
in practice such approaches also allow the inclusion of related
individuals, but this was not the case in this work.

Commingling-based skewed phenotypes

In the second approach, we proposed a commingling-based
strategy to account for a complementary portion of heritability
attributed to rare variant effects. A commingling analysis
provides preliminary evidence for the presence of one or a
few genomic loci with a large effect by evaluating whether the
observed distribution of a quantitative trait is better characterized
by a single normal distribution or a combination of normal
distributions [36, 37]. Moreover, the distribution skewness is an
indicator of commingled distributions [36] that is fast and easy
to compute. This makes it an interesting objective function in GA
optimization. At each iteration, we evaluated the Pearson median
skewness [78, 79], defined as %, and used it to direct
the search of the GA-Commingling optimized traits.

Genome-wide association meta-analysis

We performed GWASs on our univariate traits in the UK and
US cohorts separately using linear regression (function “regstats”
from Matlab 2022b) and additive genotype coding for SNPs (0,
1, 2). Prior to GWAS, we corrected both the independent (SNP)
and dependent (facial shape) variables for sex, age, age squared,
height, weight, facial size, and camera system with PLSR. We
also included the first four genomic ancestry components in
the PLSR model to adjust for population structure (details in
Supplementary File 1). Next, effect size and standard error esti-
mates were obtained from the US and UK cohort regressions, then
meta-analyzed with the inverse-variance weighted method [80].
Finally, we computed meta p-values with a two-tailed test.

To evaluate the GWAS discovery rates across all facial trait
categories, we summed the number of genomic loci associated
with traits of the same type (e.g. a group of traits optimized with
the same objective function). This involved gradually increas-
ing the absolute number of traits (p) included in the GWAS,
then aggregating the univariate GWASs within each category
using Tippet’s minimal-p meta-approach [81]. The lowest P-value
for each SNP was retained. We sampled a wide range of traits
(e.g. from 1 to the total number of PCs, namely 1, 6, 10, 20, 30,
40, 50, and 70) to interrogate the discovery rate under different
scenarios.
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To account for multiple testing, we estimated the number
of independent traits in each group, defined here as the effec-
tive number of traits. While in PCA this was equivalent to the
number of PCs because the derived univariate features were
completely uncorrelated, the effective number of traits across
all other approaches was calculated via permutation, according
to the protocol of Kanai et al. [82] (see Supplementary File 1).
We implemented a group-wide significance threshold (P <5e-8
divided by the effect number of traits) as opposed to a genome-
wide significance threshold [83] (P < 5e-8) after this correction.

We utilized LDSC [46] to estimate SNP heritability and measure
potential confounding bias. To identify genomic loci, we adhered
to the procedures described in [20] (details in Supplementary
File 1). While the PCA-based traits (eigen-shapes) were ordered
according to their variance explained, the constrained GA traits
were ordered according to the correlation constraint across multi-
ple optimization rounds. The unconstrained GA traits, by contrast,
are not presented in any order. Therefore, we generated results
from random samples of traits by selecting a random number of
traits, identifying loci associated with these traits, and repeating
this procedure 10 times.

Exome-wide rare variant association analysis

We conducted RVAS in the PITT sample (n =1906), which con-
tained both facial images and exome data, to investigate rare
variant discovery rates. Variants with a minor allele frequency
below 0.01 were assigned to their respective genes, and those
containing two or more variants were subjected to association
scans. Here, we used the rvtests software (https://github.com/
zhanxw/rvtests) [48] to implement SKAT-O [47], a method that
combines sequence kernel association tests and burden tests.
We analyzed 79 605 variants distributed across 15 804 genes,
with 12 841 genes containing at least two variants. The exome-
wide significance threshold was established at P <3.16e-06 (i.e.
P <0.05/15,804). The total absolute number of traits was fixed at
70 for all methods. The group-wide significance thresholds were
calculated as P < 3.16e-06 divided by the effective number of traits
within a group of traits. Specifically, for PCA with 70 traits, the
threshold was P <4.52e-08; for GA-Commingling with 67 traits,
the threshold was P <4.72e-08; for GA-GREML with 40 traits, the
threshold was P <7.91e-08; and for GA-Family with 39 traits, the
threshold was P < 8.11e-08.

Phenotypic variation explained by facial traits

We regressed the original 3D quasi-landmark configurations
on our facial traits, either selected or optimized, using PLSR
to quantify the amount of phenotypic variation explained by
these derived traits. The sum of the variances across every PLS
component is the total variance explained.

Key Points

e Accurate phenotype measurement is crucial for success-
ful genotype-phenotype analysis.

e Machine learning advancements offer potential for opti-
mizing phenotyping workflows.

e GA-optimized phenotyping enables the extraction of
genetically relevant traits in a supervised manner.

e Extensive evaluations demonstrated that optimized
phenotyping enhances the discovery of both common
and rare genetic variants, and the results are biologically
meaningful.
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Data availability

The genotype data of the 3DFN dataset are accessible via the
dbGaP controlled access repository (http://www.ncbi.nlm.nih.
gov/gap) at accession number phs000949.v1. pl. The phenotype
data, represented as 3D facial surface in .obj format, are available
through the FaceBase Consortium (https://www.facebase.org)
at accession number FB0O0000491.01. Access to these 3D facial
surface models requires proper institutional ethics approval
and approval from the FaceBase data access committee. The
participants making up the Technopolis dataset, Penn State
University (PSU) and Indiana University Indianapolis (IUI)
datasets were not collected with broad data sharing consent.
Given the highly identifiable nature of both facial and genomic
information and unresolved issues regarding risks to participants
of reidentification, participants were not consented for inclusion
in public repositories or the posting of individual data. This
restriction is not because of any personal or commercial interests.
Further information about access to the raw 3D facial images
and/or genomic data can be obtained from the respective ethics
committees; the Ethics Committee Research UZ/KU Leuven
(ec@uzleuven.be), the PSU IRB (IRB-ORP@psu.edu), and the IUI
IRB (irb@iu.edu) for the Technopolis, PSU and IUI datasets,
respectively. For the ALSPAC (UK) data, please note that the
study website contains details of all the data that is available
through a fully searchable data dictionary and variable search
tool (http://www.bristol.ac.uk/alspac/researchers/our-data/).
Genome wide genotyping data was generated by Sample Logistics
and Genotyping Facilities at Welcome Sanger Institute and
LabCorp (Laboratory Corporation of America) using support from
23andMe.

Code availability

The analyses in this work were based on functions in MALAB
R2022b, MeshMonk v0.0.6, LDSC v.1.0.1. KU Leuven provides the
MeshMonk v.0.0.6 spatially dense facial-mapping software, free
to use for academic purposes (https://github.com/TheWebMonks/
meshmonk). Scripts for replicating and training the GA model are
available online (https://doi.org/10.6084/m9.figshare.27175998).
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