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Large eddy simulation of three-dimensional vortex structures in cnoidal waves
over a submerged step
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ABSTRACT
A three-dimensional (3D)numericalwave tankbasedon largeeddy simulations (LES) is employed
to study the interaction of a submerged rectangular step with periodic waves in shallow water
depths, with a good agreement with experimental measurements. The effect of step height is
studied in terms of wave elevations, vorticity field and 3D vortical structures. The shallow and
intermediate cases have limited effect on the water surface fluctuations both upstream and
downstream from the structure whereas a dominant wave–structure interaction is observed
in the steep case, resulting in wave breaking downstream from the step. The effect of step
height variation on 3D vortical structures is also investigated in detail and results suggest that
three dimensionality is almost negligible in the shallower step whereas in the remaining cases,
dominant 3D effects are formed generating discontinuities in the primary spanwise eddies and
forming small billows with zero spanwise vorticity interacting with the floor bed, the structure
and the water surface.

ARTICLE HISTORY
Received 9 September 2024
Accepted 28 February 2025

KEYWORDS
cnoidal waves; large eddy
simulations; numerical wave
tank; submerged step;
wave–structure interaction;
vortex generation

1. Introduction

Breakwaters are installed and operated at shallow water
depths close to the coastline with high human and
ecological activity. In submerged breakwaters, waves
are effectively dissipated, protecting the coastline from
extreme wave conditions, minimizing negative ecolog-
ical impact and reducing visual pollution.

The increasing recurrence of extreme wave condi-
tions due to global warming, the effort towards sus-
tainability together with the negative impact of large
inland power plants have led to the increasing demand
for further offshore energy exploitation and more cost-
effective and durable offshore and coastal structures.
Researchers have conducted numerical and experimen-
tal studies to study the interaction of realistic sea con-
ditions with offshore structures in an attempt to analyse
and understand the local hydrodynamics involved and
how these affect the functionality and durability of the
structure under test. Martins et al. (2009) provided an
extensive report on the effect of near-coast structures
and breakwaters on the local environment, suggesting
that anthropogenic activities can have important eco-
logical as well as energetic consequences for the func-
tioning of the local ecosystem.Kramer et al. (2005) con-
ducted small and large scale experiments with waves
propagating over low-crested structures, and measured
wave elevations as well as the local velocity fields used
to study the structures’ efficiency and its impact on the
surrounding ecological environment. Similarly, Chang

et al. (2001) carried out experiments on a solitary
wave propagating over a submerged step where the
local velocity and vorticity field were recorded, and
extended their study later in Chang et al. (2005) where
the step was set under the action of periodic cnoidal
waves. Christou et al. (2008) conducted experiments
on periodic nonlinear waves propagating over a step
at various wave steepness to investigate the effect of
step’s size and geometry on reflected waves. In the
same study simulations based on the boundary ele-
ment method (BEM) were conducted and results were
compared with the experimental measurements. Ting
et al. (2016) ran a series of experiments of differentwave
conditions propagating over a step with various heights
and widths. Water surface variations in time and space
were recorded and conclusions on the effect of vari-
ous geometrical parameters were made. For example,
they found that the ratio of submergence depth to
water depth is most important in generating higher
harmonic fluctuations while the width of the step has
almost zero effect. Brocchini et al. (2022) carried out
particle tracking velocimetry (PTV) measurements to
study the interaction between counter-rotating vortices
generated by wave breaking and bed discontinuity.

Numerical methods have also been employed to
investigate similar problems. Ning et al. (2008) used
a higher order boundary element model (HOBEM) to
generate realistic wave conditions inside a tank whereas
Liu et al. (2009) utilized the desingularized boundary
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integral equation Method (DBIEM) both based on the
potential flow theory to simulate the progression of
waves inside a tank. Additionally, Agarwal et al. (2022)
and Liu and Wang (2020) employed a numerical
wave tank based on the particle method to simu-
late wave–structure interaction, while a Lagrangian-
based numerical model (Buldakov et al., 2019; Chen
et al., 2019) was employed to simulate the generation of
extreme wave groups and the interaction of waves with
piercing structures and depth-varying currents.

Improvement in computational resources favoured
the utilization of the Navier–Stokes (NS) equations to
develop computational fluid dynamics (CFD) based
numerical wave tanks to investigate wave–structure
interactions and perform a detailed analysis of the
turbulent flow structure evolution and local hydrody-
namic characteristics. The volume-average Reynolds-
averagedNavier–Stokes (RANS)methodwas employed
by Lara et al. (2008), in which experimental measure-
ments were used to validate the model followed by sim-
ulations to examine the interaction of waves with low-
mound breakwaters. Similarly, a large eddy simulation
(LES) based numerical wave tank (NWT) was devel-
oped in Xie et al. (2020) based on the volume-of-fluid
(VOF) method and the Cartesian cut-cell method to
represent solid structures inside a numerical tank inter-
acting with various wave conditions. Additionally Hur
et al. (2012) performed investigations of submerged
dual breakwaters interacting with incoming waves, uti-
lizing the LES method. Similarly, the LES method
coupled with the VOF method was also employed in
Chu et al. (2022) to calculate the forces acting on
submerged decks, while validations were performed
based on experiments conducted in the same study.
In addition to the experiments in Chang et al. (2005),
simulations were conducted using the open-source
OpenFOAM software to investigate the formation of
rotational flow structure near a submerged step using
the RANS method.

In the past, some researchers have conducted
numerical simulations to investigate the interaction of
waves with submerged rectangular obstacles. Tripepi
et al. (2020) conducted experiments and simulations
of a solitary wave propagating over a square barrier.
A smoothed-particle hydrodynamics (SPH) model was
employed to calculate the water surface evolution and
the forces acting on the structure and results were vali-
dated against experimental data. Additionally, the local
flow was studied in terms of vortex shedding near the
rectangular step during the progression of the solitary
wave. Lin and Huang (2010) employed a numerical
model based on the Lagrangian method to investigate
the vortex shedding of a solitary wave propagating
over a submerged step on a two-dimensional frame-
work and studied the effect of wave height on eddy
formation. Similarly, Lin (2004) studied the interaction
of a two-dimensional solitary wave with a submerged

step using the energy integral equation to investigate
the wave reflection transmission and dissipation of
the water surface based on several wave heights. The
oscillating flow imposed by periodic waves generates
local complex flow characteristics not being observed
in solitary wave flows. For example, Hsu et al. (2004)
employed the RANS method to simulate the progres-
sion of waves over double-submerged breakwaters. In
the same study, the generation and dissipation of vor-
tical structures near the submerged steps were under
investigation in a two-dimensional numerical domain.
Additionally, a two-dimensional Helmholtz decompo-
sition method was employed in Lin and Huang (2009)
to simulate the interaction of waves with submerged
structures. In the same study, the authors investigated
the local flow field in terms of velocity vector field and
contours of the vortex shedding near the edges of a
submerged rectangular step. Chang et al. (2005) con-
ducted experiments and simulations of cnoidal waves
propagating over a rectangular submerged step. In their
study, the authors employed a two-dimensional numer-
ical wave tank based on the RANS method and studied
the local velocity field and vortex formation. Over-
all, studies published in the past examined the effect
of linear and nonlinear waves past submerged struc-
tures based on various numerical techniques. However,
most of the studies did not take into account the three-
dimensionality of the problem. The majority of the
studies adopted simplified numerical models and did
not report on the detailed flow field evolution near the
structure.

The objective of this study is to use LES to study the
local vorticity field, free surface dynamics and three-
dimensionality effects near a submerged step of vari-
ous heights under the action of cnoidal waves in shal-
low water depths. These have rarely been investigated
in the literature and are different from single deep-
water breaking waves in a periodic domain (Mostert
et al., 2022). The above objectives are to be resolved
based on the LES method in an attempt to improve our
understanding of the effect of turbulent flow structures
in such wave–structure interaction applications in var-
ious aspects such as in wave damping, wave breaking,
three-dimensional effects and seabed sediment trans-
port which will lead to improved offshore structures
such as wave breakers and wave energy converters.
In the remaining text, the numerical background of
the current NWT is briefly described in Section 2.
In Section 3 the simulations conducted to investigate
the current problem are described including valida-
tions based on a previous experimental study followed
by discussions of results of water surface fluctuations,
local vorticity field and three-dimensional represen-
tation of rotational flow structures. Lastly, Section 4
summarizes the conclusions based on the current sim-
ulations and emphasizes the effect of step height in such
applications.
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2. Large eddy simulations

2.1. Flow solver

The three-dimensional numerical wave tank, referred
to as Hydro3D-NWT (Christou, Stoesser, et al., 2021),
is employed to simulate the interaction of cnoidal waves
with a submerged step. The accuracy of the code has
been examined in previously published studies for var-
ious offshore and coastal applications such as regu-
lar waves over bars and solitary waves over thin flat
plates (Christou et al., 2020; Christou, Xie, et al., 2021).
The current code solves the spatial filtered incompress-
ible Navier–Stokes equations using the method of large
eddy simulations (Cevheri et al., 2016; Fraga et al., 2016;
Stoesser et al., 2015) on a uniform Cartesian grid as:

∂ūi
∂xi

= 0 (1)

∂ūi
∂t

+ ∂ūiūj
∂xj

= − 1
ρ

∂ p̄
∂xi

+ ∂

∂xj

(
ν
∂ūi
∂xj

)

− ∂τ SGSij

∂xj
+ fi + gi + Fsfi (2)

where the bar (¯) represents spatial filtered variables. ūi
is the velocity field in xi direction, p̄ the pressure field
and ρ and ν are the fluid density and kinematic viscos-
ity, respectively. gi is the external force due to gravity, F

sf
i

is the surface tension force and fi is the force imposed
on fluid cells to enforce a no-slip boundary condition
on solid structures. This is achieved using the immersed
boundary (IB)method fromUhlmann (2005). The spa-
tial derivatives in Equations (1) and (2) are solved
using finite difference schemes. For example, 4th-order
central differences are used for the convective terms
whereas 2nd-order central differences are employed
for the diffusive terms. The Navier–Stokes equations
are solved using the fractional step method as in
Chorin (1968) coupled with a 3rd-order Runge–Kutta
scheme. In LES, small flow structures greater than the
cutoff wavelength kcutoff are modelled using an eddy
viscosity νt model and as a result the term τ SGSij , also
referred to as the sub-grid scale (SGS) tensor, appears in
the above equations. The dissipative effect of such small
scale flow structures is modelled in this study using the
wall adapting local eddy (WALE) model presented in
Nicoud and Ducros (1999) and employed as follows:

νt = (Cw�)2
(SdijS

d
ij)

3/2

(S̄ijS̄ij)5/2 + (SdijS
d
ij)

5/4
(3)

where Cw is a constant set to Cw = 0.46 and� the filter
size which in this study is set to� = (dx dy dz)1/3. The
eddy viscosity is calculated using the resolved velocity
field tensor ḡij = ∂ ūi

∂xj as:

S̄ij = 1
2

(
∂ūi
∂xj

+ ∂ūj
∂xi

)
(4)

and

Sdij = 1
2
(ḡ2ij + ḡ2ji) − 1

3
δijḡ2kk (5)

where ḡ2ij = ḡikḡkj. Finally, the total fluid viscosity is
updated utilizing the eddy viscosity and fluid viscosity
as νT = ν + νt .

2.2. Free-surface

To simulate multi-phase applications the level-set
method (LSM) proposed by Osher and Sethian (1988)
is adopted to capture the interface between the two
phases. In this method, a signed distance function φ is
defined throughout the domain as:

φ(x, t)

⎧⎪⎨
⎪⎩

< 0, if x ∈ 	gas

= 0, if x ∈ 


> 0, if x ∈ 	liquid

(6)

where negative φ values denote grid cells in air, posi-
tive values are grid cells in water and cells with zero
φ values draw the interface of the two. Originally, φ

is the distance measured from the fluid cell’s centre to
the water surface and is initialized to still water con-
ditions. A Heaviside function H(φ) is defined based
on Equation (7) near the water surface inside a layer
of 2ε, where ε = 2max(dx, dy, dz) to avoid disconti-
nuities from sharp gradients of the fluid density and
viscosity, which are then updated as:

H(φ)

⎧⎪⎪⎨
⎪⎪⎩

= 0, if φ < −ε

= 1
2

(
1 + φ

ε + 1
π sin πφ

ε

)
, if |φ| ≤ ε

= 1, if φ > ε

(7)

ρ(φ) = ρg + (ρl − ρg)H(φ)

ν(φ) = νg + (νl − νg)H(φ) (8)

The new location of the water surface is calculated
based on the velocity field at previous time steps by solv-
ing the following advection equation using a 5th-order
weighted essentially non-oscillatory (WENO) scheme
for spatial derivatives followed by a re-initialization
technique as in Sussman et al. (1994):

∂φ

∂t
+ ui

∂φ

∂xi
= 0 (9)

2.3. Numerical wave tank

In this study, waves are generated in the west bound-
ary (inlet) using Dirichlet boundary conditions based
on the kinematics obtained from analytical solutions
of various wave theories. The current NWT can gen-
erate nonlinear waves of up to 5th-order Stoke wave
theory, focused waves, cnoidal and solitary waves. For
the generation of cnoidal waves, wave elevations and
the wave-induced velocities from Wiegel (1960) are
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imposed at the inlet boundary. For example, the water
surface is initialized and set every time step according
to the following:

φ

⎧⎪⎨
⎪⎩

= |zc − η|, if zc < η

= −|zc − η|, if zc > η

= 0, if zc = η

(10)

where zc is the vertical coordinate at the centre of the
grid cell and n is the water surface elevation with n = 0
at still water level.

Waves are absorbed in the east boundary using the
relaxation method proposed by Mayer et al. (1998),
also referred to as numerical beach, similar to physi-
cal wave flumes. Absorbing incident waves is crucial in
such applications since potential reflected waves inter-
acting with incident waves will alter the wave condi-
tions and affect the results for the overall case. Based
on the method employed here, the water surface and
velocity field are gradually set to still water conditions
over a relaxation zone, usually two wavelengths long,
implemented as:


(X) = 1 − eXR − 1
e − 1

, X = x − xs
xe − xs

= [0, 1] (11)

where 
(X) is the damping function, R a constant set
to R = 3.5 where xs and xe are the horizontal coor-
dinates of the relaxation zone’s starting and ending
points, respectively. The water surface, in terms of the
signed distance function φ, and the velocity compo-
nents are gradually set to the targeted value (in this case
φtarget = 0 at z = d and ui = 0.0) as:

φ = (1 − 
(X))φtarget + 
(X)φcomputed (12)

ui = (1 − 
(X))uitarget + 
(X)uicomputed (13)

The above method has been examined in a previous
study by Christou, Stoesser, et al. (2021) where steep
waves were generated inside a numerical tank for a long
period and the wave elevation in space and time was
plotted and compared with analytical solutions.

2.4. Surface tension

Continuum surface force (CSF) model
To study wave–structure interaction problems, a sur-
face tension model is employed to accurately simu-
late wave breaking, air entrainment and the forma-
tion of small bubbles and droplets. For this reason, a
continuum surface force model described in Sussman
et al. (1994) has been implemented in Hydro3D-NWT.
In CSF models the surface tension force Fsfi is defined
as follows:

Fsfi = σkδ(φ)ni (14)

where σ is the surface tension coefficient, k the cur-
vature of the water surface and δ(φ) a modified delta

function similar to Equation (7) to smooth the surface
force across the transition zone throughout the water
surface. Here k, ni and δ(φ) are calculated using the
signed distance function φ from LSM, according to the
following equations:

k = −∇ni, ni = ∇φ

|φ| (15)

and

δ(φ)

{
= 1

2

(
1 + cos πφ

ε

)
, if |φ| < ε

= 0, if else
(16)

ε is the extension of the transition zone at each phase
and has the same length as in Equation (7). A modified
method for calculating the surface tension is adopted
in the current code based on a density-scaled, delta
function δscaling (Yokoi et al., 2016). This method shifts
the delta function towards the higher-density fluid and
improves the stability of the model.

Fsfi = σkδscaling(φ)ni, δscaling = 2H(φ)δ(φ) (17)

The derivatives of φ in Equation (15) are calculated
based on 2nd-order central differences at the centre of
the cell where k, ni and δ(φ) are also defined. Simple
interpolation is then used to calculate these values at
the faces of the cell.

3. Cnoidal waves over a submerged step

In this section, the results obtained from simulations
of cnoidal waves propagating over a rectangular step in
shallow water depth are reported. First, the experimen-
tal study conducted by Chang et al. (2005) is simulated
to examine the capability of the code in reproducing
accurate wave-structure interactions in shallow water
depths. Then in the following sections, a detailed rep-
resentation of the effect of various step heights on local
hydrodynamics such as instant vorticity and vorticity
magnitude as well as three-dimensional turbulent flow
structures is discussed.

3.1. Computational setup

Figure 1 shows a 25.6m long, 0.48m deep and
0.6m wide numerical wave tank utilized to simu-
late cnoidal waves of wave height H/d = 0.15, wave
period T = 2.0 s and wavelength L/d = 12.375, where
d = 0.24m is the still water level, propagate over a rect-
angular step. The submerged step is fixed at x = 12.6m
from the wave maker with a total length of A = 0.4m
extending throughout the total width of the domain.
In the experiments two step heights (D) were con-
sidered, D/d = 0.25 and D/d = 0.5; however, here an
additional step height of D/d = 0.75 is considered to
investigate the effect of a structure located very close to
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Figure 1. A schematic diagram of the numerical domain. (a) 3D representation (b) side view and (c) top view.

Table 1. Boundary conditions.

West East Top Bottom South/north

ūi Dirichlet Relaxation zone/Neumann Free-slip No-slip Free-slip
p̄ Neumann Neumann Neumann Neumann Neumann
φ Dirichlet Relaxation zone/Neumann Neumann Neumann Neumann

the water surface. Three wave gauges are aligned over
the centreline of the tank to record the water surface
fluctuations upstream and downstream from the sub-
merged step at x = 4.8m (WG1), x = 13.15m (WG2)
and x = 14.5m (WG3).

Table 1 lists the boundary conditions employed
to simulate the current problem in which west and
east boundaries serve as a wave maker and numer-
ical beach, respectively, while a Neumann condi-
tion is set for the filtered pressure field in all
boundaries. The following simulations are conducted
using a fine uniform grid of dx = dy = 0.003m and
dz = 0.0015m (or dx/d = dy/d = 0.0125 and dz/d =
0.00625) resulting in Ntot = 400 × 106 grid cells and
fixed time step of dt = 0.0005 s to ensure that the
Courant–Friedrichs–Lewy (CFL) number is always less
than 0.2 (CFL ≤ 0.2). Waves are generated for around
22 s and the first four waves are ignored from the fol-
lowing figures to ensure that the waves and the near-
structure flow field are fully developed. The domain is
divided into 128 sub-domains and memory is shared
between blocks by Message Passing Interface (MPI).
For each case of the following section, 128 CPUs are
used and the computational time needed to simulate

10 s of wave propagation is 24 hours. The spatial and
temporal resolution adopted here has been chosen after
conducting various convergence studies of the same
problem of a single case (D/d = 0.5) and the present
code was applied in thorough validation applications in
Christou, Stoesser, et al. (2021).

3.2. Validation

First, waves are generated in the absence of the struc-
ture to ensure Hydro3D-NWT can reproduce accurate
wave conditions inside the tank similar to the experi-
ments. The wave elevations plotted here are normalized
with the wave height as n/H where n = 0 at z = d.
Figure 2 plots the time history of the wave elevations
recorded over the step’s leading edge together with
the analytical solution employed for boundary condi-
tions (theoretical) and experimentalmeasurements and
a good agreement between the cases is achieved.

The step is then introduced inside the tank and
wave elevations at the threeWG locations are recorded.
Figure 3 shows the simulated wave elevations (solid
lines) and the experimental measurements (open cir-
cles) as recorded over the last five wave periods
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Figure 2. Comparisons of simulated wave elevations (solid red
lines) with analytical solutions (Wiegel, 1960, dashed lines)
and experiments (Chang et al., 2005, open squares) at the
step’s leading edge location in the absence of the structure, at
x = 12.6 m.

considering the case with a step height of D/d = 0.5.
Results from a RANS model published in the same
study as the experiments (Chang et al., 2005) are plot-
ted together with the current LES model to compare
the two approaches in capturing the wave–structure
interactions. Normalized wave elevations agree well
with the experimental measurements in all locations.
In Figure 3a the undisturbed wave train upstream from
the structure is in good agreementwith the experiments
while no dispersion errors are observed. Figure 3b plots
thewater surface fluctuations just downstream from the

Figure 3. Comparisons of the simulated LES wave elevations (solid black lines), RANS (dashed blue lines) and experiments (open
circles) at (a) WG1, (b) WG2 and (c) WG3. D/d = 0.5.

submerged step’s trailing edge where simulations and
experiments are in very good agreement. At this loca-
tion, the crest level increases and becomes narrower
and forms a backwards slope towards the wavemaker
due to the immediate change of the water depth as the
wave propagates over the step. Further downstream, at
x = 14.5m (Figure 3c), the wave crest level is slightly
reduced and secondary peaks on the wave troughs are
formed due to higher harmonic waves being reflected
from the step. Overall wave elevations agree well with
experiments in all locations inside the tank when a step
height of D/d = 0.5 is considered. Additionally, results
obtained from the LES based simulations are also in
good agreement with the RANS model. Slight varia-
tions are observed at the location of WG1 (Figure 3a)
where the wave trough is at a lower level for RANS
model. This may be due to different approaches used
for turbulence modelling and also in generating waves
inside the tank.

Additionally, the capability of the code to accu-
rately capture the formation of vortical flow struc-
tures is examined in terms of the maximum positive
and negative absolute values of y-component vortic-
ity (inside the page). Here, positive vorticity is defined
by counterclockwise rotation. Figure 4 plots the max-
imum magnitude of the positive (red) and negative
(blue) vorticity recorded at the leading edge (upper)
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Figure 4. Maximum vorticity magnitude of the D/d = 0.25 (left) and D/d = 0.5 (right) of the positive (red) and negative (blue)
eddies near the step’s leading edge (top panel) and trailing edge (lower panel). Positive vorticity is considered counterclockwise
rotation. LES results are compared with experimental measurements from Chang et al. (2005).

and trailing edge (lower) for the D/d = 0.25 case (left
panel) and D/d = 0.5 case (right panel). The vortic-
ity values plotted in this figure are calculated based on
phase averaging over five wave periods to account for
discrepancies between wave components. Simulations
(solid lines, open squares) are plotted together with
the corresponding experiments (dashed lines, open cir-
cles) over onewave period.Considering first the leading
edge (Figure 4 top panel), the trend of the magni-
tude of the counterclockwise (positive) vorticity is well
captured by Hydro3D-NWT, where better results are
observed in the case of D/d = 0.25, whereas the pos-
itive eddy is slightly underestimated in the D/d = 0.5
case at 0.2 ≤ t ≤ 0.6 after which simulations and exper-
iments (Chang et al., 2005) are in good agreement.
The magnitude as well as the evolution of the negative
vorticity over the leading edge is well captured by the
current NWT for both step heights. Over the leading
edge, positive and negative vortices have smooth tran-
sitions between minimum and maximum values and
when the counterclockwise eddy’s vorticity magnitude
is maximum, the clockwise eddy is dissipated until is
formed again from the following wave.

Similarly, the simulated vorticity magnitude near
the trailing edge (Figure 4 lower panel) matches well
with the experimental measurements throughout the
wave propagation in both step heights. Better results
are achieved in the progression of the positive eddy;
however, the peak of the negative vorticity is captured
well in both step heights. The intensity of the clockwise

vortex in the case ofD/d = 0.5 is underestimated at the
end of the wave propagation, whichmight be partly due
to different waves used between the experiments and
the simulations. This argument is further supported by
the simulated vorticity at the beginning of the wave
which agrees very well with the experiments. In gen-
eral, results show that Hydro3D-NWT can accurately
capture the fluctuation of the water surface and the
evolution of the vortex shedding in the leading and
trailing edge of the step at various step heights. In the
latter, simulations slightly vary from the experiments
in specific time instances due to different interactions
between various wave components and inconsistency
in the measurement of vorticity magnitude between
simulations and experiments.

3.3. Wave elevations

This section examines the effect of the step’s height on
the water surface fluctuations and its impact on the
wave–structure interaction. Figure 5 shows the time
history of thewave elevations recorded at the threewave
gauge locations (left panel) together with the amplitude
energy spectrumof the water surface fluctuations (right
panel) and comparisons are made betweenD/d = 0.25
(red lines), D/d = 0.5 (black lines) and D/d = 0.75
(blue lines). Figure 5a plots the water surface fluctu-
ations upstream from the structure at which the sub-
merged structure has no significant effect on wave ele-
vations. After t′/T ≥ 1.5 the effect of the submergence
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Figure 5. Time history of the wave fluctuations (left panel) and the corresponding amplitude energy spectrum (right panel) as
recorded at (a) WG1, (b) WG2 and (c) WG3 for D/d = 0.25 (red lines), D/d = 0.5 (black lines) and D/d = 0.75 (blue lines).

structure starts to appear with variations in the crest
level and trough shape. These are mainly observed
in the case of D/d = 0.75 in which small reflected
waves are formed propagating in the opposite direc-
tion and slightly alter the wave period and wave eleva-
tions. Additionally, no distinct variations are observed
in the energy spectrum calculated in the same location.
A primary amplitude is observed at f = 0.5Hz corre-
sponding to the wave period (T = 2.0 s) with higher
harmonics formed at f = 1.0Hz and f = 1.5Hz.

In Figure 5b the wave elevations are recorded just
downstream from the step’s trailing edge. At this loca-
tion, the effect of the step’s height is significant on
the water surface fluctuations with the main varia-
tions observed in the steepest case (D/d = 0.75). In the
other two cases (D/d = 0.25 andD/d = 0.5) the waves
propagating over the step remain mostly unchanged
and are not affected by the presence of the submer-
gence step. In contrast to the shallower step cases,
when the D/d = 0.75 case is considered the initial
wave shape is altered due to the immediate change in

the effective water depth. As a result, the crest level
slightly increases whereas the trough level decreases
and the waves become narrower towards the crest.
These changes are also observed in the energy ampli-
tude spectrum at which the primary peak is reduced by
35% at f = 0.5Hz and the remaining higher harmon-
ics are slightly increased especially after f ≥ 1.5Hz. A
similar trend is observed in theD/d = 0.5 case but to a
much lower degree.

At theWG3 location (Figure 5c) the submerged step
has a maximum effect on the water surface fluctuations
apart from the shallower case (D/d = 0.25) in which
waves remain almost unchanged throughout the tank.
Considering the intermediate step height case (D/d =
0.5), the crest level is slightly decreased and a sec-
ondary peak is formed on the trough level of the wave.
This is also observed in the amplitude spectrum where
the primary amplitude at f = 0.5Hz is decreased and
the higher harmonics slightly increase. In the D/d =
0.75 case wave elevations suggest that wave breaking
occurs at some point downstream from the trailing
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Figure 6. Screenshots of the water surface in terms of the iso-surface at φ = 0 for D/d = 0.75. (a) t∗ = 0.8 s. (b) t∗ = 1.0 s. (c)
t∗ = 1.2 s and (d) t∗ = 1.4 s.

edge and higher harmonic water surface fluctuations
are observed due to smaller waves formed after wave
breaking. The crest level shifts forward and relatively
large peaks are formed in the trough level. The wave
elevation trend slightly varies between wave compo-
nents due to the random and nonlinear interactions
that occur during wave breaking. It is worth noting
that in the corresponding amplitude spectrum plot, the
first harmonic is further decreased, partly due to energy
dissipation during wave breaking and higher harmonic
increases due to the formation of smaller waves.

3.4. Water surface dynamics

To further investigate the present wave–structure inter-
action, the progression of the water surface in space for
a step height of D/d = 0.75 is examined since previ-
ous results suggest that it has maximum effects and that
wave breaking occurs. In the following figures coor-
dinate x is set to zero at the step’s trailing edge and
z is normalized with water depth d. Figure 6 demon-
strates the evolution of the near structure water surface
in terms of the iso-surfaces at φ = 0 at various time
steps over one wave period. Here a new time vari-
able t∗ is defined as t∗ = t − 22.05 s which is the time
at which the last wave recorded in these simulations
passes over the step’s leading edge. It is clear from
this figure that when a step height of D/d = 0.75 is
considered under these wave conditions wave break-
ing occurs at 0.2m downstream from the step’s trailing
edge at about t∗ = 1.2 s. When the wave reaches the
step’s leading edge (Figure 6a) thewave height increases

due to the decreased water depth which then slightly
decreases over the trailing edge. The latter is a result
of the accelerated negative flow as the wave builds up
over the submerged structure. While the wave prop-
agates just over the step (Figure 6b), the wave height
increases and starts to form a forward tip before it
breaks moments later at t∗ = 1.2 s (Figure 6c). The
three-dimensional water surface fluctuations presented
in this figure are a result of the increased velocities at the
wave’s forward jet and the nonlinear physics involved
in wave breaking. At t∗ = 1.4 s (Figure 6d) the water
surface remains disturbed after wave breaking occurs
partly due to smaller wave formation and reflection and
partly due to the interaction of submerged rotational
flow structures formed at the step’s trailing edge (more
discussion on this in the next sections).

3.5. Vorticity field

In the following figures, the near-structure flow field
and the effect of the step’s height are examined in terms
of y vorticity (ωY ). Here we only present the vorticity
field as calculated on each fluid cell at the centre of the
flume at y = B/2 = 0.3m in a x-z plane to visualize the
actual vorticity field and will demonstrate the three-
dimensionality of the turbulent flow in the following
figures. Figure 7 demonstrates the areas at which the
flow evolution and vorticity field are visualized near the
leading and trailing edge, leading edge volume (LEV)
and trailing edge volume (TEV), respectively measur-
ing 12 × 12 cm2 with the edge in each case located at
the centre of the frame.
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Figure 7. Representationof the leadingedgevolume (LEV) and
trailing edge volume (TEV) zones of interest.

Figure 8. Wave elevation over the leading edge (x = 12.6m)
where t∗ = 0.0 s is set at when t = 22.05 s.

Leading edge
Figure 8 plots the exact location of the water sur-
face over the leading edge (at x = 12.6m) to support
the discussion of the vortex shedding and eddy for-
mation. Figure 9 shows the vorticity field near the
leading edge for the three step cases considered here,
D/d = 0.25 (left panel), D/d = 0.5 (middle panel) and
D/d = 0.75 (right panel) plotted over one wave period
with a time interval of �t = 0.2 s. The vorticity field
is plotted in terms of vorticity contour lines with solid
lines demonstrating counterclockwise vorticity (posi-
tive) and dashed lines clockwise vorticity (negative).
Here, t∗ = 0.0 s is related to t = 22.05 s at which the
last wave approaches the step’s leading edge. Addi-
tionally Figure 10 plots the maximum magnitude of
the vorticity near the leading edge for the same time
steps. In general, the formation of eddies at the lead-
ing edge is similar between the shallower cases (D/d =
0.25 and D/d = 0.5), whereas variations are observed
in theD/d = 0.75 case as a result of the increased veloc-
ities under the water surface. In the case of cnoidal
waves, particle velocities increase with decreasingwater
depth and as a result the formation of new eddies varies
between different step heights. For instance, the hori-
zontal and vertical velocity components are higher at
the D/d = 0.75 step’s leading edge compared to the
other cases and hence the formation of more energetic
eddies is observed.

In Figure 9a the negative flow (from right to left)
imposed by the wave trough over the leading edge gen-
erates a positive eddy on the left side of the step that
drifts further upstream from the structure at t∗ = 0.2 s
(Figure 9b). At t∗ = 0.4 s (Figure 9c) the wave crest
approaches the step, generating a positive flow (from
left to right) and as a result, the positive eddy formed
at previous time steps drifts towards the step’s leading

edge. As the wave builds up over the step’s edge, the
flow is separated from the leading edge, forming a small
negative (clockwise) vortex (Figure 9d) which keeps
increasing in magnitude until t∗ = 1.0 s (Figure 9f) at
which the wave crest is located over the step’s lead-
ing edge. Additionally, the positive eddy formed at the
beginning of the wave progression is still propagating
further downstream, forming a pair of eddies rotating
in opposite directions. During this time the vortic-
ity field between the D/d = 0.25 and D/d = 0.5 cases
begins to differentiate in terms of eddy location and
intensity. For example, the clockwise eddy inD/d = 0.5
and D/d = 0.75 is formed at an earlier time over the
wave progression compared to theD/d = 0.25 step and
absorbs more energy from the mean flow achieving
higher vorticity magnitudes. Furthermore, the pair of
eddies in the D/d = 0.75 case is fully separated from
the step and starts moving towards the water surface
(Figure 9f). This is a result of the increasing water level
due to the immediate change in water depth that gener-
ates an uplift force drifting the pair of eddies upwards.
In later stages, as the water level decreases, the pair of
eddies are pushed downwards and a positive eddy starts
to form at the step’s leading edge and keeps increasing
in magnitude over time (for t∗ ≥ 1.4) as a result of the
negative flow imposed by the wave trough. The latter
is mostly observed in the D/d = 0.25 and D/d = 0.5
cases while in the steepest case the vorticity magni-
tude of the positive eddy is rather decreased. Thismight
be due to the interaction of the water surface with the
leading edge and immediate change in velocity gradi-
ent at this location. During this time the negative eddy
formed before is propagating upstream from the struc-
ture forming another pair of eddies rotating in opposite
directions.

In Figure 10 the effect of the step’s height on the
vorticity magnitude as well as the evolution of vortices
formed at the leading edge are better observed. First,
the trend of the formation, progression and dissipa-
tion of the vortices is similar in all cases. The negative
(clockwise eddy) starts to form at t∗ = 0.4 s in all cases
and reaches a maximum vorticity magnitude at t∗ =
1.0 s at which the wave crest is exactly over the lead-
ing edge and from then it starts to dissipate until it
reforms in the next wave. The magnitude of the neg-
ative eddy increases with increasing step height with
a maximum magnitude of ωYmax = 60 s−1 at D/d =
0.75 compared to the shallower cases where the vor-
ticity peaks at ωYmax = 40 s−1 and ωYmax = 50 s−1,
D/d = 0.25 and D/d = 0.5 respectively. In contrast to
the negative vorticity, the step height seems not to have
a strong effect on the positive eddy formed at the lead-
ing edge, especially in heights betweenD/d = 0.25 and
D/d = 0.5. Nevertheless, in the case of D/d = 0.75 the
positive eddy peaks at ωYmax = 30 s−1 whereas in the
other two cases at around ωYmax = 40 s−1; however, at
different times during a wave progression.
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Figure 9. Vorticity field evolution near the leading edge over one wave period as shown in Figure 8 plotted every �t = 0.2 s for
D/d = 0.25 (left), D/d = 0.5 (middle) and D/d = 0.75 (right). Solid lines represent counterclockwise and dashed lines clockwise
vorticity. Screenshots are plotted every�t = 0.2 s. (a)–(j) t∗ = 0.0 s to t∗ = 1.8 s.
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Figure 9. Continued.

Trailing edge
Figures 11–13 plot the water surface elevation over the
trailing edge, the vorticity field and vorticity magni-
tude, respectively. In Figure 11 the water surface as

recorded at the step’s trailing edge is plotted from a
wave probe introduced atD/d = 0.5 for supporting the
discussion on the effect of wave elevation on the trailing
edge eddy formation. Figure 12 plots the vorticity field



JOURNAL OF HYDRAULIC RESEARCH 309

Figure 10. Maximumvorticitymagnitude recordednear the leading edge forD/d = 0.25 (left),D/d = 0.5 (middle) andD/d = 0.75
(right) over one wave period.

Figure 11. Wave elevation over the trailing edge (x = 13.0m)
where t∗ = 0.0 s is set at when t = 22.45 s.

near the step’s trailing edge forD/d = 0.25 (left panel),
D/d = 0.5 (centre panel) andD/d = 0.75 (right panel)
every�t = 0.2 s over the last wave period simulated by
the current code. For visualization purposes, the ini-
tial time t∗ = 0.0 s is related to t = 22.45 s. In contrast
to the near-leading edge vorticity field, the step height
has a dominant effect on the vorticity intensity and vor-
tex formation. In the shallower cases (D/d = 0.25 and
D/d = 0.5) a very similar vorticity field in terms of vor-
tex shedding time and location is observed however the
vorticity magnitude varies through the wave progres-
sion.On the other hand, the vorticity field on theD/d =
0.75 step’s trailing edge demonstrates a unique pro-
gression that varies between the other two cases. Large
energetic eddies are formed near the trailing edge first
due to the higher velocity levels formed at shallower
water depths as well as the increased velocities over the
structure moments before and after wave breaking.

In Figure 12a, a pair of eddies rotating at opposite
directions formed at earlier time steps due to the action
of the previous wave are located over the step near the
trailing edge. In D/d = 0.25 and D/d = 0.5 cases, the
location of the eddies is similar; however, in the lat-
ter, their size as well as their magnitude are greater due
to higher velocities at D/d = 0.5 step’s edge. Consid-
ering the steepest case (D/d = 0.75) at the same time
instance, a strong single positive eddy is formed evi-
dently at a later stage compared to the shallower step
heights. Additionally, the opposite pair eddy is located
at a deeper water depth. In this case, the decreased
water surface level and the finite distance from the step’s
upper surface to the water level have a major effect

on the eddy shape, location and intensity. At t∗ = 0.2 s
(Figure 12b) the positive (counterclockwise) vortex in
the case of the first two step heights drifts upwards
and towards the leading edge with decreasing vortex
intensity due to the progression of the wave crest over
the submerged structure, whereas the eddy formed at
the D/d = 0.75 is still growing but fixed at the step’s
upper surface due to the downward force acting by the
reduced water level. From t∗ = 0.4 s onwards the wave
crest approaches the step’s trailing forming a positive
flow (from left to right), shifting the vortices formed
earlier downstream from the structure. In Figure 12d
a clockwise (negative) eddy starts to form due to flow
separation at the step’s trailing edge and the positive
horizontal velocity imposed by the wave progression,
forming a pair of eddies rotating in opposite direc-
tions, drifting further downstream following the wave
motion. From t∗ = 0.8 s the negative vortex vorticity
magnitude increases similarly in all cases; however, a
more unique interaction between the rotational flow
structures and the water surface is observed in the
D/d = 0.75 case. For example, in Figure 12f the loca-
tion and overall vorticity field are very similar in the
first two cases (D/d = 0.25 and D/d = 0.5) whereas a
clearly more energetic negative eddy is formed strongly
interacting with the previously formed positive eddy.
In this instance, the sharp wave crest formed moments
before breaking generates a nonlinear interaction of
the flow below the water surface, re-forming the vor-
ticity field, generating strong wave-induced flow eddy
interactions. As a result, smaller secondary eddies are
generated at later time steps (Figure 12g, h), whereas a
less turbulent vorticity field is observed in the D/d =
0.25 and D/d = 0.5 cases. From 1.4 s ≤ t∗ ≤ 1.8 s the
negative flow imposed by the wave trough approaching
the step’s leading edge generates a positive eddy drifting
from the lower downstream edge to the upper surface
of the structure. Similar to earlier time steps, the vortex
shedding in the steepest structure occurs at later stages
during the wave propagation due to the interaction of
the water surface with the submerged eddies and the
finite distance from the step edge to the water level.

Figure 13 plots the maximum vorticity magnitude
of the negative (blue lines) and positive (red lines)
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Figure 12. Vorticity field evolution near the trailing edge over one wave period as shown in Figure 11 plotted every �t = 0.2 s for
D/d = 0.25 (left), D/d = 0.5 (middle) and D/d = 0.75 (right). Solid lines represent counterclockwise and dashed lines clockwise
vorticity. Screenshots are plotted every�t = 0.2 s. (a)–(j) t∗ = 0.0 s to t∗ = 1.8 s.
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Figure 12. Continued.
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Figure 13. Maximumvorticitymagnitude recorded near the trailing edge forD/d = 0.25 (left),D/d = 0.5 (middle) andD/d = 0.75
(right) over one wave period.

eddies corresponding to the screenshots of the vor-
ticity field presented in Figure 12. In all cases, the
evolution of the negative vortex formed at the step’s
trailing edge follows a similar trend. This clockwise
eddy is generated at t∗ = 0.6 s at which the wave crest
approaches the step’s edge and the water level starts
to build up, generating a positive flow. The vortic-
ity magnitude increases until it reaches a maximum
value at t∗ = 1.0 s in all cases, at which the wave crest
is located over the trailing edge generating maximum
wave-induced velocity. After that time the negative
eddy starts to fade before it re-forms in the following
wave. Nevertheless, the step height clearly affects the
peak of the maximum vorticity of the clockwise eddy
which peaks at ωYmax = 45 s−1, ωYmax = 70 s−1 and
ωYmax = 95 s−1 at D/d = 0.25, D/d = 0.5 and D/d =
0.75, respectively. Overall the clockwise eddy reaches
higher vorticity magnitudes at the trailing edge com-
pared to the leading edge (Figure 10). Considering the
positive eddy which is formed on the upper surface of
the trailing edge due to the negative flow imposed from
the wave trough, the maximum vorticity magnitude
peaks at lower levels compared to the negative eddy
but increases with increasing step height, ωYmax =
38 s−1, ωYmax = 45 s−1 and ωYmax = 50 s−1 at D/d =
0.25, D/d = 0.5 and D/d = 0.75, respectively. How-
ever, the positive vortex shedding does not follow the
same trend as the negative eddy and is characterized
by a smooth evolution. This is a result of the quick
change of the flow direction due to the wave progres-
sion and the increasing horizontal velocity over the
step.

3.6. 3D vortical structures

Figure 14 demonstrates the formation of turbulent
rotational flow structures near the submerged step’s
leading and trailing edge, based on iso-surfaces of
the Q-criterion at Q = 60 coloured with y vorticity
(ωY ) together with the progression of the water sur-
face based on iso-surfaces at φ = 0. Here the vorticity
field is plotted every�t = 0.2 s starting from t∗ = 0.0 s
at t = 22.05 s (Figure 8) and comparisons are made
between D/d = 0.5 (left panel) and D/d = 0.75 (right

panel) cases. The vortex shedding and vorticity field
evolution plotted in this figure further supports the
effect of the step’s height in eddy formation, turbu-
lent vorticity field and nonlinearity in the interaction
between the rotational flow structures and the water
surface, especially in D/d = 0.5 and D/d = 0.75 cases.

In both cases, the vortical structures have a simi-
lar pattern in terms of the formation and evolution of
the three-dimensional rotational flow structures. How-
ever, the eddies’ length scale, rotational magnitude and
three dimensionality are some of the flow character-
istics that differentiate the two cases. For example, at
t∗ = 0.0 s (Figure 14a), a smooth and continuous over
the spanwise direction (inside the page) pair of opposite
rotational eddies are formed near the D/d = 0.5 step’s
leading edge, whereas an unsteady and discontinuous
in the spanwise direction pair of eddies is observed in
the D/d = 0.75 case. A larger length scale and higher
magnitude vortical structures are formed in the steep-
est case in both the leading and trailing edges. This is
a result of two main flow characteristics, first higher
velocities generated at shallower water depths based on
cnoidal wave theory, and second due to the reduced dis-
tance between the water surface and the step’s upper
area. In the latter, as the wave approaches the step and
due to the immediate reduction in the effective water
depth the flow accelerates over the submergence step
forming a more energetic and random vorticity struc-
ture throughout the wave progression in the steepest
case (D/d = 0.75).

At later time instances, from 0.2 ≤ t∗ ≤ 0.6, the
trailing edge vortical structures drift towards the struc-
ture’s upper surface due to the wave-imposed negative
velocity forming a new positive eddy. During this time,
the vorticity field at the trailing edge of the D/d = 0.75
case reforms into amore random and complex progres-
sion inside which several smaller streamwise rotational
flow structures rotating over the x-axis extending from
the floor bed to the structure’s edge are generated.
These streak vortices are mixed with the main vorti-
cal structures following a similar rotation. A similar
trend is observed in the D/d = 0.5 case; however, in
less energetic levels. Considering the steps’ leading edge
at Figure 14b–d in both cases, the vortex structure
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Figure 14. A side view of the three dimensional vortical structures based on the iso-surfaces of Q criterion at Q = 60 plotted with
the water surface every�t = 0.2 s coloured with y vorticity with t∗ = 0.0 s set at t = 22.05 s for D/d = 0.5 (left panel) and D/d =
0.75 (right panel). Screenshots are plotted every �t = 0.2 s. (a)–(j) t∗ = 0.0 s to t∗ = 1.8 s and the last two figures show the three-
dimensional view of the two cases at t∗ = 1.8 s.

exhibits a three dimensionality effect but at lower levels
compared to the trailing edge. Nevertheless, similar to
the trailing edge, streamwise or spanwise vortices rotat-
ing in x- or z-direction are formed drifting with the
main positive eddy. However, in theD/d = 0.75 case, a
larger positive eddy is formed compared to the D/d =
0.5 case which is followed by smaller discontinuous
secondary eddies which dissipate at later stages. For

example at t∗ = 0.6 s the positive eddy inD/d = 0.5 has
already dissipated whereas in the D/d = 0.75 case, this
happens at t∗ = 1.2 s.

What follows later, Figure 14e–h, is a wave build-up
over the step’s upper surface leading to the formation
of negative and positive eddies at the leading and trail-
ing edge, respectively and wave breaking in the case
of D/d = 0.75. Considering the intermediate height
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Figure 14. Continued.

case (D/d = 0.5), in the vicinity of the continuous
positive eddy formed at earlier stages near the trail-
ing edge, smaller billows with zero y-vorticity are
formed extending from the floor bed drifting towards
the water surface as the negative eddy is formed and
the wave builds up over the step’s trailing edge. In
the case of D/d = 0.75, the negative flow imposed by
the wave motion over the step as well as the reduced
water level drifts the vortical structures formed at ear-
lier stages on top of the step while a positive eddy
is formed at the trailing edge as the wave builds up
moments before breaking. Similar to D/d = 0.5, small
billows with zero y-vorticity stretching in the stream-
wise direction drift from the floor bed towards the
step’s upper surface. At Figure 14f, g the wave crest is
located over the submerged step which is the instance
at which the distance between the leading’s negative
and trailing’s positive eddies is the shortest but no
interaction of the two is observed due to the rela-
tively large step’s length compared to the wave length.
From there and considering the D/d = 0.75 case the
vortical structure oscillates with the water surface (at
t∗ = 1.2 s and t∗ = 1.4 s) while a negative eddy is
formed at the trailing edgemoving further downstream
together with the positive eddy formed earlier, fol-
lowed by an upward motion while wave breaks on
top.

In general, Figure 14 demonstrates the three dimen-
sionality in the formation and evolution of the vortical
structures as well as the effect of step height and water
surface on the imposed turbulent flow field. Leading
and trailing edge eddies are formed due to flow sepa-
ration oscillating from the step’s lateral edges towards
the upper surface and vice versa due to wave progres-
sion over the step. More complex and energetic eddies
are observed in the steepest case D/d = 0.75 with a
large eddy extending throughout the width of the tank
interrupted by billow eddies stretched over the stream-
wise direction with zero y-vorticity extending from the
floor bed to the water surface. Due to deeper submer-
gence depths in the D/d = 0.5 case, the interaction of
eddies formed during wave progression with the water
surface is negligible whereas in theD/d = 0.75 a strong
interaction of the vortical flow structures with the water
surface is observed first from the eddies to the water
surface, followed by a strong effect of the water surface
on the submerged rotational flow structures at which
vorticity magnitude and eddies size increases due to
energy transition through wave breaking.

Figures 15 and 16 show a 3D projection of the
eddy formation at t∗ = 0.8 s and t∗ = 1.8 s during half
wave period interval, respectively near the leading (left
panel) and trailing edge (right panel) for the three cases
considered in this study, D/d = 0.25, D/d = 0.5 and
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Figure 15. A leading edge (left) and a trailing edge (right) projection of the three dimensional vortical structures based on the iso-
surfaces of Q criterion at Q = 60 plotted with the water surface at t∗ = 0.8 s at (a) D/d = 0.25, (b) D/d = 0.5 and (c) D/d = 0.75
with t∗ = 0.0 s set at t = 22.05 s.

D/d = 0.75. Evidently, with increasing step height, the
intensity of rotational flow structures and the formation
of random three-dimensional vortices becomes more
dominant. At t∗ = 0.8 s (Figure 15), the wave propaga-
tion over the submerged structure imposes a positive
(left to right) flow over the leading edge whereas a
negative flow (from right to left) is formed at the trail-
ing edge’s location. As a result, a dominant clockwise
eddy is formed over the leading edge observed in all
three step heights. However, in the case of D/s = 0.75
(Figure 15b) the vortical flow structures near the lead-
ing edge are evidently different from the other two and a
counterclockwise eddy is also presented with the clock-
wise eddy formed at a previous time instance as a result
of the shallow water depth between the step and the
water surface. At the trailing edge’s location, a coun-
terclockwise eddy is formed similarly in all step heights
and as expected the intensity of the rotational flow
structure increases with increasing step height. In the
case of D/d = 0.75 the flow field near the leading edge
is characterized by random and energetic secondary

vortices due to wave breaking and increased turbulence
intensity at this location.

At a late stage (Figure 16) and considering D/d =
0.25 (Figure 16a), the rotational flow structures both
in the leading and trailing edges are smooth and con-
tinuous throughout the width of the domain while the
three dimensionality in the vortical structures is almost
negligible. At D/d = 0.5 (Figure 16b), the eddies are
affected by three-dimensional effects with small finite
rotational structures which interrupt the continuous
distribution of the main eddies in the leading and
trailing edges. At this time instance, the trailing edge
negative (clockwise) eddy is clearly more affected by
three-dimensional effects compared to the leading edge
eddy which is the case in all step heights due to the
higher velocities formed over the step and close to
the trailing edge. In Figure 16c the relatively large
step height generates strong wave–structure interac-
tions resulting in dominant rotational eddies both in
leading and trailing edge. In this instance, an ener-
getic positive eddy is located near the leading edge
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Figure 16. A leading edge (left) and a trailing edge (right) projection of the three dimensional vortical structures based on the iso-
surfaces of Q criterion at Q = 60 plotted with the water surface at t∗ = 1.8 s at (a) D/d = 0.25, (b) D/d = 0.5 and (c) D/d = 0.75
with t∗ = 0.0 s set at t = 22.05 s.

extending throughout the full width of the domain
accompanied by small streamlined eddies with zero y-
vorticity whereas a much more turbulent eddy field is
formed at the trailing edge at which the main clockwise
rotational eddy is completely interrupted by secondary
eddies rotating in various directions as a result of the
high velocities and the blend effect occurred fromwave
breaking.

4. Conclusions

In this study, the LES based numerical wave tank,
Hydro3D-NWT, has been employed to simulate peri-
odic waves propagating over a submerged step in shal-
low water depths and investigate the effect of various
step heights on local hydrodynamic characteristics. To
study the effect of various step heights, a previously
conducted experiment has been reproduced to exam-
ine first the accuracy of the code in predicting accurate
wave–structure interactions. Results of wave elevations
as well as maximum vorticity magnitudes suggest that
Hydro3D-NWT can generate accurate wave–structure
interaction and accurately reproduce the near-structure
flow evolution. In this study three step heights have

been considered, a shallow, an intermediate and a steep
submerged step, with step height to water depth ratio
(D/d) of 0.25, 0.5 and 0.75 respectively, all under the
same wave conditions. Conclusions are made based on
plots of water surface fluctuations, vorticity fields as
well as snapshots of three-dimensional vortical struc-
tures. As expected, the effect of the submerged structure
on the water surface increases with increasing step
height. Considering the D/d = 0.25 case, results have
shown that the water surface remains unchanged both
upstream and downstream from the structure whereas
a wave breaking and large wave reflections propagat-
ing in all directions inside the tank were observed in
the case of D/d = 0.75. In the intermediate step height
(D/d = 0.5) the wave elevations varied near the struc-
ture as a result of the immediate change in water depth
without wave breaking occurring. The vorticity field
has been examined at both step’s leading and trailing
edge in terms of the maximum vorticity magnitude
of the negative (clockwise) and positive (counterclock-
wise) spanwise eddy. Considering the leading edge, the
formation, progression and dissipation of both posi-
tive and negative eddies have shown a similar trend;
however, the step’s height was found to have a more



JOURNAL OF HYDRAULIC RESEARCH 317

direct effect on the vorticity magnitude of the negative
eddy with values of vorticitymagnitude increasing with
increasing step height. On the other hand, the maxi-
mum values of vorticity magnitude of the positive eddy
were found to increase with increasing step height but
not at the same rate as in the negative eddy vorticity.
Positive and negative eddies formed on the step’s trail-
ing edge were found to have a similar progression as the
ones generated at the leading edge; however, the effect
of step height was found to be greater and both posi-
tive and negative eddies were characterized by higher
vorticity magnitudes.

Additionally, results of three-dimensional vortical
structures near the leading and trailing edges have
demonstrated the effect of step height on the for-
mation of strong dominant turbulent flow structures.
Except for theD/d = 0.25 case, strong energetic eddies
extending through the total width of the domain were
formed near the intermediate and steep submerged
step surrounded by three-dimensional rotational billow
flow structurewith zero y vorticity interrupting the uni-
formity of the primary eddies. As expected the increas-
ing velocities presented in the steepest case as well as
the very finite distance of the step’s upper surface to
the water surface resulted in dominant energetic eddies
which were deformed by the progression of waves on
the top.

The numerical simulations and results presented
in this study highlighted the complex flow dynam-
ics involved in these applications that can be used to
adopt better engineering approaches to design more
efficient submerged breakwaters, understanding the
importance of submerged breakwaters’ location and
relevant water depth to step height ratio and utilize
the developed flow field for retrofitting wave energy
converters. In the present study, only one set of wave
parameters was employed from the experiments to con-
duct these simulations and therefore the effect of the
ratio of wavelength to submerged step’s length was not
under study. This ratio is expected to have a major
impact on the near-structure flowfield and vortex shed-
ding and will be examined in future research activities.
Additional future activities include the investigation of
various vertical location of a rectangular box. For exam-
ple, cases of fully submerged, partially submerged or
fully exposed rectangular structures will be included in
future research to cover more realistic conditions.
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Notation

Cw WALE constant
d Water-depth (m)
dx, dy, dz Grid size (m)
f Frequency (Hz)
Fsfi Surface tension force (m/s2)
fi External Force (m/s2)
g Air properties
g Gravitational acceleration (m/s2)
gij Velocity tensor (m/s)
H Wave-height (m)
H(φ) Heaviside function
k Curvature (1/m)
kcutoff Filter size (m)
l Water properties
L Wavelength (m)
n Wave elevation (m)
ni Normal unit vector
Ntot Total number of grid cells
p Pressure (N/m2)

R Relaxation function constant
r Radius (m)
Sij Rate of strain tensor (1/s)
T Wave period (s)
t Time (s)
ui Velocity (m/s)
u∞ Far field velocity (m/s)
xi Coordinates x, y, z (m)
¯ Spatial filtered variables
δ(φ) Delta function

 Water–air interface

(x) Relaxation function
ν Kinematic viscosity (m2/s)
νt Eddy viscosity (m2/s)
νT Total viscosity (m2/s)
	g Cells occupied by air
	l Cells occupied by water
ω Vorticity (1/s)
φ Signed distance function
ρ Density (Kg/m3)

σ Surface tension coefficient (N/m)
τ SGSij Sub grid scale tensor
ε Thickness size of water-air interface (m)
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