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ABSTRACT

We present a detailed 3D photoionization model of the planetary nebula NGC 3132, constrained by the latest observations.
Using the MOCASSIN code, the model incorporates integrated and spatially resolved spectroscopy, velocity-resolved line profiles,
emission line maps, and photometry, including recent high-quality data from MUSE (VLT) and JWST among others. Based
on new data from the scanning Fabry—Perot interferometer (SAM-FP) instrument at Southern Astrophysical Research (SOAR)
telescope, the three-dimensional density structure of the nebula was obtained by assuming homologous expansion of the
surrounding nebular gas. The final fitted model successfully reproduces all key observational constraints available, particularly
in terms of the detailed emission line integrated fluxes and ionization structures across different ionic stages. The results of
the model show that the progenitor star had a mass of (2.7 & 0.2) M, and is surrounded by a He poor shell of dust and gas.
The abundances of He, C, N, O, and S determined by the model show that the nebula has C/O = (2.02 £ 0.28) and N/O
= (0.39 £ 0.38) consistent with the progenitor mass found.

Key words: radiative transfer —ISM: abundances — ISM: kinematics and dynamics — Planetary nebulae: individual: NGC 3132.

1 INTRODUCTION

Planetary nebulae (PNe) are the ejected envelopes of intermediate-
mass stars that have recently terminated their asymptotic giant branch
stage of evolution. These objects are of great interest to astronomers
because they are unique laboratories for studying the late stages of
stellar evolution and the physics of the interplay between the central
star and the surrounding gas.

One such object is the nebula NGC 3132 (PN G272.1+12.3),
which due to its large size and brightness has been well studied
throughout the years. Based on narrow-band emission line imaging
data, which showed a clear elliptical morphology, various authors
originally assumed a closed ellipsoidal geometry for the gas distri-
bution of NGC 3132 (Baessgen, Diesch & Grewing 1990; Masson
1990; Zhang & Kwok 1998). Based on high-resolution spectra of the
[O11] 25007 emission line in five positions, Sahu & Desai (1986)
also proposed a closed ellipsoidal shell model with velocity and
density asymmetries to explain the observations. However, closed
elliptical shell models were unable to reproduce the low central
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density observed by Sahu & Desai (1986) and Juguet et al. (1988) nor
the observed asymmetric double-peaked velocity profiles in regions
far from the centre of the nebula. Sahai, Wootten & Clegg (1990)
discussed and also ruled out the Sahu & Desai (1986) model based on
the detected CO emission, which showed that the neutral gas exists
in an equatorial torus.

The availability of many spectroscopic observations (Aller &
Faulkner 1964; Kaler 1976; Torres-Peimbert & Peimbert 1977)
allowed more detailed modelling efforts. In particular, Baessgen et al.
(1990) using their own spectroscopic data calculated the first three-
dimensional photoionization model for NGC 3132. Their results
based on the reproduction of the H 8 image and total flux indicated
that a closed elliptical shell with varying density along all axes could
explain the observations well.

In Monteiro et al. (2000), a three-dimensional photoionization
model was used to study the morpho-kinematic properties of NGC
3132 showing that although a closed shell was able to reproduce the
H B image, it did not reproduce the density profile obtained from
[Su] Ar6716,6731 or the double peaked asymmetrical structure of
the velocity profiles in the outer regions based on the high-resolution
data from Sahu & Desai (1986). However, an inclined bipolar
diabolo-like shape was able to reproduce the observed images,
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velocity profiles, and high-resolution observations. These results
were in reasonable agreement with the expansion velocities measured
by Meatheringham, Wood & Faulkner (1988) using [O 111] A5007 and
[O11] AA3726,3729 emission lines, obtained in slits along the major
axis, where values of 14.7kms~' and 21kms™' respectively were
found. The results were also able to reproduce the asymmetric and
double-peaked profiles obtained by Sahu & Desai (1986).

In the same way that models and some observations indicated
discrepancies in the distribution of matter inferred for the nebula,
the general properties of its central star were also considerably
uncertain. The calculated values for the Zanstra He Il temperature
of the ionizing star of NGC 3132 ranged from 73 000 K (de Freitas
Pacheco, Codina & Viadana 1986) to 110000 K (Pottasch 1996).
The ionizing star luminosity values available in the literature varied
from 72 L, (Méndez 1978) to ~125 L, (Pottasch 1984) with a recent
value of 250 L, obtained from a one-dimensional photoionization
model by Monreal-Ibero & Walsh (2020).

Other properties were also reasonably established such as
the observed HB flux (on logarithmic scale) ranging from
—~10.49erg/cm?/s™" (Perek 1971) to —10.20 erg/cm? /s~ (Pottasch
et al. 1977). The extinction has been measured by many authors
(Pottasch et al. 1977; Méndez 1978; Feibelman 1982; Gathier,
Pottasch & Pel 1986), with the color excess E(B — V) of the order
of 0.1.

This interesting object continued to be studied in detail with more
modern instruments. In Liu et al. (2001), the authors presented
observations of far-infrared (IR) spectra obtained using the Long
Wavelength Spectrometer (LWS) on the Infrared Space Observatory
(ISO). The obtained spectra provided flux measurements for fine-
structure lines emitted in the ionized regions ([N 1] 122 pm, [N1I1]
57 um, [Om1] 52 pum, and 88 um) as well as lines from the
photodissociation regions (PDRs) ([O1] 63 um and 146 um, [C11]
158 um). These measurements were used to determine electron
densities, ionic abundances, temperatures, and gas masses for both
the ionized regions and the PDRs. For NGC 3132 the authors find
the abundance ratio C/O = 0.6, C/H = 6 x 10~ and in the PDR a
temperature of T = 220K and a density of log(Ny) = 4.9cm™3.

In Tsamis et al. (2003), the authors present deep optical spec-
trophotometry of 12 Galactic PNe including NGC 3132 and three
Magellanic Cloud PNe. They obtain mean spectra by uniformly
scanning the long-slit of the spectrograph across the nebular surfaces.
The authors also present observations from ultraviolet (UV) and IR
spectra acquired by space-based instruments such as the International
Ultraviolet Explorer (IUE) and ISO satellites. In Tsamis et al.
(2004), the authors continue the study of the same sample of PNe
now focusing on the analysis of the relative intensities of faint
optical recombination lines (RLs) finding a significant abundance
discrepancy factor (ADF) for many objects. They concluded that the
main cause of the discrepancy is enhanced ORL emission from cold
ionized gas located in hydrogen-deficient clumps inside the main
body of the nebulae. For NGC 3132 they find an ADF of 4.0, 3.5 and
2.4 for C, N, and O, respectively.

IR images were obtained in Hora et al. (2004) as part of an imaging
survey of PNe using the Infrared Array Camera (IRAC). In NGC
3132, the 8.0 pm emission is seen to extend further from the central
star compared to the optical and other IRAC bands, possibly due
to the presence of H, emission and the distribution of molecular
material outside the ionized regions.

High signal-to-noise ratio spectroscopic observations using long-
slit in the 3100-6900 A range were also obtained by Krabbe &
Copetti (2005) and emission-line intensities were presented in
Krabbe & Copetti (2006). The authors find similar abundances to
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Tsamis et al. (2003), as well as a systematic spatial variation of
electron density in NGC 3132.

An atlas of Hubble Space Telescope (HST) images and ground-
based, long-slit, narrow-band spectra centred on the 6584 A line
of [N1] and the 5007 A line of [O11] was presented by Hajian
et al. (2007). The spectra, which were obtained for a variety of slit
positions across each target, were combined with a prolate ellipsoidal
model to obtain information on the velocity field. For NGC 3132,
they find an equatorial expansion velocity vy of 33 kms~" for the
[N1] line and 14kms™" for the [Om] line. We also note that
additional HST/WFPC2 images for H, [01]6300 A, [0 11]5007 A,
[N1]6583 A, and [S11]6717,6731 A are available at the Mikulski
Archive for Space Telescopes (MAST).!

In the Chandra PN X-Ray Survey (ChanPlaNS) conducted by
Kastner et al. (2012), NGC 3132 did not show any X-ray detection.
The study revealed that most of the X-ray undetected PNe possess
high molecular content and display distinct bipolar or ring-like
morphologies. According to the authors, the absence of X-ray
emission from the central stars in these PNe could be attributed
to the presence of magnetically inactive central stars or merged
companions. The non detection may also indicate that these particular
PNe undergo a more rapid evolutionary process compared to others.

IR spectra from Spitzer/IRS were also analysed by Delgado-
Inglada & Rodriguez (2014) to search for crystalline silicates,
polycyclic aromatic hydrocarbons (PAHs), and other dust features.
They indicated that only crystalline silicates are detected in NGC
3132. The authors determined the iron abundance for the object,
finding a range of [—3.6, —3.2] for A[Fe/O], indicating significant
iron depletion of dust grains. They also used literature values to
recalculate abundances and determined log[C/O] = —0.47 from
collisionally excited lines (CELs) and log[C/O] = —0.11 from RLs.
Spitzer spectroscopy observations were also presented by Mata
et al. (2016), where they report the detection in NGC 3132 of
mid-IR ionic lines of [Arm], [S1V], [Nell], and [NeV], as well
as PAH features and other H, lines. Analysis of the population
distribution of the H, molecules revealed an excitation temperature of
Tex(rot) = 900 K.

The distances determined before Gaia were uncertain and ranged
from 0.51kpc (Gathier et al. 1986; Pottasch 1996) to 1.63kpc
(Torres-Peimbert & Peimbert 1977) with other works finding values
in that range (Stanghellini, Shaw & Villaver 2008; Frew, Parker &
from De Marco et al. (2022), based on the distance of the brighter
A-type companion of the central ionizing star. The bright A star has a
Gaia DR3 geometric distance of 754 pc (with uncertainties of 418 pc
and —15 pc) determined by Bailer-Jones et al. (2021) and the same
radial velocity of the nebula, while the faint central star’s Gaia DR3
distance of 2125 pc (with uncertainties of +559 pc and —1464 pc)
has poor astrometric quality, likely due to the nearby bright
A star.

One of the most detailed spectroscopic studies of NGC 3132 is
presented in Monreal-Ibero & Walsh (2020), where the authors have
obtained detailed 2D spectroscopic data acquired during the MUSE
instrument commissioning on the ESO Very Large Telescope. They
show that the nebula presents a complex reddening structure with
high values (c(H )~ 0.4) at the rim. They also find that density maps
are compatible with an inner high-ionization plasma at moderate high
density (~1000cm™3), while the low-ionization plasma presents a

structure in density, which peaks at the rim with values ~700 cm™3.

Uhttps://archive.stsci.edu/
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Median T, using different diagnostics decreases according to the
sequence [N11], [S11]— [S1I]— [O1]— HeIl— Paschen Jump. The
range of temperatures covered by RLs is much larger than those
obtained from CELs, with large spatial variations within the nebula.
They determined a median helium abundance He/H = 0.124, with
slightly higher values at the rim and outer shell. Their results show
that velocity maps support a geometry for the nebula similar to the
diabolo-like model proposed in Monteiro et al. (2000), but oriented
with its major axis roughly at PA.~ —22°.

Monreal-Ibero & Walsh (2020) also identified two low-surface
brightness arc-like structures towards the northern and southern
tips of the nebula, with high extinction, high helium abundance,
and strong low-ionization emission lines. They are spatially co-
incident with some extended low-surface brightness mid-IR emis-
sion. They suggest that these characteristics are compatible with
being the consequence of precessing jets caused by the binary star
system.

Observational data from the JWST Early Release were discussed
in detail in De Marco et al. (2022). The authors find a structured,
extended hydrogen halo surrounding an ionized central bubble which
exhibits spiral formations, likely due to a low-mass companion
orbiting the central star. The observations also uncovered a mid-
IR excess near the central star, suggesting the presence of a dusty
disc, likely resulting from an interaction with a closer companion.
The JWST images enabled the development of a model detailing
the illumination, ionization, and hydrodynamics of the molecular
halo, highlighting the complexities of the stellar outflows. New data
on the A-type visual companion allowed a precise estimation of the
progenitor star mass of 2.86 &+ 0.06 M. These findings, in particular,
about the central dust disc, were also corroborated by the results of
Sahai et al. (2023).

The latest data obtained for NGC 3132 is from Kastner et al.
(2024), where the authors present Submillimeter Array observations
mapping the ?COJ =2 — 1,*COJ =2 — 1,andCNN =2 —
1 emission at 5 arcsec resolution. The data show that a molecule-rich,
bright ring is an expanding structure rather than a limb-brightened
shell, indicating a bipolar PN viewed nearly pole-on. In addition,
a second expanding molecular ring, oriented nearly orthogonally
to the main ring, is identified. The authors argue that the two-ring
morphology likely originates from the disruption of an ellipsoidal
molecular envelope by misaligned, fast collimated outflows, possibly
driven by interactions with one or more companions during the late
evolutionary stages of the progenitor star.

In this context, the present paper presents a detailed three-
dimensional photoionization model for NGC 3132 constrained by
the most up-to-date observational data available. We use a den-
sity structure derived from new spatially resolved high-resolution
data obtained with the scanning Fabry—Perot interferometer (SAM-
FP) instrument attached to the Southern Astrophysical Research
(SOAR) telescope, revealing details of the velocity structure of the
surrounding nebular gas. This structure is then used to obtain a
high definition photoionization model for NGC 3132. In Section
2, we present previously unpublished SAM-FP observational data
used to derive the density structure as well as additional IUE data
remeasured to account for aperture effects. These observations,
together with the other data discussed previously, comprise the
constraints adopted for the modelling effort. In Section 3, we
describe the details of how the gas and dust density structures are
determined and how the central ionizing source was defined. In that
section, we also describe the implementation of an optimization
procedure used to obtain the best fit for abundances of He, C, N,
O, and S, allowing us to set reliable confidence intervals in the
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derived values. In Section 4, we present and discuss the results
of the best-fitting model and in Section 5, we give our final
conclusions.

2 OBSERVATIONAL DATA FOR NGC 3132

To obtain a detailed and accurate three-dimensional model of NGC
3132 we require a wide range of observational constraints, in
particular those that can provide spatially resolved information. In
that sense, we have collected diverse observational material from
the literature ranging from integrated line fluxes and photometry to
spatially resolved spectroscopic data. Many of the constraints that
will be used in this work have already been presented and discussed
in Section 1. In what follows, we focus on the new data obtained
with the SOAR-FP instrument, which was used to define the three-
dimensional gas and dust structure used to model the nebula. We
also discuss emission line fluxes from IUE observations which were
remeasured to be used as constraints.

2.1 Observations from the SAM-FP

Two observations of NGC 3132 were taken on UT date April 1, 2017,
with the [N 11] filter (SAMI 6584-20) and on UT date 2017 April 3, in
H « (filter BTFI 6569-20), with the high-resolution scanning Fabry—
Perot interferometer SAM-FP, mounted on the SOAR telescope
adaptive module (see Mendes de Oliveira et al. 2017, for details
on the Fabry—Perot used, as well as the work by Derlopa et al. 2024).
The Fabry—Perot system utilized in this study was the ICOS ET-65
from the Fabry—Perot Company, with an interference order of 609
at 6562.78 angstroms. The free spectral range of the interferometer
(492 km s~!) was covered in 38 and 43 scanning steps, respectively.
Each scanning step corresponded to 0.28 angstroms (equivalent to
12.8 kms™"). The observations were captured using an e2v CCD
detector with dimensions of 4096 x 4112 pixels. The total field of
view covered an area of 180 arcsec x 180 arcsec, with a pixel size
of 0.18 arcsec. The readout noise, when unbinned, was measured
to be 3.8 electrons, and the gain was estimated at 2.1 electrons per
analogue-to-digital unit.

The exposure time per channel was 30 s in both cases. The full
width at half-maximum (FWHM) of the stars, after undergoing
ground layer adaptive optics system (GLAO) laser correction, was
estimated to be approximately 0.7 and 0.9 arcsec, and the mean
scanning lambda values for the Ha and [N1I] emissions were
determined as 6563.85 A and 6584.49 A, respectively. The calibra-
tion of the observations was achieved through the utilization of
a Nel reference line at 6598.95 A, observed with a filter with a
central wavelength of 6600.5A and a width of 19.3 A to isolate
the Ne line. The observations were taken under photometric con-
ditions. The FWHM of a Ne calibration lamp lines was 0.586 A
or 26.8 kms~!, which corresponds to a spectral resolution of about
11200 at Ha. The night sky lines were identified by plotting a
histogram of wavelengths and picking the most frequent values, given
that they are present in every pixel). Knowing their wavelengths
and intensities, night sky lines were then subtracted from the
cubes.

Although the data have significantly high resolution, we opted
to use deconvolution to push the limit and improve the detection
of distinct velocity components. To achieve this, we used the
Richardson—Lucy deconvolution algorithm implementation modules
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of the SCIKIT-IMAGE restoration package.? For performing the decon-
volution, we adopted a point spread function (psf) with a FWHM
given by the spectral resolution of the data.

The observed velocity map is rich in structure. In general, it shows
the signatures of an expanding gas with some substructures. This
can be seen in Fig. 1, where we show maps with detailed kinematic
information of the whole nebulain H « (left) and [N 11] 6584 A (right),
obtained by calculating the intensity-weighted velocity of the spectral
line, which is the first moment of the spectral data cube. The images
show a field with approaching velocities in the northern part of the
nebula and receding in the southern part. In the inner regions, within
what is usually referred to as the ‘rim’ of the nebula, the Ho map
shows very little structure, whereas the [N 1I] 6584 A image shows,
in the southern part, an approaching region, and in the northern part,
areceding one. These results agree with those presented by Monreal-
Ibero & Walsh (2020).

Another way to look at the velocity information in the data is to
inspect the velocity profiles along a given line of sight. This is what
is shown in Fig. 2, where we show a grid of velocity profiles overlaid
on the [N11] 6584 A image obtained from the SAM-FP cube. Each
plot of the grid shows the velocity profile obtained by summing the
data for an aperture of 1arcsec, placed at the central position of
the plot box. Here, we see some double-peaked profiles in the very
central regions of the nebula, with varying degrees of contribution
from the approaching and receding parts as we get closer to the ‘rim’
of the nebula. In the outer regions, we again see the reversal of the
dominant component, as mentioned before.

A more interesting visualization, considering the distribution of
distinct velocity structures, in the case of an object like a PN, is
the position velocity (PV) diagram. With the velocity data cube we
simulated distinct slits to obtain PV diagrams in some regions of
the nebula. The simulated slit as well as the respective PV diagram
obtained for eight distinct positions are presented in Fig. 3. Four slits
were positioned parallel to the major axis and four parallel to the
minor axis of morphological symmetry of the nebula. We obtained
PV diagrams for the Ho and [N11] 6584 A data cubes. Overall, the
PV diagrams show the signature of an expanding gas bubble with
some complex substructures. Looking at the PV for the S1 slit, we
can see a somewhat bipolar cavity with a point-symmetric enhanced
shell that does not completely surround it. The point symmetric
enhancements can also be seen in the slits S2, S3, and less clearly so
in the respective Ho PV diagrams. These structures are also seen in
the data presented in Hajian et al. (2007).

The velocity data presented, apart from being important in itself,
were also used to derive the input three-dimensional gas and dust
structure of the nebula in the model. This is described in detail in
Section 3.1.

2.2 Observations from IUE

In this work, we use IUE observations in the same manner as Tsamis
et al. (2003) to constrain our model carbon abundance, as they are
the only observations that include CELs for this element, which
are crucial to determining its abundance. However, we also remea-
sured the IUE aperture spectra for NGC 3132 that they presented.
The data comprise low-resolution, large-aperture spectra obtained
with the SWP camera, covering the wavelength range of 1150
to 1975 angstroms, which were accessed on the Space Telescope
Science Institute website.? The TUE large aperture measuring 10.3 by

Zhttps://scikit-image.org/docs/stable/api/skimage.restoration.html
3https://archive.stsci.edu/iue
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23 arcsec was used to capture the observations which were processed
with the final NEWSIPS calibration procedures. In this work, we use
the data from the aperture swp49629, since it was the one with the
best quality available. Data for aperture swp49629 were downloaded
and the emission line intensities for the detected lines were obtained
with a Gaussian fit. In Fig. 3, we show the aperture and its positioning
in relation to the nebula.

To be able to use the line-intensity data of these observations,
combined with intensities measured with other instruments in the
optical to constrain the model, we need to scale the UV calibration
to the optical one, given that observing procedures in each are very
distinct. To achieve this, we used the emission line He 11 A 1640 from
the UV and He 11 15411 from the optical MUSE data and the fact that
the ratio of these lines is theoretically well determined.

Unlike Tsamis et al. (2003), we scaled the observations without
making assumptions about aperture corrections, using the spatially
resolved nature of the MUSE data to extract the flux of the He 1 15411
in the same aperture configuration as that used for the IUE ob-
servations. This procedure guarantees that we are not introducing
incorrect scaling factors due to the distinct ionization structure of
the lines involved and positioning of the aperture. To determine the
theoretical ratio, we use our model to calculate it under the exact
conditions of the nebula and with the same aperture configuration as
in the observations.

The final values we obtained and used as constraints
on the model, were Hemil640 = (0.851+0.113)HB and
Cur] Ax1906 + 1908 = (2.642 £ 0.135)H B. The values deter-
mined by Tsamis et al. (2003) were He1r 21640 = 0.259 H 8 and
Cu] Ax1906 + 1908 = 0.411 HB.

3 3D PHOTOIONIZATION MODEL

To investigate the ionization structure and construct detailed models
of PNe with complex morphologies such as NGC 3132, sophisticated
3D photoionization codes are necessary. In this work, we use the
MOCASSIN photoionization code (version 2.02.73.2), as detailed in
(Ercolano et al. 2003; Ercolano, Barlow & Storey 2005). The code
utilizes atomic data from the CHIANTI data base (version 10), as
described in Del Zanna et al. (2021). The overall process of modelling
a PN with MOCASSIN involves creating a density distribution of the
nebular gas and dust and running a set of models varying the input
central source luminosity and effective temperature as well as the
elemental abundances until a satisfactory fit to the predefined con-
straints is achieved. A similar three-dimensional modelling approach
with MOCASSIN has also been used for the study of the PNe Abell
14 (Akras et al. 2016). In the following, we describe in detail the
methodology and assumptions adopted in each of those steps.

3.1 The gas density structure

One of the key elements in constructing a detailed photoionization
model for a PN is the definition of the input density structure
(gas or dust). The most common procedure is to assume a simple
one-dimensional structure with spherical symmetry. More detailed
options such as hydrodynamical models, while providing self-
consistent results, rely on numerous assumptions about the under-
lying physical processes without direct observational constraints
beyond observed morphologies. Structures obtained in this way are
good for studying generic PNe types, such as bipolars, for example;
however, they are not ideal for specific objects unless a dedicated
model is constructed. In contrast, kinematical modelling approaches
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Figure 1. Velocity field maps for the velocity data cubes of 6563.85 A (left) and 6584.49 A (right), respectively.
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Figure 2. SAM-FP velocity profile grid for NGC 3132 obtained from the
SAM-FP [N11] 6584 A velocity datacube, showing the velocity structure at
each grid position.

(e.g. Akras et al. 2016), which use a limited number of high-
resolution slit observations, often depend on idealized assumptions
about the 3D structural elements being combined, such as cylinders,
toruses, cones, and other geometric shapes. These idealizations may
not accurately represent the complex and varied morphologies of
actual PNe.

In this work, we make use of the spatially resolved velocity
information contained in the SAM-FP data cubes discussed in
Section 2.1 to infer a three-dimensional structure for NGC 3132.
The procedure is based on the assumption that the velocity of a
given volume element of the gas is constant over the expansion
time of the nebula. According to Zijlstra et al. (2001), this type of
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velocity distribution can be expected if the nebula has evolved from
a relatively short mass loss event and is now moving ballistically. In
addition, Steffen & Lopez (2004) argue that a continuous interaction
of a wind with small-scale structures can also develop a positive
velocity gradient with distance. The result is a homologous expansion
in which the nebula conserves its shape over time.

In practical terms, the velocity vector at any given point is
proportional to the position vector of that point in the nebula.
Evidence of this property can be found in the literature (Wilson 1950;
Weedman 1968; Corradi 2004; Meaburn et al. 2008; Uscanga et al.
2014, among others). This assumption has been used in numerous
works, where the goal was to deproject the spatial structure of PNe.
Perhaps the most focused on the technique is the work of Sabbadin
et al. (2006) and references therein, where the group obtained the
three-dimensional structures of a sample of objects using high-
resolution long-slit spectroscopy. In the work of Steffen & Lépez
(2006), the authors present a computational tool to analyse and
disentangle the three-dimensional geometry and kinematic structure
of gaseous nebulae called SHAPE,* which is still widely used in
the literature to study PNe, recovering their detailed kinematical and
structural information (e.g. Vaytet et al. 2009; Clark et al. 2010, 2013;
Akras & Lopez 2012; Akras & Steffen 2012; Akras et al. 2015; Clyne
et al. 2015; Harvey et al. 2016; Derlopa et al. 2019, 2024)

To derive the density structure for NGC 3132 based on the SAM-
FP data and the assumptions discussed previously, we began with
an initial estimate of the proportionality constant used to convert
velocity field information into distances. We also assumed that, as
a first approximation, the density of the gas is related to the Ha
emission intensity as Iy, nfl throughout the nebula, where ny
is the hydrogen gas density. By applying the velocity-to-position
proportionality, we transformed the Ho velocity data cubes into
a 3D density structure. With this structure, we began the iterative
fitting process of the photoionization model to match the available
observational constraints. After achieving a preliminary fit, we
extended the analysis by relating the [N 11] A6584 line intensity to the

“https://wsteffen75.wixsite.com/website
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Figure 3. Position—velocity maps obtained from the SAM-FP [N 11] datacube for distinct simulated slit positions as shown in the upper right panel, where the
slits are overlaid in a HST/WFPC2 H « image, obtained from the Hubble Legacy Archive. The two IUE apertures used in this work, as described in Section 2.2

are also shown.

density. Here, we also make use of the assumption that /inypessa O¢
n? in the regions where the line is formed, i.e. where the ion N*+/H
is present, given that the densities are not close to the critical
density of log(N,) = 4.9 for the line. This relation allowed us to
convert the [N 11] 16584 velocity data cubes into a corresponding 3D
density structure, which was then combined with the previous H
« structure.

To construct the combined three-dimensional density structure
of the nebular gas distribution, we make use of the [NII] and
Ho velocity data cubes, to define the low ionization region of
the nebula, by taking the ratio i[N,,] / IAHD[, where [ represents the
intensity normalised so that max(/) = 1 for the relevant line. The
resulting array is then used as a weighting factor, to differentiate
regions within the nebula based on their ionization properties.
Finally, the three-dimensional density structure of the nebula was
determined by combining the density arrays determined from the
[NT11] and He data cubes into a single density array, weighted by
the 7, Nm/ Ty array. The weight makes it so that in the inner regions,
where hydrogen is completely ionized, the Ha structure is more
prevalent, while in the low ionization zones the [NII] structure is
predominant.

In the process of finding the best model, we identified the need to
introduce a filling factor, which indicates how much of the nebula’s
volume is occupied by gas, of € = 0.65 to adequately reproduce the
main bright nebula, as well as the fainter outer regions. The filling

factor was applied by randomly setting cells in the final density grid,
so that 35 per cent of them were set to zero density.

We also had to increase the density in low ionization zones
in particular where N* starts recombining and the dependence
IiNup6sga X n? starts to no longer be valid (see Fig. 10 for de-
tails. With the help of the model, we determined that the zone
where the temperature dependence starts to become important for
the collisional lines corresponds to f[Nn] /fHa > (.7. For regions
above this threshold, we increased the density according to the
relation (f[N m/ Tie — 0.7) x 700 cm™3, yielding an increase of about
1400 cm™3 in the very low ionization zones where i[N]]] / iﬂu ~ 2.
The final density distribution was obtained by:

i
R==24 (1)
IHzx
Ny = 13501/ fyy x (1 = R) + 1800/ fjxy x R+ C, %))
_ J(R—=0.7) x 700 ecm™ if R > 0.7
€= {o if R <0.7. )

A visualization of the resulting 3D density structure is provided in
Fig. 4. In the figure, we show isodensity surfaces for 500 (blue), 850
(grey), and 1400 (red) gcm™ of the density distribution obtained
for NGC 3132 along the x, y, and z axes, respectively. Inspecting
this density structure in the 3D visualization we can identify some

MNRAS 539, 1756-1774 (2025)
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Figure 4. A visualization of the 3D structure showing in the upper row isodensity surfaces for 500 (blue), 850 (grey), and 1400 (red) cm=2 of the density
distribution obtained for NGC 3132 along the x, y, and z axes, respectively. Locations of the three main ring regions found are shown in the lower row along
with slices of the density structure in the yz, xz, and xy planes, respectively. Also shown are the identified symmetry axis for the large outer ring (red line), dense

inner ring (purple line), and an inner low density cavity (yellow line).

Figure 5. TIsodensity contour showing the inner low density cavity together
with a slice in the yx plane of the gas structure.

MNRAS 539, 1756-1774 (2025)

prominent structures: a mid-density outer ring, two higher density
inner rings, and a low-density region like a cavity. The main dense
elliptical inner ring has a symmetry axis (purple line in Fig. 4) which
is inclined relative to the line of sight by about 30 deg. This denser
inner ring is not a regular structure, and some warping can be seen.
The second denser inner ring is of slightly lower density and is also
not contiguous, showing a less defined structure (perhaps also due to
data quality). This secondary inner ring is also related to some of the
more obvious areas of higher extinction (see, for example, Fig. 3).
The outer lower density ring shows a more irregular structure, with
breaks and warps perhaps due to interactions with previously ejected
material as well as the interstellar medium. Its shape is also elliptical
but with less eccentricity. The outer ring is tilted in relation to the
denser inner ring (lower row in Fig. 4) and the transition in densities
between the two is well defined but continuous, as can be seen in
Fig. 6. The figure also shows identified symmetry axis for a large
outer ring (red line), dense inner ring (purple line), and an inner low
density cavity (yellow line).

The low density cavity (400-550 g cm ™) shows a complex some-
what warped bipolar shape when looking at a cut through the density
structure along the major axis of the projected morphology (Fig. 5).
The cavity runs through the nebula along an axis inclined by about
20 deg in relation to the line of sight.
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Figure 6. Visualizations of the dust and gas density structure adopted. Shown are projected gas density (upper left), projected dust density (upper right), major

axis cut of the gas density (lower left), and minor axis cut (lower right).

3.2 The dust density structure

For the NGC 3132 model, we also included dust in the calculations.
This is justified by IR observations of the outer regions of the nebula
as well as in the inner regions, as evidenced by recent JWST images
presented in De Marco et al. (2022), and also due to the importance
of dust in the energy balance of the system. Although dust was not the
main focus in this work, we experimented with a wide range of dust
distributions in relation to the gas structure, from uniform to locally
distributed. In the fitting process, we found that the distribution that
gave the best results, with respect to how well the model reproduced
the observed spectral energy distribution (SED) in the IR, see Fig. 12,
was non-uniform and with dust present in the low ionization zones
of the nebula.

The final configuration of the dust structure that gave the best re-
sults was generated by adopting a grain number density proportional
to the H number density of the gas, present only in regions where
f[N[I] / fHa > (.25, in other words, with a constant dust-to-gas ratio
by number in the region where dust is present. The final model dust
distribution in the main nebula has a total mass of 1.0 x 1072 M,
giving an overall dust-to-gas mass ratio of 0.07.

3.3 The central ionizing source

The ionizing source, characterised by its 7T.¢ and luminosity, is one
of the essential free parameters that we fit in the model. Initially, we
used standard blackbody sources, but these failed to fully replicate
the observations, in particular the gas temperature measured through
diagnostic line ratios, always producing significantly hotter plasmas.
Accurately reproducing the gas temperature is key in ensuring that
the abundances derived from the model are reliable. Consequently,
we experimented with more sophisticated NLTE stellar model
atmospheres from T. Rauch,’ which yielded improved results but
still produced gas temperatures a few hundred degrees hotter than
those indicated by observational diagnostics.

The results of the JWST telescope observations presented in De
Marco et al. (2022), where a dusty envelope surrounding the central
star of the nebula was detected, provided important observational
constraints, including precise photometry of the central source. In
that work, they reported observations consistent with a dust disc
having an inner radius of 55 au, an outer radius of 140au, and a
dust mass of 2 x 1077 Mg, Similarly, in Sahai et al. (2023), using

Shttp://astro.uni-tuebingen.de/~rauch/
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the same data set, the authors concluded that a dust mass of 3.9 x
10~ M, extending to a radius of 1785au and composed of 70
per cent silicate and 30 percent amorphous carbon, could match
the observed photometry. However, as discussed in De Marco et al.
(2022), a dust-only shell or disc alone was insufficient to improve
the temperature predictions of the photoionization model.

These results led us to consider a combined dust and gas shell
surrounding the central source in our models. To achieve this, we
introduced a spherical shell of a uniform density of dust and gas
around the ionizing source. In principle, this region could have been
handled by the code using the nested grid capacity of MOCASSIN;
however, due to the large number of packets required for the
convergence of the central region alone, the computational cost of
doing this self-consistently with the main nebula would become
prohibitive with our available computational resources. We chose
then to separate the problem into main nebula and central region and
run models separately for both. This allowed us to run models more
quickly and converge faster to the solution for the nebula and for the
central region without the added computational time and complexity
of large nested grids with multichemistry for dust and gas. With this
we first generated a photoionization model for the central region,
then used the resulting SED as the input ionizing source in the
photoionization model of the main nebula.

By iterating over the shell’s free parameters such as size, inner
and outer radius, density, and composition, we found a model con-
figuration that better reproduced line diagnostic ratios, particularly
for temperature. The best fit was obtained with a spherical shell
with inner and outer radius of 67 and 334 au respectively, containing
2.42 x 1073 Mg, of gas and 2.42 x 1071 M, of dust that gives a
dust to gas ratio by mass of 1 x 107>. We also note that the fit
was sensitive to the shell’s elemental abundances. The best match
was obtained with a He-poor, C- and O-rich composition, with mass
fractions of Xy = 6.5 x 1073, X¢c = 0.474, Xy = 4.7 x 1077, and
Xo = 0.466. To reach these values, we explored different combina-
tions consistent with predictions from stellar evolution models for
the inner layers of a 3 My progenitor star remnant (e.g. Pignatari
etal. 2016).

The dust composition was also constrained due to the central
source photometry available from De Marco et al. (2022) and Sahai
et al. (2023). We found that the photometry was best reproduced by
dust consisting of graphite grains with radii 0.2 pm to 1.0 pm (data
for grains from Draine & Lee 1984).

The final central source spectrum is shown and discussed in detail
in Section 4.

All files used in generating the final MOCASSIN model have been
made available at https://github.com/hektor-monteiro/NGC3132_
model. There the reader will also find a PYTHON notebook which
can be use to visualize isodensity surfaces and slices of the density
structure.

3.4 Finding the best model

During the modelling process, we used a two-stage approach to
refine the photoionization model of NGC 3132. In the first stage, for
which we gave details in previous sections, we follow a traditional
method by manually running models and comparing them against all
available observables, including emission-line maps and integrated
line fluxes and diagnostic ratios. This step ensures that key structural
parameters, such as the H 8 flux, nebular size, and energy balance of
the nebula, are properly constrained. It also ensures that the stellar
effective temperature and luminosity, which directly influence the
overall physical conditions of the nebula, are already well within

MNRAS 539, 1756-1774 (2025)

accepted tolerances. The density distribution is constrained by the
available emission line intensities and diagnostic ratios, in particular
the spatially resolved images, to ensure that the spatial properties are
well reproduced. Since density directly affects the obtained model
H B flux, this value is also constrained in this stage by the observed
value for the entire nebula.

In principle, some degeneracy is expected between density, size,
and central source luminosity, especially when the distance adopted
is uncertain and the model considers a filling factor. In our case,
since the distance, and therefore the size of the nebula, is really well
constrained by the distance value obtained from GAIA, that problem
is minimised. Furthermore, spatially resolved data for emission lines
from distinct elements and ionization stages put strong constraints
on the luminosity of the central source and the resulting model H
flux at this stage. The results from the final model and how well it
reproduces these constraints are discussed in detail in Section 4.

With the density of gas and dust as well as the properties of the
central ionizing source defined and constrained by the observational
data as described previously, we then focus on the second stage
which is the fitting of the elemental abundances of the key elements
He, C, N, O, and S. Although all abundances and properties
mentioned before are usually the free parameters of a model, which
are determined by the fitting process constrained by the available
observations, in this second stage, we adopt the central ionizing
source and density structure parameters as fixed since they already
are constrained within the adopted tolerances.

In this second stage, to determine the best fit of the key elemental
abundances of the model, we use a global optimization algorithm
called cross-entropy, which has been successfully applied to a series
of astrophysical problems, as in Caproni et al. (2017) and Dias
et al. (2021) and references therein. The main numerical constraints
adopted at this stage for the fitting of the abundances are the integrated
emission line intensities and the derived diagnostic ratios. The Cross
Entropy method involves an iterative process in which the following
is performed in each iteration:

(1) random generation of an initial sample of fit parameters,

(i) selection of the 10 per cent best candidates based on calculated
likelihood values,

(iii) generation of a random fit parameter sample, derived from a
new distribution, based on the 10 per cent best candidates calculated
in the previous step,

(iv) repeat until convergence or stopping criteria reached.

We have written a series of PYTHON scripts implementing the use
of the cross-entropy, with the photoionization code MOCASSIN, to
perform model fits. A key step at this stage is the definition of the
likelihood function to be adopted for the problem. Given that the
main constraints for the abundance determination are the integrated
emission line intensities and their respective diagnostic ratios and
that their uncertainties are essentially Gaussian distributed, we adopt
the following likelihood function:

In our code, we adopt a log-likelihood function given in the usual
manner, for the maximum likelihood problem, as:

n

In £(D|X) oc =)

i=1

(I = M(X))* @
207 ’
where X is the vector of parameters (in our case the elemental abun-
dances to fit) of the model M (X), I; are the observed line intensities
and diagnostic ratios to fit with their respective o; uncertainties. The
optimization algorithm then finds X, which maximizes £(D|X).

G20z Iudy Gz U Jasn pieog ujeaH AISISAIUN S[eA PUB JipieD) soleA SHN Ad €799608/9G/ L/Z/6€S/910IUE/SEIUW /W00 dNO™dlWapeoe)/:Sdjy WoJj papeojumoq



..., E I — Y

The planetary nebula NGC 3132 revisited 1765

N
L]
~
| 4
oo
e
ere)

Sdl

|+
=1y
it
o

———————

He C

Figure 7. Results of the optimization showing the best solution found and their respective confidence intervals for the abundances of He, C, N, O, and S. The
C, N, and O abundances were normalized by 1 x 10™* and S by 1 x 107> for clarity. The histograms show marginalized distributions with the mean values for
each abundance as well as the 1o confidence intervals. The 2D distributions show the calculated model points, the best solution as a filled circle marker and the

1, 2, and 30 confidence intervals.

In this optimization stage, we kept the free parameters limited to
the abundances of He, C, N, O and S, since these were the elements
with the highest impacts in the temperature balance of the nebula
and for which we had good observational constraints. Abundances
for the other elements, such as Ar, Cl, Ne, among others, were just
adjusted afterwards to obtain an adequate line intensity match to the
available observations. The parameter space for the optimization was
as follows:

(i) He: 0.09 < He < 0.13
(i) C: 8 < C[10™#] < 12
(iii) N: 5 < N[1074] < 5
(iv) 0:2 <O[10#] < 8
(v) S:0.2 < S[107°] <2

The highest resolution model we can run in our current facility
consists of a grid with 1013 cells, and models in this resolution
take many hours to converge. To make the use of computation time
more efficiently, we optimize the problem using model grids with
713 resolution. This configuration allows for an optimization to be

complete in 6-8 d of computing. The final model is then run at full
resolution with the best-fitting elemental abundances.

4 RESULTS

In the previous section, we described the general methodology
adopted for constructing the photoionization model for NGC 3132.
Some results related to the density structure were already presented
there, and here we focus on other results that can be obtained from the
best-fitting model, in particular relating to the chemical composition.

One of the main goals of the modelling efforts is to obtain estimates
of chemical abundances. In Fig. 7, we show the results obtained by
the optimization detailed previously to find the best solution for the
chemical abundances He, C, N, O, and S, with the abundances of C,
N, and O normalized by 1 x 10~ and S by 1 x 107> for clarity. The
histograms show marginalized distributions, with the mean values
for each abundance as well as the 1o confidence intervals. The
2D distributions show the calculated model points in blue, the best
solution in orange and the 1, 2, and 30 confidence intervals. The

MNRAS 539, 1756-1774 (2025)
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likelihood space is regular, with no obvious correlations present. The
best solution found by the algorithm, shown as an orange point, and
the mode of the distributions agree well.

Establishing the goodness-of-fit of a given model is important, and
Stasinska (2023) suggests that each of the mismatched line intensity
has a relevant significance and suggests that the use of a quality factor
k(0) is more appropriate. The quality factor, defined in Morisset &
Georgiev (2009), represents the accepted tolerance, which accounts
for observational uncertainties in flux ratios and reddening, as well
as the expected accuracy of the model in replicating the observations.
The factor «(O) is defined as:

10g( Omod) - 10g( Oobs)

o= 7(0)

, (&)

where, Opnoq and Ogps are the observed and modelled values of
the observable and 7(O) the tolerance factor for the observable.
The tolerance factor is given by 7(0) = log (1 + AO/O) for any
quantity O with adopted tolerance of AO.

For our model fits, we adopted the tolerance as the maximum
of three uncertainty estimated values: (1) 3o from literature flux
uncertainty; (2) adopted a flux uncertainty assuming that the overall
calibration uncertainties are in the range 5 per cent to 10 per cent,
given that absolute calibrations were not performed; and (3) adopted
a 30 per cent flux uncertainty for lines known to be affected by other
effects, such as telluric contamination or aperture effects (among
others). For the IR lines used, we adopted the value of 30 per cent
for the flux uncertainty based on the results of Garcia-Lario (2000).

The integrated line intensities are the main constraints used in the
model] fitting process in all stages and in Table 2 we present the
observations and the usual line diagnostic ratios used as constraints,
their uncertainties, the relative tolerances adopted, the values ob-
tained by the best model and the quality factor «(O) obtained.
In general, most lines are within the adopted tolerance, indicating
the quality of the fitted model. The observed absolute H 8 flux in
particular, obtained by the MUSE observations, which we adopt as a
constraint for this quantity, is also well reproduced. However, there
are important discrepancies that are discussed below.

Three of the largest discrepancies appear for the IR lines [O1]
63 um, [O1] 146 um, [C11] 157 um with «(O) > 10. These lines are
notorious for being formed in PDRs that are predominantly neutral
and have physical and chemical processes that are not taken into
account in the current version of the MOCASSIN code and, therefore,
are not expected to be reproduced. The next important discrepancy
to note is that of the He 11 24686 RL with «(0O) ~ 7. The He I lines
are important constraints for the temperature of the central ionizing
source. Fortunately, in this case we have more than one observation
of the line He1rA5411, which we can use to help understand the
discrepancy. As we can see in Table 2, the measurement of the
line He1t 25411, which was obtained by Monreal-Ibero & Walsh
(2020), is well reproduced by the model. The intensity value of
the He 114686 line, which is not present in the MUSE data, was
obtained by Tsamis et al. (2003), who also measured HeTr 15411
to be 0.004 (HB = 1). Both measurements by Tsamis et al. (2003)
are systematically lower than the values obtained by the model.
More interestingly, the He 1 14686 line shows a large variation in
the long-slit spectroscopy determinations found in the literature,
as can be seen in Table 1, which indicates that slit position is an
important factor. However, the upper limits in cases with multiple
measurements are always considerably higher than the value obtained
by Tsamis et al. (2003). If we take the average of the literature values
we get Iye naese ~ 0.14 £ 0.09, which is in agreement with the value
obtained by the model. Other lines that we use as constraints and were
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Table 1. He 11 4686 line intensities obtained in the literature.

Literature Reference Intensity (HB = 1)

Aller & Faulkner (1964) 0.27
Torres-Peimbert & Peimbert (1977) 0.0458-0.258
Kaler, Aller & Czyzak (1976) 0.24
Baessgen et al. (1990) 0.053-0.092
Monteiro & Gruenwald (2000) 0.106
Krabbe & Copetti (2006) 0.0707

measured by Tsamis et al. (2003), which show discrepancies, are
[Ne 1] 13968 and [O 11] A3727 and in both cases the model predicts
higher intensities. The fact that for all these lines, which are in the
bluer region of the spectrum, the model values are systematically
higher than the measurements seems to indicate a relation to the
extinction correction, since other lines measured by the same author
in the redder parts of the spectrum agree well with the model.

For the lines [O11] 27332 and [S 1] 29072 we also see a relevant
discrepancy; however, these lines can be strongly affected by telluric
emission and, therefore, prone to higher uncertainties depending
on how the sky subtractions have been performed on the data. For
[O11] A7332, which was measured by Monreal-Ibero & Walsh (2020)
and Tsamis et al. (2003) to be 0.036 and 0.056, respectively, there
is a significant difference indicating that the uncertainty on this line
may be underestimated.

We also included in Table 2 selected recombination emission line
measurements from Tsamis et al. (2003). Compared to the model,
the oxygen and nitrogen lines show considerable discrepancies of
k(0) > 4.Theline from carbon shows a small discrepancy, although
we believe that the uncertainties cited by the authors are considerably
underestimated. A more conservative value of AO/O = 0.5 for
these lines would place the carbon line with «(O) = —0.879, while
the lines for oxygen and nitrogen would still be discrepant. Our model
considers only uniform abundances throughout the main nebula and
therefore cannot explain such a discrepancy. To investigate that in
more detail we would need a two-phase model (with high and low
metalicity zones) and better observational constraints, as these RLs
tend to be very faint and may appear in regions of the spectrum
where there is considerable overlap with other lines, making the task
of measuring them precisely quite challenging.

Another important constraint for the model is the ionic stratifica-
tion for different species. This is verified through the ability of the
model to reproduce different emission line structures and dimensions
produced by different ions and ionization stages. In Fig. 8 we show a
comparison of model emission line maps and MUSE maps obtained
for characteristic lines of low, middle, and high ionization stages of
the elements H, He, O, and N. In Fig. 9, we show a comparison of
the H § MUSE image to the model, overlaid with contours showing
that the model reproduces well not only the dimensions but also the
observed stratification. This is also seen in the right panel of the
latter figure, where cuts along the E-W direction passing through
the central star position show how well the model reproduces the
relative intensity variations of the lines H g as well as [N 11]. This is a
particularly important constraint, as it relates to the total gas and dust
mass available to be ionized and the central star capacity to do so. In
our case, it is a very stringent constraint, as the physical size of the
density structure is set by the very precise Gaia distance which is in
the range 736 < D < 769 pc, as discussed by De Marco et al. (2022)
and used here as the distance of the nebula. The fact that the model
reproduces the ionization stratification details and sizes in distinct
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Table 2. Comparison of observed emission line intensities and diagnostic ratios to their respective model values. Lines used as constraints in the optimization
process (see Section 3.4) are indicated by the * superscript. Also shown here are the adopted tolerance AO /O and resulting quality factor «(O) for each line
and diagnostic ratio.

Line I, o, AO/O Model k(0) Ref.
Optical CE lines (A)

Ha 6563 2.880 0.022 0.050 2.860 —0.146 2
Hy 4341* 0.410 0.021 0.150 0.468 0.952 1
He15877* 0.165 0.006 0.102 0.170 0.313 2
He16678* 0.046 0.008 0.524 0.048 0.110 2
He14471* 0.060 0.003 0.150 0.062 0.193 I
He 11 4686 0.040 0.002 0.150 0.100 6.574 1
Hen 5411* 0.007 0.011 4397 0.008 0.024 2
[N 1] 5200* 0.082 0.041 1.494 0.172 0.817 2
[N 11] 6549* 1.796 0.014 0.050 1.885 0.984 2
[N 11] 6585* 5.563 0.017 0.050 5.556 —0.027 2
[N11] 5756* 0.076 0.006 0.240 0.086 0.540 2
[O1] 6302* 0.335 0.014 0.300 0.412 0.788 2
[O1] 3727* 5.510 0.276 0.150 6.587 1.278 1
[O1] 7322* 0.067 0.020 0.898 0.101 0.637 2
[O1] 7332* 0.035 0.008 0.651 0.120 2.435 2
[O 1] 5008* 8.362 0.013 0.050 8.456 0.230 2
[O 1] 4364* 0.040 0.006 0.458 0.053 0.770 1
[Ne 1] 3869 1.180 0.059 0.150 1.060 —0.764 1
[Ne 1] 3968 0.510 0.025 0.150 0319 —3.347 1
[S1] 6732* 0.507 0.011 0.100 0.463 —0.962 2
[Su] 6718* 0.518 0.016 0.100 0.468 —1.068 2
[St] 6312* 0.022 0.010 1.299 0.035 0.527 2
[S 1] 9072* 0.384 0.055 0.428 0.632 1.397 2
[Cl1m] 5539 0.008 0.013 4913 0.008 0.021 2
[Clm] 5519 0.010 0.012 3.660 0.010 —0.012 2
[Ar 1] 7136* 0.273 0.006 0.100 0.265 —0.321 2
Recombination lines (A)

Cu 4267 0.0070 0.0007 0.30000 0.0049 —1.359 1
N 11 4630 0.0004 0.0001 0.30000 0.00003 —9.873 1
N1 5678 0.0008 0.0001 0.30000 0.00022 —4.921 1
011 4069 0.0041 0.0004 0.30000 0.00123 —4.589 1
Infrared lines ( pm)

[N1]122 0.041 0.004 0.300 0.088 2.863 3
[N m]57* 0.675 0.068 0.300 0.823 0.752 3
[O m]52* 1.699 0.170 0.300 1.942 0.508 3
[O 1] 88* 1.198 0.120 0.300 0.870 —1.220 3
[01163 0.446 0.045 0.300 0.006 —16.533 3
[O1]146 0.013 0.001 0.305 0.001 —11.586 3
[Cu]157 0.056 0.006 0.303 0.173 4309 3
Ultraviolet lines (&)

He 11 1640* 0.851 0.113 0.398 0.649 —0.809 This work
C]1906 + 1908* 2,642 0.135 0.153 2354 —0.810 This work
Line diagnostics

[Su] 6731/6717* 0.980 0.037 0.113 0.989 0.095

[O1m1] (4959 + 5007)/4363* 278.733 42.509 0.458 210.939 —0.740

[N11] (6584 4 6546)/5754* 97.213 7777 0.240 86.439 —0.546

[S 1] (9069 + 9531)/6312* 59.642 27.194 1.368 63.294 0.069

Absolute flux

F(H 8) 9.18 x 1071 4.59 x 10712 0.050 9.23 x 1071 0.111

(erg cm~2s7h)

Note. 1: Tsamis et al. (2003), 2: Monreal-Ibero & Walsh (2020), and 3: Liu et al. (2001).

lines with such good precision is remarkable and is evidence that the
homologous expansion assumption is a reasonable one.

The ionization structure of the nebula is complex, but we can
look at characteristic directions to gain a better understanding of the
conditions. In the model, we find that 6 per cent of the cells where
N. > 0 have H"/H > 99 per cent and 30 percent have H/H < 1
per cent, with 69 percent of cells with values between. In Fig. 10
shows the electron temperature, electron density and ionic fraction

profiles for two directions through the model nebula (Left: along the
x-axis; right: along z-axis, both through the nebula centre).

The velocity field from the homologous expansion assumption
allows us to perform another sanity check of the model. With
the velocity field combined with the emissivities obtained by the
model, we can simulate the observed PV diagrams for any given
emission line. In Fig. 11, we show the results for cuts along the
major axis of the nebula for the Ha and [N11] emission lines,
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Figure 8. Comparison of model emission line intensity in ergs/cm? /s (lower row) to MUSE maps (upper row) obtained for characteristic lines of low, middle,
and high ionization stages of the elements H, He, O, and N. Both MUSE and model images are displayed in linear scale.
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Figure 9. Comparison of observed H « emission line image obtained from MUSE (left panel) to the model (overlaid contour) as well as E-W relative intensity
profiles from H « and [N 11] (right panel).
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Figure 10. Electron temperature, electron density, and ionic fraction profiles for two directions through the model nebula. Left: along the x-axis; right: along

z-axis, both through the nebula centre.
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Figure 11. PV diagrams for cuts along the major axis of the nebula for the
H o (left panel) and [N11] (right panel) images compared to their respective
results from the model (overlaid contours).

which were observed by the SAM-FP, as described in Section
2.1. The model PV diagram contours are overlaid on the image
obtained from the data. There is good agreement for the overall
structure of the PV diagram with some evident discrepancies in
the fainter outer parts of the nebula, where the homologous ex-
pansion assumption probably starts to be a poor approximation.
The model also does not well reproduce the inner regions due to

the resolution limit of the observational data, especially in Heo,
which is mainly produced in the lower velocity regions of the
nebula.

A detailed comparison to the spatially resolved data from MUSE
and a discussion about the empirical abundance determination and
how it compares to the results of the model in this work will be
made in a forthcoming paper by Bouvis et al. in preparation. The
spatial distribution of electron density and temperature derived from
different pseudo-slit, as well as along radial directions from the
MUSE observations and MOCASSIN model have been thoroughly
examined and compared employing the SATELLITE code (Akras
et al. 2022). These comparisons were useful to improve the current
photoionization model of NGC 3132.

We also compared the model escaped SED with the available
observations. In Fig. 12, we present the Escaped SED obtained by
the model compared to the available observed data. IR photometry
from IRAS, WISE, and AKARI obtained from Vizier® and IR spectra
from ISO from Liu et al. (2001) and Spitzer from Delgado-Inglada &
Rodriguez (2014) are also plotted. The Spitzer spectra were taken
using slits that do not cover the entire nebula, so it was scaled to
correspond to the ISO spectrum and to be consistent with the available
photometry. Also shown is the SED of the ionizing source used and

Shttps://vizier.cds.unistra.fr/viz-bin/VizieR
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Figure 12. Escaped SED obtained by the best-fitting model (blue line)
compared with the available observed data. IR photometry from IRAS,
WISE, and AKARI (red squares) was obtained from Vizier. IR spectra from
ISO from Liu et al. (2001) and Spitzer from Delgado-Inglada & Rodriguez
(2014) are also plotted (light red and grey lines, respectively). Also shown
is the used ionizing source SED (orange line) and a blackbody curve of
the same temperature (dashed green line) for comparison with the measured
photometry for the central source obtained by De Marco et al. (2022) and
Sahai et al. (2023). Lower panel shows details of the far-IR part of the
spectrum and the model results using SiC (blue line), Silicate (orange line),
and graphite (green line).

a blackbody curve of the same temperature for comparison, as well
as the measured photometry for the central source obtained by De
Marco et al. (2022) and Sahai et al. (2023). For the dust in the outer
regions, we explored the dust compositions of SiC, graphite, and
silicate, as shown in the lower panel of Fig. 12. It can be seen from
the figure that there is reasonable agreement of the dust continuum
of the escaped SED with the available photometry for all three grain
types investigated.

The dust composition of SiC gave slightly better results around
the 10 um compared to the other grain types, so this was the dust
type adopted in the final model fit and abundance optimization.
The dust mass obtained with SiC dust grains in the size range of
0.012 um to 0.7 pm, in the usual power law distribution of sizes with
dn/da oc a=3?, was of 2.6 x 1073 M. The temperatures obtained
with the dust distribution and composition were in the range of
40-80 K. It should be noted that SiC dust grains are expected to
be found in C-rich stars (C/O > 1) according to Stanghellini et al.
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Table 3. Summary of best-fitting NGC 3132 photoionization model
parameters.

Parameter Value

Ionizing source:

Effective temperature (7csr) 140.0 kK
Luminosity 212+ 11)Lg
M; 2.7+ 02)Mgp
Meore (0.64 £ 0.04) M
Central source shell:

Geometry Spherical
Inner, outer radius (cm) 1.0 x 10%5,5.0 x 10'5
Gas mass 2.42 x 107 Mg
Dust mass 2.42 x 10719Mg
He mass fraction (Xy.) 6.5 x 1073

C mass fraction (X¢) 0.474

N mass fraction (XN) 4.7 x 1077

O mass fraction (X¢) 0.466

Dust grain composition Graphite
Dust grain size range 0.2-1.0 pm

Dust grain size distribution dn/da oc a=33

Main nebular structure:

Geometry derived from velocity field
ny interval from about 50 to 1900 (Fig. 6)
size (cm) 5.074 x 1017

Gas mass (Mg) 0.14

Dust mass 1.0 x 1072 Mg

Dust grain composition 100 per cent SiC dust
Dust grain size range 0.012-0.7 um

Dust grain size distribution dn/da o< a=3

Gas abundances:

He/H 0.117+591
—3 0.05
C/H (107%) 117550
_ 0.3
N/H (10~%) 2~27J—r02
_ 0.7
O/H (1074 5.80%06
— 0.2
S/H (107%) 106103
Ar/H (107) 3.10%93
. 0.2
Ne/H (1074 1.20755
_ 0.2
CI/H (1077) 170755

(2007), which is consistent with the composition we find for the
nebula.

Overall, the other dust grain types require about the same dust
mass to reproduce the observations in the dust continuum, but with
smaller grain sizes. However, with our current dust distribution, to
reach the observed emission around 10 pwm, distributions with smaller
grains reaching the inner regions of the nebula would be required
for graphite and silicate dust. In such cases the grains interfere
considerably with the heating and ionization structure of the gas
phase the nebula, leading to a worse reproduction of the observed
emission-line fluxes and a poorer model fit overall. It is possible
that a combination of grain types and size distributions may lead
to a better fit of the data: indeed, SiC dust grains are mixed with
graphite/amorphous carbon in C-rich AGB stars (Groenewegen et al.
2007) but this is beyond our scope.

For the dust surrounding the central source, large grain sizes (0.2$—
1.0 um) were required to reproduce the observations. It suggests that
a binary trapped central structure (De Marco et al. 2022), such as
a disc, may be a reservoir of large dust grains. In a simple AGB
outflow, the gas expands adiabatically and hence the density drops
rapidly. The collisions between particles (both gas and dust) would
be substantially reduced in a short space of time. On the other
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Table 4. Abundances from the 3D model compared with values from the literature. Abundances are ratio of elements to hydrogen by number. The uncertainties
of the model abundances have been approximated by symmetric values for clarity.

Krabbe & Monreal-Ibero &
3D Model fit Tsamis et al. (2003) Copetti (2006) Walsh (2020)
He/H 0.117 £ 0.010 0.12 0.126 £ 0.007 0.124
C/H (107%) 11.7+0.7 3.20* - 7.10
N/H (107%) 2.27+£0.32 2.40 291+£0.23 3.60
O/H (107%) 5.80£0.71 6.60 5.72+£0.35 8.60
Ne/H (107%) 1.20 £0.20 3.10 3.11+£0.20 3.50
S/H (1073) 1.06 £ 0.20 1.10 1.14 £0.05 1.30
CV/H (1077) 1.70 £0.20 2.30 2.61 £0.19 2.50
Ar/H (107) 3.10 +0.50 5.40 - 3.80
Method 3D phot. model Scanning long-slit Long-slit 1D phot. model
C/O 2.02+£0.28 0.48 - 0.83
N/O 0.39 £0.38 0.36 0.51 0.42
@Carbon abundance is from CELs. The authors obtain 1.27 x 10~ from RL.
hand, a disc is gravitationally bound by the central star to some 4.5 Moo=08337,
extent and could sustain reasonably high densities for a long time. ; ———-"""_"_"";4 o657
That would allow dust grains to stick together and coagulate. This 4.0 l: mmmmmmm = 2T _0;5_86 ﬂf """"
. . . . * e g e
coagulation to large dust grains may be commonly found in discs, ] T
1
not only in proto-planetary discs (Facchini et al. 2017), but also 354 ‘\\ 1 ," eSO i
in PNe \‘\ \‘\ =| ;/’/
Finally, we look at the results for the abundances of the elements 2.5 YR i
determined in our model fitting. The results presented in Table 4 37 AURY ‘\\ !
show a comparison between the elemental abundances derived from B YA ‘\
C e . . = g Yoy
the 3D photoionization model and those reported in the literature. 25 .
_ \
The helium abundance from the 3D model is consistent with values % \ Nk '\ 5
from the literature, showing only minor deviations that may arise 2.0 ‘% ‘\\ ,‘ﬁ\ \\‘\ \‘
from differences in methodologies. The carbon abundance derived | PP \\\ / \\ % Ve
from the model is significantly higher than the values found in the L5 | Meon=06360 f!' \\ \\ \‘
literature, in Tsamis et al. (2003) agd Monreal—lber.o & Walsh (2020). . N ‘ / \\ ‘\\ ‘.‘ @ NGoaLsz
The lower value reported by Tsamis et al. (2003) is likely due to the 1.0 . : : e | :
use of CELs observed in IUE apertures that do not encompass the BN W3 RAR 5B ‘Ogs(fﬁm A8 R %R Al

entire nebula, requiring aperture corrections. The fact that in Tsamis
et al. (2004), the same authors obtain 1.27 x 10~ for the abundance
of carbon obtained from RLs, which is better in agreement with
our model value, together with the more detailed scaling we have
performed for the IUE data, as described in 2.2, indicates that the
aperture correction may indeed be the cause. The Nitrogen abundance
is comparable with the values derived by Tsamis et al. (2003) and
Krabbe & Copetti (2006), but is lower than that found in Monreal-
Ibero & Walsh (2020), probably due to their use of a simplified
one-dimensional model.

The abundance of oxygen is at the lower end of the literature
values, which range from 5.72 x 107 to 8.60 x 10~ and the
abundances of neon, sulphur, chlorine, and argon are consistently
lower than values from the literature. This discrepancy could be
related to differences in methodologies and assumptions made, such
as ionization correction factors for these elements and the fact that
our model gives slightly higher electron temperatures than those
obtained from observations.

The value derived from the 3D model for the carbon-to-oxygen
ratio (C/O) is significantly higher, while the nitrogen-to-oxygen ratio
(N/O) is in agreement with the literature values derived from CELs.
Our C/O value is also higher than 0.81, ratio obtained by Tsamis
et al. (2004) from RLs. The lower C/O values from the literature
would indicate a progenitor star of about 1 M, according to Ventura
et al. (2018), which is in disagreement with the recent results of De
Marco et al. (2022).

Figure 13. HR diagram showing the central source Tef and luminosity,
as derived from the photoionization model fit interpolated in the grids of
the intermediate-mass star evolutionary models of Miller Bertolami (2016)
(shown in the figure as dashed lines), to obtain core and progenitor star
masses. In each cooling track, the corresponding intervals of dynamical age
(2061 £ 412) yr, determined from the homologous velocity field fitted, are
shown (coloured thick lines). In the zoomed-in panel the interpolated cooling
track (dashed line) as well as the corresponding dynamical age interval are
shown.

In fact, we have very stringent constraints on the progenitor star
from the model results. The final properties of the ionizing source, as
shown in Table 3 and illustrated in Fig. 13, indicate that the progenitor
star has amass of (2.7 £ 0.2) M. The core mass of (0.64 £ 0.04) Mg
and the progenitor mass were obtained by interpolating the grids of
the intermediate-mass star evolutionary models of Miller Bertolami
(2016) (shown in the figure as dashed blue lines). In each cooling
track, we show the corresponding intervals of dynamical age (2061 +
412) yr determined from the homologous velocity field fitted. In the
zoomed-in panel in Fig. 13 we can see the interpolated cooling track
(orange dashed line) as well as the corresponding dynamical age
interval showing the agreement of the ionizing source luminosity
and T properties derived from our model fit with the predictions of
the Miller Bertolami (2016) models.
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5 CONCLUSIONS

In this study, we presented a detailed high-definition photoionization
model for the nebula NGC 3132. The methodology incorporated the
use of a global optimization technique with the MOCASSIN code to
derive the chemical abundances of the most important elements such
as C, N, and O for. By incorporating a robust variety of observational
constraints, including spatially resolved spectroscopic data, velocity-
resolved line profiles, emission maps, and photometry from recent
high-quality observational data from instruments such as MUSE
from the VLT and MIRI and NIRCam, we achieved consistent
reproduction of the observed nebular properties.

In this process, the high-resolution spectroscopic data obtained
from the SAM-FP instrument and the detailed kinematic structure
derived from it confirm the existence of a complex, expanding gas
structure with signatures of substructures and bipolar cavities, con-
sistent with previous studies. We incorporated the spatially resolved
velocity data from the SAM-FP data cubes to derive detailed, three-
dimensional gas and dust density structures based on the assumption
of homologous expansion. The resultant structure, which reproduces
well the available spatially resolved observational constraints, reveals
the complexity of the nebula, including multiple ring-like structures
and a low-density cavity.

To better reproduce the observations, we also had to include
a combined dust and gas shell surrounding the central ionizing
source, in agreement with what was detected in De Marco et al.
(2022). Although initial models using standard blackbody sources
or NLTE stellar atmospheres provided a basic fit, they failed to
match the diagnostic temperature constraints, consistently predicting
hotter plasmas. The incorporation of a dust and gas shell, with
inner and outer radii (67 and 334 au, respectively), a gas mass of
2.42 x 10~ Mg, and a graphite dust grain mass of 2.42 x 10719 M,
constrained by the JWST photometric data, allowed better agreement
with the observational data. The derived He-poor and C- and O-rich
composition of the gas in the shell is consistent with stellar evolution
models for a 3 M progenitor star.

The optimization approach allowed for an unbiased systematic
exploration of the parameter space, yielding abundances that not
only best reproduce the observed emission line strengths but also
provide uncertainties. The results of the model with the optimized
elemental abundances for He, C, N, O, and S show good agreement
with the available observational data. The model successfully repro-
duces most emission line intensities within the adopted tolerances,
with significant discrepancies for specific lines being explained by
observational uncertainties such as sky removal and for lines such as
[O1] 63 wm, [O1] 146 pm, and [C 1] 157 pm, processes not currently
accounted for in the model, such as PDRs. The diagnostic ratios for
the electron temperature are within the tolerance levels adopted but
are close to the acceptable range limit, showing that there is still
room for improvement. Two factors that may be affecting this are
the detailed dust composition and the possible presence of a higher
metallicity component in the main nebula, both of which should be
explored in future work.

One notable exception are the intensities of the RLs of N and O.
Unfortunately, we do not have good quality spatially resolved obser-
vations with high signal-to-noise to draw any reliable conclusions.
In the case of C, the results of our model give reasonable collisional
and RL intensities with a uniform abundance, in contrast to the result
of Tsamis et al. (2004), which found an ADF of 4.4. The difference
is likely due to the way we treat the IUE observations as described
in Section 2.2, taking into account details of the IUE aperture with
spatially resolved data and emission line images of the model for the
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relevant transitions. Given the available observations, we cannot rule
out the possibility of the existence of high metalicity phase, either as
higher density knots or in some other form, existing within the main
nebula as explored in the case of MGC 6153 done by Yuan et al.
(2011) and Gémez-Llanos et al. (2024), where authors find strong
evidence confirming the existence of such a phase. It is possible that
allowing for the presence of such a component would lead to a better
agreement between model and observations in the case of the RLs as
well as the derived electron temperature in the case of NGC 3132.
However, to be able to make any inference on the subject, better and
deeper spatially resolved observations of RLs intensities are needed.

The final fitted model presented here successfully reproduces all
key observational constraints available for NGC 3132, particularly
in terms of ionic stratification and detailed emission line structures
across different ionization stages. The good agreement between the
model and the MUSE emission line maps demonstrates the ability of
the model to accurately explain the ionization complexity within the
nebula. The precise distance measurement from Gaia played a critical
role in constraining the model’s physical size, further supporting the
validity of the homologous expansion assumption. The simulated
PV diagrams show good overall agreement with the observational
data, although discrepancies in the fainter outer regions highlight the
limitations of the expansion assumption at these distances.

The results of the elemental abundances derived from the 3D
photoionization model provide insights into the stellar evolution of
the progenitor star, specifically in the case of the carbon-to-oxygen
(C/O) ratio, which is notably higher in our model, compared to
previous determinations present in the literature. The discrepancy
between our derived C/O ratio and the lower values reported in earlier
studies points to a difference in the mass of the progenitor star. Stellar
models predict that stars with initial masses around 2.7 Mg, as we
have found, which is consistent with the findings of De Marco et al.
(2022), typically produce nebulae with a higher C/O ratio, as they
experience more efficient carbon synthesis during their evolution.
In contrast, lower-mass stars (around 1 M) tend to have a lower
C/O ratio due to less extensive carbon production. Moreover, the
properties of the ionizing source, such as luminosity and T,y agree
with predictions from stellar evolution models, such as those in Miller
Bertolami (2016). Although we did not perform a detailed study of
possible dust compositions and grain size distributions, the escaped
SED of the model with dust composed of SiC grains, which provides
a marginally better fit than that of graphite or silicate dust types, is
inline with the C-rich environment scenario.

This work wunderscores the effectiveness of combining
optimization-driven three-dimensional modelling with a wide range
of observational constraints to derive robust and detailed physical
and chemical properties of PNe. This work also demonstrates the
potential of these methods to improve our understanding of stellar
evolution, the chemical enrichment of the ISM, and the processes that
govern gas and dust formation and evolution in these environments.
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