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Abstract

Over the past few years, nonlinear topological photonics have garnered signifi-

cant attention due to their intriguing properties and potential applications. Re-

search in nonlinear topological photonics has revealed a variety of interesting

phenomena, including nonlinearity-induced topological phase transitions, the for-

mation of edge solitons, and the influence of the Kerr effect on the emergence

of edge modes. This thesis focuses on investigating the spontaneous symmetry

breaking of counter-propagating light, specifically between clockwise (CW) and

counterclockwise (CCW) modes, within the framework of a one-dimensional Su-

Schrieffer-Heeger (SSH) model consisting of optical ring resonators with Kerr

nonlinearity. The approach in this thesis is based on the Lugiato-Lefever equa-

tion, which we extended to describe the field amplitudes in each ring resonator for

both CW and CCW modes, considering small and large cross-phase modulation

(XPM) strength. With a small XPM strength, one can demonstrate the opti-

cal bistability of the edge mode. However, with large XPM strength, when the

coupling between CW and CCW modes becomes stronger, we observed complex

dynamics in light propagation as well as optical bistability. Strong nonlinearity

via XPM with the associated high pump intensity leads to excitation of the bulk

modes for large detuning values, showing periodic and chaotic oscillations. As

there are many parameters that can affect the spontaneous symmetry breaking

of counter-propagating light through nonlinear SSH lattice, we will present phase
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diagrams depending on variant parameters: input intensity, XPM strength, cou-

pling with sources, and intercell coupling coefficient. Then, we will compare the

dynamic of the nonlinear SSH lattice with identical coupling coefficients. Fur-

ther, to investigate the system in depth, we will apply a data-driven method

called dynamical mode decomposition, which extracts spatial modes. The study

of nonlinear topological photonics and spontaneous symmetry breaking in optical

SSH lattices paves the way for applications such as robust optical isolators and

circulators, all-optical memory and switching devices.
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Chapter 1

Introduction

Topological physics introduces novel phases of matter characterized by topologi-

cal invariants that persist under continuous changes, such as twisting or bending.

These phases include phases of topological insulators, topological superconduc-

tors, and semimetals, each featuring distinctive surface or edge states not found

in conventional materials. The edge (or surface) states have an extraordinary

immunity against defects and disorders arising from topological invariants such

as the Chern number. The field of topological physics in condensed matter has

rapidly advanced since Klaus von Klitzing discovered the quantum Hall effect in

1980 [1]. In the quantum Hall effect, a two-dimensional electron gas is placed in

a strong perpendicular magnetic field at low temperatures, resulting in quantized

Hall conductivity as the conductivity is proportional to the magnetic field inten-

sity. The strong magnetic field breaks time-reversal symmetry. Consequently,

current is carried by electrons confined along the edges of the system, which are

called edge states. The states exhibit unidirectional propagation and are immune

to disorder and defects.

In the topological photonics field, which started in 2009 [2], analogous princi-

ples are applied to light. Similar to topological edge states in condensed matter
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CHAPTER 1. INTRODUCTION

physics, photonic topological modes are localized at the boundaries of two differ-

ent photonic topological insulators. In such a photonic system, the edge modes

confine light to propagate unidirectionlly with broken of the time-reversal (T R)

symmetry without scattering or in counter-propagating directions with T R sym-

metry preserved. Similar to topological insulators, edge modes are protected by a

nonzero Chern number in systems with broken T R symmetry while Z2-invariance

persists in systems with T R symmetry preserved. This protection grants immu-

nity from certain defects and disorder. The main motivation for implementing

topological phases in a photonic system is remarkable immunity. This immunity

enables robust light transmission, even with fabrication imperfections or environ-

mental fluctuations or fabrication surface roughness [3]. Additionally, the design

of these systems can lead to novel applications, such as low-loss waveguides and

robust photonic circuits [4].

It is important to emphasize that photonics can enrich topological phases

with unique properties, including nonlinearities and non-Hermiticity, resulting

from the intense interaction between light and matter. Because topological fea-

tures remain unchanged under continuous transformations, topological photonic

systems are anticipated to exhibit a level of resilience to disorder and imperfec-

tions that do not typically exist in conventional photonic devices. Implementing

topological insulators in optical platforms allows researchers to study and utilise

the robustness of these edge modes in applications of localized and topological

modes such as optical cavities and waveguide arrays.

In recent years, many review papers have been published on photonic topo-

logical insulators [4–8], covering basic concepts, structures and optical platforms.

There are several ways to construct photonic versions of topological insulators

[5–10], using optical platforms such as waveguide [11–22], cavities [23–28], ring
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CHAPTER 1. INTRODUCTION

resonators arrays [29] and plasmonic and dielectric nanoparticles [30–32]. These

methods can be divided into two types: T R symmetry-broken systems, which

need an external magnetic bias or time modulation, and time-reversal symmetry

preserved routes without the presence of the magnetic field [3, 33–36]. In 2008,

F. D. M. Haldane and S. Raghu presented the first theoretical prediction of edge

mode in optics in photonic crystals analogous to the Hall structure [37, 38].

They proposed that by using nonreciprocal (Faraday effect) media, which breaks

time-reversal symmetry, it is possible to create photonic band gaps (PBGs) in

two-dimensional photonic crystals. These PBGs are characterized by a topo-

logical invariant known as the Chern number, which determines the presence of

unidirectional photonic modes at the interface between two different PBG me-

dia. The proposal was then confirmed experimentally in 2009, and edge modes

were observed at the interface between different types of photonic crystals in

a 2D array, consisting of a magneto-optical and regular photonic crystal in a

microwave regime [2]. Here the optical edge modes are shown by transmission

spectra in clockwise and counter-clockwise directions. Since the magnetic field

has weak effects on T R symmetry broken at optical frequencies, many studies

have focused on photonic topological insulators free of an external magnetic field.

Constructing a photonic topological insulator with T R symmetry can be applied

widely in different optical platforms such as waveguides, couple ring resonators

and metamaterials. For example, Rechtsman et al. experimentally demon-

strated photonic Floquet topological insulators: a honeycomb lattice consisting

of evanescently coupled helical waveguides [33].

Over the past few years, the framework of research on photonic topological in-

sulators has been extended to nonlinear regimes [11, 39–46]. The simplest model

that presents a nonlinear photonic topological insulator is a 1D Su-Schrieffer-
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Heeger (SSH) model with the Kerr effect. It can be implemented in a lattice of

optical elements, considering Kerr nonlinearity in on-site potentials or with the

coupling coefficients [12, 14, 21, 22, 28, 41, 47–55]. Dobrykh et al. experimen-

tally showed how nonlinearity could tune the linear topological edge states in an

SSH lattice of coupled resonators with Kerr nonlinearity on-site [41]. Increasing

input power led to a frequency shift (blue shift) for the edge state. Also, the

induced topological transition has been observed in a coupled waveguide array

based on SSH with a domain wall [14]. Due to the intrinsic configurability of

nonlinear structures where Kerr nonlinearity is considered in the coupling coef-

ficients, changes in excitation intensity can lead to topological phase transitions.

These transitions result in the emergence of topologically robust edge states [47,

49]. Ma and Susanto demonstrated the observation of edge solitons and showed

that, depending on the ratio coupling, edge solitons can be stable or unstable

(oscillate) [52]. Topological solitons can emerge from the linear topological mode

of the SSH lattice, whether in the presence of self-focusing or self-defocusing

nonlinearity, as long as the nonlinearity remains weak [50]. A theoretical model

has been presented to describe, based on coupled mode theory, weak and strong

Kerr effect on-site on a lattice of waveguide [12]. Periodic oscillations between

two edge modes take place when nonlinearity is moderate. Once Kerr nonlin-

earity is increased, the system exhibits chaotic oscillations as a result of strong

interaction between edge and bulk modes.

So far, the mechanisms through which clockwise (CW) and counterclockwise

(CCW) symmetries are broken in many coupled ring resonators have not been

thoroughly investigated. Most research has concentrated on configurations in-

volving only one or two ring resonators with Kerr nonlinearity [56–61].

Kerr nonlinearity can lead to asymmetrical behaviors in optical ring res-
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CHAPTER 1. INTRODUCTION

onators. Asymmetrical optical bistability in a nonlinear Sagnac interferometer

was theoretically predicted by Kaplan and Meystre [57]. The Sagnac interferom-

eter is symmetrically pumped by two beams of equal intensity but in opposite

directions, showing different regimes of bistability and multistability due to the

non-reciprocal propagation of counterpropagating waves. In 2017, Del Bino et

al. [62] presented the experimental realization of optical bistability in a nonlinear

ring resonator based on the Kerr effect. Here, bi-directional laser pumping into

a ring resonator from one side in opposite directions leads to spontaneous sym-

metry breaking between clockwise and counterclockwise light that propagates

through the resonator [62]. Moreover, the Kerr ring resonator displays oscilla-

tions, including chaotic and periodic [58, 60]. Scanning a variety of detuning

with high input intensity into an optical ring resonator shows different regimes

of oscillations with or without self-switching.

In this thesis, we aim to investigate spontaneous symmetry breaking in counter-

propagating light through a 1D photonic topological insulator lattice. We first

present an analytical system for a one-dimensional photonic topological insulator

with on-site Kerr nonlinearity, implementing a Su-Schrieffer-Heeger model in an

optical ring resonator array. To investigate the spontaneous symmetry break-

ing in optical intensity for edge modes, we consider self-phase modulation and

cross-phase modulation effects. We explain the optical bistability and analyze

the temporal dynamic of our structure. We plot phase diagrams for a nonlinear

photonic topological insulator system using Poincaré sections.

This thesis is organised as follows:

In Chapter two, we provide the reader with background concepts related

to a Su-Schrieffer-Heeger model and Kerr effect. First, we present the Hamilto-

nian of a linear model, showing an energy diagram for the nontrivial topological
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phase. Also, we explain the zero-energy state as the signature characterization

of topological phase. Second, we explain the Kerr effect, including self modula-

tion and cross modulation. To investigate how Kerr nonlinearity affect the field

amplitude in ring resonators, we explain the Lugiato-Lefever model.

Chapter three is related to our paper Reference no.[63]. we present the

first chapter of our scientific result for the Su-Schrieffer-Heeger model with Kerr

effect. To investigate the effect of Kerr nonlinearity, we have numerically solved

the Lugiato-Lefever equations. We have investigated two situations depending

on the input sources. In the first case, two identical sources are placed on the

left side of the SSH lattice. In the second case, we used four identical sources,

two sources on each side.

Chapter four We show complex behaviors of intensity, including periodic

and chaotic oscillations. We have plotted Poincaré sections for maxima intensities

as a function of detuning at a large value of cross-phase modulation strength.

We have shown how input power can affect the propagation of light. Moreover,

we have investigated the transition of the system from stable to unstable when

the system displays chaotic oscillations.

Chapter five We have applied more analysis to present phase diagrams for

various of parameters. We have compared nonlinear SSH lattice with symmetric

and asymmetric coupling coefficients. In addition, we used dynamical mode

decomposition to analyze time sets data, which we collected from the results of

the previous chapter, chapter four.

In the last chapter, chapter 6, we have highlighted our significant results

and future research directions.



Chapter 2

Theoretical Background

2.1 One-dimensional photonic topological insu-

lator model

In condensed matter physics, the Su-Schrieffer-Heeger (SSH) model, which was

proposed in 1979 by Su, Schrieffer, and Heeger, has become a foundational con-

cept in the study of topological phases of matter. It was initially introduced

in chemistry to study solitons in polyacetylene, a chain of carbon atoms with

alternating strong and weak bonds, as illustrated in Fig. 2.1(a) [64]. The SSH

model is one of the simplest models that present a topological insulator phase.

It offers deep insights into topological phases of matter through understanding

bulk-boundary correspondence, topological invariants, and edge states [65].

In photonics, one can implement a topological insulator model using optical

elements, such as coupled optical ring resonators [29], waveguides [11–22, 66]

and electromagnetic metamaterials [67, 68]. Therefore, the SSH model describes

a one-dimensional chain of optical elements where light propagates and couples

between adjacent sites, similar to how electrons move through an atomic lattice

7
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(b)

(a)

Figure 2.1: SSH model, blue and red circles refer to A and B sublattices, respec-
tively. (a) for polyacetylene. (b) the SSH model consists of an optical element
in each site with coupling strength v and w.

by hopping from one site to another. The coupling strength between optical ele-

ments are inter- and intra-cell coupling strengths, v and w respectively, as shown

in Fig. 2.1(b). Each unit cell contains two optical elements: one in sublattice A

and another in sublattice B. The introduction of alternating coupling strengths

is also called dimerization because the two atoms that belong to different sub-

lattices, A and B, form one unit cell.

2.1.1 SSH Hamiltonian

The Hamiltonian of finite 1D SSH lattice with open boundary conditions in real

space is given by:

Ĥ =
N∑

n=1

[
µâ†nân + µb̂†nb̂n + (vâ†nb̂n + wân+1b̂

†
n + h.c.)

]
, (2.1)

where the first two terms stand for on-site energy with µ. ân (â†n) and b̂n (b̂†n) are

creation (annihilation) operators in the different sublattices A and B within the

unit cell n, respectively; v and w stand for the intracell and intercell hopping,

respectively. The Hamiltonian Eq. 2.1 for N unit cell can be written in a matrix
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Figure 2.2: (a) Energy spectrum for topologically nontrivial case (v = 0.3, w =
0.4) for M = 2N + 1 = 21. Profile of the zero-energy edge mode in (b), of the
bulk mode in (c).

form as:

Ĥ =



µ v 0 0 . . . 0

v µ w 0 . . . 0

0 w µ v . . . 0

0 0 v µ
. . .

...

...
...

...
. . . . . . v

0 0 0 . . . v µ


. (2.2)

The eigenvalues (energies) of the Hamiltonian for a chain containing 21 optical

elements with zero on-site energy are shown in Fig. 2.2(a). One can obtain

the momentum space Hamiltonian of the SSH chain, considering the infinite
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size of the chain and applying Bloch’s periodic boundary condition. It requires

considering one unit cell (2 sublattices A and B). Then, we can write the bulk

Hamiltonian as :

H(k) =

 µ h∗(k)

h(k) µ

 , (2.3)

where h(k) = v + weika, k is the wavenumber and a is the lattice constant.

For real values of v and w and considering zero onsite energy i.e. µ = 0, the

eigenvalues are given by:

E(k) = ±
√
|h(k)|2, (2.4)

E(k) = ±
√

v2 + w2 + 2vw cos(ka). (2.5)

It is clear that the energy band diagram depends on v and w values. The plots

in Fig. 2.3(a,b,c) show that the SSH lattice has an energy band gap when v > w

or v < w. When the Fermi level lies in the band gap, the SSH lattice becomes

an insulator. However, when v = w, it becomes a conductor because there is no

bandgap. The system is a conductor with symmetry hopping, when v = w.

The momentum space Hamiltonian is a two-dimensional Hermitian matrix

that can be written in terms of Pauli matrices σ = (σx, σy, σz) as:

H(k) = h(k)σ. (2.6)

The components of H(k) can be defined as:

hx(k) = v + w cos(ka), hy(k) = w sin(ka), hz(k) = 0,



2.1. One-dimensional photonic topological insulator model 11

1 0 1
k(π/a)

3

2

1

0

1

2

3

En
er

gy
, E

(k
)

(a)
v= 1, w= 2

1 0 1
k(π/a)

2

1

0

1

2(b)
v=w= 1

1 0 1
k(π/a)

3

2

1

0

1

2

3(c)
v= 2, w= 1

4 2 0 2 4
hx

8

6

4

2

0

2

4

6

8

h
y

(d)

4 2 0 2 4
hx

6

4

2

0

2

4

6
(e)

4 2 0 2 4
hx

6

4

2

0

2

4

6
(f)

Figure 2.3: Energy band diagrams for different coupling constants. (a,d) cor-
respond to the nontrivial SSH lattice, encircling the origin of coordinates in (d)
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the gapless band energy for v = w. (c, f) correspond to the trivial phase with
zero winding number as the origin of coordinates is not encircled in (f).
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with the direction of h(k) given by:

ϕ = tan−1 hy

hx

= tan−1
( w sin(ka)

v + w cos(ka)

)
.

Figure 2.3(d,e,f) illustrates three different paths of h(k) over the first Brillouin

zone. Since the Brillouin zone is 1D periodic with respect to k, h(k) forms a

closed loop. Obviously, for v < w and v > w, there are two distinct paths,

despite both paths having similar band energy diagrams. The path encircles the

origin for the nontrivial topological phase, i.e. v < w, whereas in the trivial

phase, i.e. v > w, it does not encircle the origin. From this trajectory, we can

determine graphically the winding number, which counts the number of times the

loop surrounds the origin of the hx, hy plane. Here, the origin point is localized

at h(k) = 0. Mathematically, the calculation of the total phase change of the

complex function h(k) over the Brillouin zone is known as the winding number

(W ). It is a topological invariant that can be defined as:

W =
1

2π

∫ π

−π

d

dk
arg[h(k)] dk.

The Winding number can take on values of either 0 or 1, depending on intercell

and intracell parameters. It will be zero for the trivial phase (v > w) and 1 for

the nontrivial topological phase (w > v).

2.1.2 Chiral symmetry (sublattice symmetry)

In the SSH model, chiral symmetry is also referred to as sublattice symmetry

[65]. The SSH chain contains two sublattices, A and B, in each unit cell; it is

not allowed to couple from A to A and B to B. The Hamiltonian of this system
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(2.1) (µ = 0) has a chiral symmetry if it satisfies the following condition:

Γ̂ĤΓ̂† = −Ĥ, (2.7)

where Γ̂ is unitary Γ̂2 = 1, and satisfies anti-commuting {Γ̂, Ĥ} = 0. As a result

of the chiral symmetry, for each energy state ϵ, there is a state with energy −ϵ as

long as we have an energy gap. Figure 2.2 (a) shows the chiral symmetry in the

energy spectrum from solving the eigenvalues problem of Eq. 2.1 for 21 sites. The

energy states are divided into two bands, with a bandgap in the middle hosting

one zero-energy state. Here, there is one zero-energy state because we have an

odd number of sites; for an even number of sites, there are two zero-energy states.

This zero energy is the signature of the nontrivial topological phase, known as

topological zero-energy mode.

2.1.3 Edge mode

An edge mode is an essential characteristic of a topologically nontrivial SSH lat-

tice. It is protected against perturbations even with defects or disorders by the

bulk-boundary correspondence, which links the existence of zero-energy states

at the edges to the topological invariant of the bulk, i.e. the winding num-

ber [65]. For a finite SSH lattice, described by Eq. 2.8, the chiral (sublat-

tice) symmetry is preserved, as indicated by the relation Γ̂ĤΓ̂† = −Ĥ, where

Γ = diag[1,−1, 1,−1, . . .]. This symmetry implies that for every eigenstate |Ψn⟩

with energy En, there exists a corresponding eigenstate Γ|Ψn⟩ with energy −En.

This ensures the existence of zero-energy eigenstates (unpaired) for an SSH lattice

with odd site numbers. Furthermore, these zero-energy states are also eigenstates

of the chiral symmetry operator Γ. As a result, the zero-energy eigenstates can

exist entirely on one sublattice, making the amplitudes at odd (even) sites non-
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SSH1 SSH2

Figure 2.4: Schematic of the SSH model with wall domain.

zero (zero) [65]. Figure 2.2(b) and 2.2(c) show that the distribution of the zero

edge mode decreases gradually with zero amplitude at an even site (sublattice

B) while bulk mode propagates through the bulk of the SSH lattice. The zero

edge state is protected by chiral symmetry and winding number equal to 1; the

edge states will pin at zero energy as long as the chiral symmetry is preserved

[69].

However, the zero-edge mode is localized not only at the end of the SSH

system but also at the interface between two domains [65], as shown in Fig. 2.4

where the winding numbers differ. This example of the SSH lattice has v > w on

the left-hand side with winding number W = 0 (trivial phase) while on the right

side with the winding number is W = 1 (non-trivial phase), and the domain wall

is located where the coupling parameters are swapping. The Hamiltonian of such

a system is given by:

Ĥ =
N∑

n=1

(µâ†nân+µb̂†nb̂n)+
N∑

n≥m

(vâ†nb̂n+wân+1b̂
†
n+h.c.)+

N∑
n≤m

(wâ†nb̂n+vân+1b̂
†
n+h.c.),

(2.8)

where m indicates where the domain wall is located. Figure 2.5(a) shows that

the energy diagram of the SSH with a domain wall has one zero-energy mode.

The field distribution of edge mode is concentrated at the interface between the

SSH lattices as shown in Fig. 2.5(b).
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Figure 2.5: (a) Energy spectrum for SSH with wall domain. (b) The field
distribution of the edge mode.

2.2 Kerr effect

The Kerr effect, named after John Kerr, a Scottish physicist, refers to the change

of refraction that depends on the intensity of light. In 1875, he observed the

change in the polarisation of light when an electric field is applied to an isotropic

and transparent material [70]. Depending on the source of the applied electric

field, the Kerr effect can be divided into two types: the electro-optic Kerr ef-

fect and the optical Kerr effect. In the case of the electro-optic Kerr effect, a

varying electric field from the voltage source is applied to material, e.g., water,

causing a change in the refractive index. In the optical Kerr effect, a strong

linearly polarised electric field induces nonlinear polarisation in the medium,

resulting in optical birefringence, i.e., different refractive indices in two perpen-

dicular directions to light polarisation [71]. This change in refractive index (∆n)



2.2. Kerr effect 16

can be written in terms of the optical intensity (I) in the nonlinear medium as

∆n = n0 + n2I, where n0 is the linear refractive index (or the weak intensity

index) and n2 is the nonlinear refractive index (also known as Kerr index) [72].

As the nonlinear term is much smaller than the linear term, the essential require-

ment of the optical Kerr effect is a high optical power source such as lasers.

After the invention of the laser by Theodore Maiman [73], the optical Kerr

effect has been experimentally observed using two linearly polarised laser beams:

one intense beam for inducing the birefringence and the other weak one as a

probe of the birefringence [74, 75]. The intense beam induces an extraordinary

axis in the isotropic material through the nonlinear refractive index, while the

weak probe beam does not change the refractive index [76]. This intense beam

can modify the refractive indices that a probe beam and its own wave experience,

known as self-phase (SPM) modulation and cross-phase modulation (XPM), re-

spectively.

Self-phase modulation arises from the change in the refractive index of the

light beam by itself. Mathematically, it can be written as :

∆n = n2I (2.9)

where n2 is a nonlinear index.

Cross-phase modulation arises from the interaction between at least two

beams of light with high intensities. Then the optical phase of a light beam

is altered due to its interaction with another beam in a nonlinear medium. This

refers to a change in the refractive index:

∆n = 2n2I. (2.10)
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By comparing with SPM, there is a factor of 2 because the phase shift in cross-

phase modulation is twice as strong as in self-phase modulation for the same

intensity. To explain the origin of factor 2 in XPM [56], from the third nonlinear

polarization PNL which is written as:

PNL = χ(3)E|E|2, (2.11)

where χ(3) is the nonlinear susceptibility, and E is the total electric field of

counter-propagating light which is given by:

E = Ecwe
ikx + Eccwe

−ikx. (2.12)

By substituting this definition into Eq. 2.11:

PNL = χ(3)(Ecwe
ikx + Eccwe

−ikx)[(E2
cw + E2

ccw) + (EcwEccwe
2ikx + c.c)] (2.13)

PNL = χ(3)Ecwe
ikx(|Ecw|2 + 2|Eccw|2) + χ(3)Eccwe

−ikx(|Eccw|2 + 2|Ecw|2]) (2.14)

We consider both SPM and XPM in this work, setting the XPM constant to

2 and larger than 2 in the chapter 3 and chapter 4.

2.3 Optical ring resonator

In 1969, E.J.M. Marcatili first proposed an optical ring resonator which consists

of a straight waveguide and ring resonator [77]. An optical ring resonator guides

light using total internal reflection and allows it to circulate independently in
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Figure 2.6: (a) All-pass and (b) Coupled-Resonator Optical Waveguide (CROW)
based on optical ring resonators.

two opposite directions. A basic optical ring resonator setup consists of a single

straight waveguide coupled with a circular resonator, as shown in Fig. C.1(a).

This configuration functions as an all-pass filter [78]. When light travels through

the waveguide, a portion of it couples into the ring resonator at the coupling

region via the evanescent field. After circulating within the ring, part of the

light coupled back into the waveguide, where it interferes with the incoming

optical wave.

When multiple ring resonators are coupled in an array, they form the coupled-

resonator optical waveguides which called CROW system [79, 80], as shown in

Fig. C.1(b). In a CROW, the light wave propagates by jumping between adjacent

resonators through weak coupling, analogous to electron hopping in tight-binding

models in solid-state physics. In this work, we use this CROW to implement an

optical SSH lattice.
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Figure 2.7: Schematic of the Kerr ring resonator.

2.4 Symmetry breaking in micro-ring resonator

Pumping a micro-ring resonator, which is made of a nonlinear medium, by two

identical laser beams as illustrated in Fig. 2.7 induces a change in the refractive

index, results in a resonance frequency shift. The Kerr effect causes a change

in the resonance frequency of the two counter-propagating modes as a result of

SPM and XPM, and the coupling via XPM between them leads to spontaneous

symmetry breaking above a certain threshold of the input intensity. Asym-

metrical behaviors include bistability, multistability, and periodic and chaotic

oscillations. To observe such asymmetrical behaviors in the Kerr ring resonator,

there are two common ways: first, using counter-propagating light intensities,

and second, using two orthogonal polarized light components [62, 81]. The first

way depends on injecting symmetrical light beams into the ring resonator from

two different directions. In the second mechanism, the ring resonator is pumped

by linearly polarised input fields [82]. Here, in this work, we will consider the first

method. The dynamic equation that describes the field amplitude in a passive

ring resonator with Kerr nonlinearity is given by the Lugiato-Lefever model[83]:
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∂E±

∂t̄
= Ein − E± − i∆E± + iηE±

(
|E±|2 + 2|E∓|2

)
+ iβ

∂2E±

∂τ̄ 2
, (2.15)

where ± signs indicate, respectively clockwise and counterclockwise directions,

t̄ = γt, γ is the cavity decay, Ein is the input field, ∆ the detuning, η = +1 for

self-focusing medium and η = −1 for self-defocusing medium, and τ is the fast

time during a round trip. On the right-hand side, the second term is decay, the

third is detuning, the fourth and fifth indicate SPM and XPM terms, respectively.

Here, the strengths of SPM and XPM are 1 and 2, respectively, since the medium

of the resonator has little to no diffusive effect. The last term is for anomalous

(normal) second-order dispersion with β = 1 (β = −1)and negative in the normal

dispersion regime. In this work, we will consider no group velocity dispersion,

i.e., the field envelope remains constant within a round-trip. In chapter 3, we

will derive the Lugiato-Lefever equation for 1D SSH lattices that consist of ring

resonators.

Figure 2.8 shows the intensities (I± = |E±|2) in CW and CCW directions as

a function of input intensity Is = |Ein|2 for two different values of the detuning

∆. We have plotted this figure by solving Eq. A.12 numerically for a range of

input field amplitude Ein. It can be observed that for small detuning (∆ = 1.6),

CW and CCW modes propagate identically as input intensity is increased, as

shown in Fig. 2.8(a). However, for detuning ∆ = 1.85, for example, symmetrical

propagating light is followed by spontaneous symmetry breaking as depicted in

Fig. 2.8(b), which is known as optical bistability. The bistability regime is limited

to the values of detuning [62], which is why the symmetry broken CW and CCW

modes after appearing restores the symmetry state. In the next section, we will

explain sublattice symmetry and CW-CCW symmetry through the SSH lattice
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Figure 2.8: Intensities in CW (I+) and CCW (I−) directions as function of input
intensity Is with provided ∆ = 1.6 in (a) and ∆ = 1.85 in (b), using Eq. A.12

with the on-site Kerr effect.

2.5 Bifurcations in dynamical systems

A bifurcation is a phenomenon in nonlinear dynamical systems in which a slight

change in a system’s parameters leads to a significant, sudden, and qualitative

shift in its behavior. It marks the transition between stable, periodic, or chaotic

states. The logistic map is one of the most famous examples of a system with

many bifurcations, a simple nonlinear difference equation utilized to model pop-

ulation growth [84]. One can write a logistic map such as:

xn+1 = rxn(1− xn), (2.16)

where x is the population at time n and r is a control parameter indicating the

growth rate. Depending on the growth rate, the function of the logistic map
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Figure 2.9: Bifurcation diagram is determined by solving Eq. 2.16.

presents different behaviors, as shown in Fig. 2.9. It converges to a stable fixed

point as long as r ≤ 3, meaning the population remains constant over time as

illustrated in Fig. 2.10(a). Increasing r (3 < r < 3.45) leads to a sub-harmonic (or

period-doubling) bifurcation where the population oscillates between two values;

for example, at r = 3.3, the population alternates between around 0.55 and

0.84 as shown in Fig. 2.10(b). As the growth rate increases, these asymptotic

state values double to four and so on, until the population becomes chaotic.

Figure 2.10(d) shows an example of a chaotic population at r = 3.9.

2.6 Saddle-Node Bifurcation

Saddle-node bifurcation occurs when a pair of fixed points, one stable and one

unstable, collide and annihilate each other as a control parameter is varied. The
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2.6. Saddle-Node Bifurcation 24

2 1 0 1

1

0

1
x

(a)
unstable fixed points
stable fixed points

2 1 0 1 2
x

0

2

4

dx
/d

t

(b)

 <0

stable
unstable

2 1 0 1 2
x

0

2

4

6

(c)

 =0

2 1 0 1 2
x

0

2

4

6

(d)

 >0

Figure 2.11: (a) Saddle-node bifurcation diagram. Flow diagrams for µ < 0 in
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normal form for a saddle-node bifurcation is:

dx

dt
= µ− x2, (2.17)

where µ is the bifurcation parameter. Figure 2.11(a) shows the bifurcation di-

agram as a function of µ. There are two fixed points when µ < 0, as shown in

Fig. 2.11(b). At µ = 0, the fixed points combine into a semi-stable fixed point

as illustrated in Fig. 2.11(c); in this case, the fixed point is called a saddle-node

fixed point. This fixed point disappears once µ > 0 as shown in Fig. 2.11(d).
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2.7 Pitchfork bifurcation

The pitchfork bifurcation is a fundamental phenomenon in the study of nonlinear

dynamical systems, often associated with the emergence of spontaneous symme-

try breaking (SSB). It occurs when a symmetric system, as a control parameter

is varied, transitions from having a single stable fixed point to two new stable

fixed points and an unstable one at the origin, as shown in Fig. 2.12(a). This

behavior reflects the system’s loss of symmetry: the original symmetric state be-

comes unstable, and the system spontaneously selects one of the two equivalent

asymmetric states. Mathematically, the simplest normal form of a supercritical

pitchfork bifurcation is given by

dx

dt
= µx− x3, (2.18)

where µ is the bifurcation parameter. When µ < 0 and µ = 0, the origin is

the only stable fixed point; when µ > 0, the origin becomes unstable and two

new stable fixed points appear at x = ±√
µ, as shown in Fig. 2.12(b),(c)and(d)

respectively.

In this work, we will demonstrate bifurcations between CW and CCW modes

through the nonlinear Kerr effect in the 1D SSH lattice. We mean the sponta-

neous symmetry breaking between CW and CCW modes, forming a bifurcation.

2.8 Summary

In this chapter, we have provided a theoretical framework for understanding the

key concepts and phenomena underlying the work. It begins with an introduc-

tion to the one-dimensional photonic topological insulator model, focusing on
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the SSH Hamiltonian and its fundamental properties. The discussion highlights

the emergence of edge modes as a signature of topological behavior. Then we

present a brief introduction about optical ring resonator and the CROWs system.

Next, the chapter shows the Kerr effect, a nonlinear optical phenomenon that

introduces intensity-dependent refractive index changes that are important for

symmetry-breaking mechanisms. The study of symmetry breaking in micro-ring

resonators establishes a connection between nonlinear dynamics and photonic lat-

tices. Finally, we have explained period-doubling bifurcations, saddle-node and

pitchfork bifurcations in dynamical systems, providing a mathematical frame-

work for understanding transitions in nonlinear systems. In the next chapter, we

will present the first original and our significant results.



Chapter 3

1D Nonlinear Photonic

Topological Insulator

This chapter is adapted from our published paper in reference [63], except for

the last section.

3.1 Introduction

Nonlinear phenomena occur when the linear relationships between inputs and

outputs break down, resulting in rich and complex behaviors such as bistability,

where the system has two stable states for a single excitation. Optical bistability

in photonic systems arises when light propagates through a cavity containing a

nonlinear medium, resulting in two distinct optical states. In one state, a spe-

cific mode becomes dominant (switched on), while in the other, it is suppressed

(switched off) [85]. Stable symmetry breaking has been studied in optical sys-

tems, including counter-propagating light beams in Sagnac interferometers [57],

Kerr nonlinearity in microresonators [59, 62, 86–88], and one-dimensional chains

of ring resonators with a one input light beam [89]. In this chapter, we will

28
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demonstrate optical bistability in a 1D nonlinear photonic topological insulator.

To better understand 1D nonlinear photonic topological insulator, we will

explain briefly the linear SSH model with no resonance frequency shift first, then

this model after introducing resonance frequency shift via the Kerr effect.

3.2 Linear SSH model

Here the linear 1D SSH chain consists of (N + 1) unit cells, with each unit cell

containing two sites which belong to sublattice A and sublattice B, respectively,

hosting a single ring resonator in each one as depicted in Fig. 3.1(a). However,

the (N + 1)-th unit cell has only one ring resonator, which is part of sublattice

A. Consequently, there are a total of M = 2N + 1 ring resonators in the whole

system. We can control the intra- (v) and inter-cell (w)coupling coefficients

by adjusting the gap size between the ring resonators. We excite the coupled

ring resonators array by two optical pumps of equal intensity from one side.

Both pumps are coupled into the first ring resonator but flow in opposite direc-

tions, exciting clockwise (CW) and counterclockwise (CCW) modes, respectively.

The optical waves then travel throughout the resonators, moving back and forth

through the couplings between each ring resonator. We apply temporal coupled

mode theory [90, 91] to calculate the time evolution of field amplitudes an(t) and

bn(t) in the nth unit cell. It allows us to determine the optical intensities in CW

and CCW directions. The coupled mode equations are then expressed as:

dan,±
dt

= i
(
ω0 + iγn

)
an,± + ivbn,∓ + iwbn−1,∓ + δn,1γcsin,

dbn,±
dt

= i
(
ω0 + iγ′

n

)
bn,± + ivan,∓ + iwan+1,∓, (3.1)
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Figure 3.1: (a) A coupled ring resonators array based on SSH model with al-
ternating gap sizes, pumped with amplitude sin,±. (b) A nonlinear SSH model
with XPM strength B. v and w are the inter- and intra-cell coupling coefficients,
respectively, and γc is the coupling coefficient between the pumping source and
the first ring resonator.

where

γn = γ0 + δn,1γc,

γ′
n = γ0 (3.2)

where subscript ± represents the directions of propagation in CW and CCW,

respectively. δn,1 is the Kronecker delta function, ω0 is the resonance frequency

of the uncoupled ring resonators, and γ0 indicates an intrinsic loss. The input

beams with the same amplitude, sin, are given as
√
Ise

iωt . Here, the input

beam couples to the two CW and CCW modes in the first ring only (a1,±) with

the coefficient γc. Only an’s and bn’s are time-dependent functions, and the

notation (t) has been omitted for simplicity. For conciseness, we will write the

coupled mode equations (Eq. (3.1)) in matrix form, utilizing the Hamiltonian H

as follows:

dx

dt
= Hx+ S (3.3)
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where

x = (a1,+, b1,−, a2,+, b2,−, . . . , a1,−, b1,+, a2,−, b2,+, . . .)
T.

Note that the Hamiltonian H can be redefined by multiplying both sides by

i, resulting in an equation that resembles the Schrödinger equation, where the

eigenvalues correspond to the real parts of the frequencies. We have adopted

this notation to align Eq. (3.3) with the Lugiato-Lefever equation, which we will

explain in the following section. Then, the Hamiltonian H can be divided into

two terms:

H = H0 +Hc (3.4)

where

H0 = i(ω0 + iγ0)IM (3.5)

with IM the (M ×M) identity matrix. The nearest-neighbour coupling matrix,

Hc, can be expressed as:

Hc = i



0 v 0 0 · · ·

v 0 w 0 · · ·

0 w 0 v · · ·

0 0 v 0 · · ·
...

...
...

...
. . .


. (3.6)

The last term in Eq. 3.3, the source term S which is expressed as

S = [sin,+, 0, 0, · · · , sin,−, 0, 0, · · · ]T. (3.7)

In this work, we assume identical pumping by setting sin,+ = sin,−. We can solve

the coupled mode equations (Eq. (3.3)) in both frequency and time domains. In
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the frequency domain, assuming x = x̃ exp(iωt), yields an eigenvalue equation

iωx̃ = Hx̃. (3.8)

When we solve the eigenvalue equation, we obtain a frequency spectrum that

contains “zero-energy modes”. These modes are localised at one edge (the first

or the last site) which has a link to the neighbour site with a smaller coupling

coefficient among v and w. For example, the modes are localised at the site a1 if

v < w and the site aN+1 if v > w in Fig. 3.1. In this work, we refer to these

modes as edge modes rather than zero edge modes, as their frequencies deviate

from the resonance frequency ω0, making them no longer zero-energy modes in

nonlinear scenarios. We term the remaining modes as bulk modes, as their mode

fields are distributed across the entire SSH lattice.

3.3 Nonlinear SSH model

Now, we consider the couplings between the CW and CCW modes due to the

Kerr nonlinearity. The Kerr nonlinearity induces several nonlinear effects but

here, we only consider the SPM and XPM of the ring resonators, which lead to

a shift of the resonance frequencies of CW or CCW modes. In Fig. 3.1(b), only

the XPM is shown, but the frequency shifts ∆ω is given by (I+ + 2I−) where I+

and I− are the intensities of the CW and CCW modes in the ring resonators.

In Figure 1(b), only the couplings caused by the XPM are displayed. However,

the frequency shift can be defined as the sum of (AIn,++BIn,−), where In,+ and

In,− represent the intensities of the clockwise and counterclockwise modes in the

nth ring resonator, respectively. A and B are the strength coefficients for SPM

and XPM, respectively. For simplicity, we describe the field amplitudes in our
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nonlinear SSH model using the normalized Lugiato-Lefever equation [85].

Consider ã(t) and b̃(t) represent the time-varying envelope amplitudes, where

a(t) = ã(t)eiωt and b(t) = b̃(t)eiωt, the Lugiato-Lefever equation for a 1D SSH

array of nonlinear ring resonators can then be written as:

dãn,±
dt̄

= −ãn,± − i∆ãn,± + iη(A|ãn,±|2 +B|ãn,∓|2)ãn,± + ivb̃n∓

+iwb̃n−1,∓ + δn,1γcsin,

db̃n,±
dt̄

= −b̃n,± − i∆b̃n,± + iη(A|b̃n,±|2 +B|b̃n,∓|2)b̃n,± + ivãn∓

+iwãn+1,∓, (3.9)

where t̄ is the dimensionless time, t̄ = tγ0. The first term on the right-hand side

represents damping, while the second term corresponds to normalized detuning

(∆ = (ω − ω0)/γ0), which is the difference between the input continuous wave

frequency and the resonance frequency of an individual ring resonator. The third

and fourth terms represent SPM and XPM, respectively, with the normalized

nonlinear coefficients A and B. Here, η = +1 indicates a self-focusing medium,

while η = −1 indicates a self-defocusing medium. The terms involving v and w

represent the intra- and inter-couplings between the ring resonators, similar to

the linear case. Finally, we introduce a nonlinear term into Eq. (3.4) to obtain

the Hamiltonian for our nonlinear SSH model:

H = H0 +Hc +HNL, (3.10)

where

H0 = −(1 + i∆)I2M , (3.11)
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and

HNL = iηI2M × diag

(
δcw1,a, δcw1,b, . . . , δccw1,a , δccw1,b , . . .

)
. (3.12)

Here δcwn,a and δccwn,a are, respectively, defined as:

δcwn,a = A|ãn,+|2 +B|ãn,−|2,

and

δccwn,a = A|ãn,−|2 +B|ãn,+|2.

Similarly we can define δcwn,b and δccwn,b .

Due to nonlinear terms, we cannot convert Eq.(3.3), which is the time-

dependent equation, into an eigenvalue equation. Therefore, we will determine

the temporal evolution of the amplitudes ãn,± and b̃n,± numerically, using the

Runge-Kutta fourth-order method.

3.4 Optical bistabilty

As we have seen in chapter two, that section 2.2, the Kerr effect causes optical

bistability.

To theoretically investigate optical bistability in the nonlinear SSH lattice,

we consider an SSH array comprising seven ring resonators (M = 7). The sys-

tem is characterized by a detuning parameter ∆ set to 1.85, with the nonlinear

coupling strengths defined as A = 1 and B = 2.5. We use alternating coupling

coefficients v = 3 and w = 7. In our simulations, we varied the pump intensity

Is within a specific range, initializing the system with random initial conditions.

As illustrated in Fig. 3.2(a), optical bistability is observed, the balance between
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Figure 3.2: Optical bistability for SSH lattice, M = 7, v = 3, w = 7, γc = 0.01
and ∆ = 1.85 with Kerr nonlinearity in each resonator(a) while only in the first
resonator in (b). (c), (d) The intensity distributions corresponding to the input
intensities indicated by the dashed vertical lines in panel (a).

the clockwise (CW) and counterclockwise (CCW) modes is disrupted within the

pump intensity range of log(Is + 1) = 3.5 to log(Is + 1) = 5.8. In this range,

one of the modes (either CW or CCW) becomes stronger while the other mode

is suppressed.

Figures 3.2(c) and 3.2(d) show that the intensity decreases steadily toward

the center of the lattice system. Notably, the intensity is relatively large only

at the odd sites (sublattice A), and the intensity exhibits an exponential decay

along the right direction in both the single-stable [Fig. 3.2(c)] and bistable cases

[Fig. 3.2(d)], reminiscent of the zero-energy edge modes.

To provide a clearer understanding of the observed optical bistability, we

hypothesize that this phenomenon originates from symmetry breaking occurring

specifically within the first ring resonator. In a single-ring resonator case, optical
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bistability is achieved when the pump intensity is above a critical threshold

known as the bifurcation point. Consequently, it is expected that the first ring

will be the first one to demonstrate optical bistability as we gradually increase the

pump intensity, especially when the excitation is near the zero-energy frequency.

Notably, the detuning value of 2.1 is significantly smaller than the topological

band gap, calculated as 2|v − w|, which equals 8. It means that even when the

system is off-resonance, the zero-energy edge mode remains dominantly excited.

This is supported by the field intensity distribution shown in Fig. 3.2(d). Since

the intensities in the remaining rings are significantly lower than that of the first

ring, bistability is introduced solely by the first ring. The modes within the first

ring sequentially couple to the other rings, rather than generating additional

optical bistability from the subsequent rings. To further verify this propagation

of asymmetric intensities, we apply the Kerr effect exclusively to the first ring

resonator while keeping all other parameters unchanged. As shown in Fig. 3.2(b),

the resulting intensity curve closely matches the original (Fig. 3.2(a)), with only

a slight decrease in the Is range and a minor alteration in the intensity difference

between the two counterpropagating modes.

3.5 Nonlinear SSH lattice with bidirectional

pumping from the ends

Now, we consider a situation when the SSH lattice consisting of identical Kerr

ring resonators is pumped by four sources, as illustrated in Fig. 3.3. The sources

are placed on the right and left of the SSH lattice, two on each side. All the input

lasers are identical, i.e. they have identical field amplitudes and frequencies.

Then, the Lugiato-Lefever equations are similar to Eqs. (A.12); the difference is
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to add the source term for the equation describing the end ring resonator. Then

they can be written as:

dãn,±
dt̄

= −ãn,± − i∆ãn,± + iη(A|ãn,±|2 +B|ãn,∓|2)ãn,± + ivb̃n∓

+iwb̃n−1,∓ + δl,lsin,

db̃n,±
dt̄

= −b̃n,± − i∆b̃n,± + iη(A|b̃n,±|2 +B|b̃n,∓|2)b̃n,± + ivãn∓

+iwãn+1,∓, (3.13)

where subscript l = [1, N + 1] for only sub-lattice B.
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Figure 3.3: Schematic of nonlinear SSH with sources at the ends.

Figure. 3.4 (a) shows the intensity for the SSH lattice comprising seven ring

resonators. For low input intensity, it can be observed that the circulating inten-

sity in CW and CCW directions in each ring resonator propagates symmetrically,

but the first ring resonator has the largest intensities. However, when the input

intensities are increased further, the intensity in the sixth resonator grows signif-

icantly, crossing the intensity in the third ring resonator. Close to the crossing

point, we can observe spontaneous symmetry-breaking between CW and CCW

intensities in odd sites. By tuning the coupling coefficients, when setting cou-

pling strength to smaller values (v = 0.3, w = 0.7), the intensity is concentrated

at the ends of the SSH lattice as depicted in Fig. 3.4(b) and 3.4(d). In addition,

tuning the coupling confines spontaneous symmetry-breaking to the first ring

resonators.
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Figure 3.4: Optical bistability from solving Eq. (3.13) for 7 ring resonators,
∆ = 2, γc = 0.1, A = 1 and B = 2. (a)v = 3 and w = 7. (b)v = 0.3 and w = 0.7.
(c) The intensity distribution at log (Is + 1) = 7.3 in (a). (d) The intensity
distribution at log (Is + 1) = 6.5 in (b).
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3.6 Summary

In this chapter, we have extended the Lugiato-Lefever model to describe field

amplitudes in a 1D SSH lattice composed of ring resonators exhibiting Kerr non-

linearity. We have solved Lugiato-Lefever equations numerically using a fourth-

order Runge-Kutta method. When nonlinear terms are included in the Lugiato-

Lefever equation, we observed that the CW and CCW mode intensities in the

first ring remain symmetric until the pump intensity reaches a critical bifurcation

point. Beyond this threshold, symmetry breaks spontaneously as the resonance

frequencies of the CW and CCW modes in the first ring resonator begin to split.

In addition, we have added more sources to pump the nonlinear SSH lattice from

both sides symmetrically, still capable of showing the optical bistability. In this

chapter, we have set the XPM constant to 2 and 2.5. In the next chapter, we

will consider larger B values to show a different behavior: periodic and chaotic

oscillations.



Chapter 4

Complex light propagation in the

1D Su-Schrieffer-Heeger model

This chapter is adapted from the published paper in reference [63].

4.1 Introduction

In the previous chapter, we examined the phenomenon of optical bistability under

the influence of a small XPM strength. This time, we will delve into more in-

tricate behaviors that emerge when the XPM strength is significantly increased,

accompanied by a high input pump intensity and considerable detuning. By

exploring these conditions, we aim to investigate the rich dynamics and com-

plexities that arise in the nonlinear SSH lattice.

4.2 Oscillation phases

Now, let us delve into the temporal evolution of optical intensities within a 1D

SSH array comprising seven ring resonators. To investigate the periodic oscil-

40
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lation and chaotic phases present in our nonlinear system, we will generate a

Poincaré section by plotting all the local maxima from the time series of os-

cillating intensities. Figure 4.1 shows Poincaré sections of maxima intensity for

each site in the nonlinear SSH lattice, grouping into odd (Figure 4.1(a)) and even

sites (Figure 4.1(b)). It is obvious that each ring resonator located at an odd site

(sublattice A) has similar phases, including bistability and oscillations. As the

intensity patterns of each ring in the 1D SSH array closely follow that of the first

ring, we will focus on plotting the Poincaré sections for the first ring resonator.

This approach will deepen our understanding of the system’s dynamics.

To observe how the input intensity can affect the temporal dynamic of the

nonlinear SSH lattice, we plot the Poincaré section at low and high input intensity

as shown in Figs. 4.2(a) and 4.2(b), respectively. We scan the detuning across

the full spectral range encompassing the edge state and all bulk modes with

both negative and positive detuning in the linear SSH lattice, as indicated by

the vertical dashed lines in the figures. In this analysis, we set A = 1 and

B = 4, varying the pump intensity from 0.05 to 40 as indicated by different

colors. As illustrated in the zoomed view of the plots, seven modes account

for edge and bulk modes. The edge mode shows the highest intensity in the

center of the spectra, with six bulk modes situated on both sides of the edge

mode, three on each side. At low pump intensities, as shown in Fig. 4.2(a), the

edge mode experiences a significant shift towards larger detuning values and its

intensity increases markedly. In contrast, the bulk modes shift less noticeably

with a slight increase in intensities. This behavior can be attributed to the

concentration of light intensity in the first ring resonator. Under conditions of

high pump intensity, as illustrated in Fig. 4.2(b), the CW and CCW modes of

the edge mode experience a significant interaction caused by XPM. It leads to



4.2. Oscillation phases 42

∆

0

2

4

6

M
ax

im
a 

of
 in

te
ns

ity
, 

 I
m
ax

,
±

(a)

∆

0.0

0.5

1.0

8 4 0 4 8
∆

0

1

2

3

M
ax

im
a 

of
 in

te
ns

ity
, 

 I
m
ax

,
±

(b)

8 4 0 4 8
∆

0.00

0.25

Figure 4.1: Poincaré sections of the maxima of oscillating coupled intensity as
a function of detuning for a 1D SSH lattice (M = 7) with Is = 40, v = 3, w =
7, A = 1, B = 4. (a) For odd sites with the cyan, green, blue, and red colors
corresponding to the 1st, 3rd, 5th, and 7th ring resonators, respectively. (b) For
even sites with the red, green, and blue colors corresponding to the 2nd, 4th,
and 6th ring resonators, respectively.
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Figure 4.2: The Poincaré section displays the maxima of the CW and CCW
intensity time series for the first ring resonator in a 1D SSH lattice consisting
of seven ring resonators with v = 3, w = 7, A = 1, and B = 4. (a) Shows
the maximum intensity curves at low input intensities Is. (b) For high input
intensities Is, both optical bistability and oscillation regions emerge. Vertical
dashed lines represent frequencies derived from the eigenvalue equation Eq.(3.8)
for the linear case.
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a rise in optical bistability. Furthermore, increasing pump intensity creates a

notable overlapping between the edge mode and the bulk mode near ∆ = 6.8

when Is = 40, resulting in a series of oscillation phases for both clockwise CW

and counterclockwise CCW modes as illustrated in Fig 4.3(a). It is important to

note that the CW and CCW intensities can be exchanged at any time for bistable

and oscillation phases. This is because the chirality of the system depends on its

historical dynamics, which, in our case, is determined by the initial conditions.

Similar behaviors have been observed in experimental and theoretical works of

the counter-propagating in a single ring resonator [58, 60, 62, 83, 92].

4.3 Asymmetry for CW and CCW modes

To quantify the extent of symmetry breaking between clockwise CW and CCW

modes (see section B), we define an asymmetry parameter, following an approach

similar to that used for a single microcavity in Ref.[93]. It can be expressed as:

D =

∑
n ICW,n −

∑
n ICCW,n∑

n ICW,n +
∑

n ICCW,n

. (4.1)

A positive value of D signifies that the CW mode has a greater influence or

strength compared to the CCW mode. In contrast, a negative value of D indi-

cates that the CCW mode is dominant over the CW mode. When D is equal to

zero, meaning that both modes are balanced and exhibit symmetry. In the bista-

bility regime, the nonlinear system demonstrates a relatively large asymmetry

close to 1, as illustrated in Fig. 4.3(b). It indicates a significant breaking of the

CW-CCW symmetry. In contrast, in the oscillations regime when ∆ > 6.9 the

asymmetry becomes highly sensitive to detuning, fluctuating randomly between

−1 and 1. A similar pattern is observed in the asymmetry spectrum calculated
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specifically for the first ring, confirming that the optical bistability primarily

arises in the nonlinear SSH lattice from the bifurcation of CW and CCW modes

in this first ring.

4.4 Polarization

To investigate the breaking of sublattice symmetry (as discussed in section B),

we calculate the polarization P based on
∑

n IA,n for sublattice A and
∑

n IB,n

for sublattice B. The polarization for each direction is determined using the

equation:

P =

∑
n IA,n −

∑
n IB,n∑

n IA,n +
∑

n IB,n

. (4.2)

In Fig. 4.3(c), the CW and CCW modes within the bistability regime exhibit

positive polarization values. The polarization with values close to 1 refers to the

localization of intensity in sublattices A. In other words, the energy of the modes

at A sites is concentrated. This reflects the topological zero-energy mode, which

exhibits a completely polarized distribution, meaning that P = 1.

4.5 Participation ratio

To better understand how the intensity of dynamic modes is localized across the

nonlinear SSH lattice, we compute the participation ratio PR [94]. By analyzing

the PR, we can gain insights into the distribution of dynamic modes within the

lattice structure. It is written as

PR =
(
∑

n In)
2∑

n I
2
n

. (4.3)
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The participation ratio with large value PR > 1 (PR = 1) signifies delocalization

(localization) within the system. When the detuning values are small (∆ ≤

1.9), as illustrated in Fig. 4.3(d), both CW and CCW modes exhibit almost

identical participation ratios. However, as the detuning increases (when ∆ >

1.9), a distinct change occurs; one of the modes—either CW or CCW—becomes

significantly more localized than the other.

4.6 Spatiotemporal distribution

To enhance the understanding of the asymmetrical dynamic modes, we analyze

the spatial distributions and temporal variations of the excited mode intensity

across different detuning values, as illustrated in Fig. 4.4 and Fig. 4.5, respec-

tively. For this analysis, we specifically examine the case where the pump in-

tensity Is = 40. In the case of optical bistability (∆ = 4.77), as illustrated

in Figs. 4.4(a) and 4.4(b), both the CW and CCW modes exhibit contrasting

intensity values. However, their intensity profiles resemble the zero-energy edge

mode profile found in a linear SSH model, characterized by exponentially de-

caying nonzero intensities on odd sites and zero intensities on even sites. The

deviations can be caused by the off-resonance excitation and the nonlinear in-

teraction (XPM) between CW and CCW modes. It is obvious the excited mode

remains stable, with constant intensities that manifest as two distinct points

in phase space in Fig. 4.5 (a) and 4.5(b). As detuning is further increased to

∆ = 7.3, both the CW and CCW mode profiles shift away from the zero-energy

edge mode. However, the CCW mode profile shows less deviation, maintaining

low intensities at the even sites as shown in Figs. 4.4(c) and 4.4(d). The largest

value is associated with the zero-energy edge mode at the first site. This is due

to the excitation of the ring resonators from the left side by the waveguide. The
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Figure 4.3: (a) Poincaré section of the maxima of intensity in the CW and CCW
directions at the first ring resonator in a 1D SSH lattice, applying the same
parameters’ values in Fig. 4.2(b) for Is = 40. Red, yellow, and cyan shading
colors, respectively, point asymmetric, optical bistability, and oscillation cases.
The vertical dashed lines refer to resonance frequencies for the linear 1D SSH
lattice. (b) Dissymmetry between CW and CCW modes. (c) polarization in A
and B sites. (d) Participation ratio for intensity.

dynamics associated with this detuning, as illustrated in Figs. 4.5 (c) and 4.5(d),

exhibit periodic oscillation, resulting in the phase space being split into two dis-

tinct regions. This separation indicates that the CW mode intensity is higher
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Figure 4.4: Snapshots of the intensity distribution in 1D SSH lattice with Kerr
effect for the CW modes in the left column and the CCW modes in the right
column for different values of detuning with Is = 40, B = 4.
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than the CCW mode intensity; the CW trajectory is positioned farther from

the origin. When the detuning is slightly larger, at ∆ = 7.51, the two distinct

trajectories converge into a single path, and the intensities switch between the

CW and CCW modes [92]. They appear in different points with a π phase differ-

ence in the same phase space. On the other hand, when the detuning is larger,

at ∆ = 8.78 as shown in Figs. 4.5(g) and 4.5(h), the system exhibits chaotic

oscillations. These oscillations manifest as two distinct trajectories overlapping

within a comparable phase space region.

Our analysis shows that the nonlinear SSH lattice of optical rings exhibits a

series of bifurcations, chaotic dynamics, and periodic behaviors. These features

strongly resemble those observed in nonlinear single-ring resonator systems [58,

60, 92], suggesting that both may share fundamental nonlinear mechanisms.

4.7 Summary

This chapter explores the intriguing oscillating behaviors observed in a nonlinear

optical system, specifically employing a strong XPM strength. Our analysis fo-

cuses on seven-ring resonators, which are pumped by two laser beams positioned

on one side of the structure. To illustrate the different types of oscillations

present, we generated the Poincaré section, which plots the maxima of inten-

sity in both the CW and CCW modes in relation to detuning at various levels

of input power. When the input power is increased, the nonlinear SSH lattice

demonstrates remarkable optical bistability, where the system can exist in two

stable states alongside exhibiting oscillatory behaviors. The optical bistability

is linked to edge modes, whereas the oscillations are attributed to bulk modes

within the lattice. Furthermore, we conducted calculations to assess the asym-

metry between the CW and CCW intensities, by examining the polarization
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Figure 4.5: The temporal evolutions of CW and CCW modes and phase space
orbits of the real and imaginary parts of field amplitude in CW and CCW di-
rection with A = 1, B = 4 and Is = 40 for the first ring resonators from 1 D
SSH array of 7 rings. (a), (b) Optical bistability phase with ∆ = 4.77. (c), (d)
Oscillations without overlapping orbits. (e), (f) Periodic switching for ∆ = 7.51.
(g), (h) Chaotic oscillations with ∆ = 8.87

characteristics within sublattice A and B sites, and evaluated the participation

ratio for the intensity distribution. These analyses help deepen our understand-

ing of the dynamic of nonlinear SSH lattice and reveal the complex interplay

between different modes.



Chapter 5

Dynamic phases and dynamical

mode decomposition analysis for

1D nonlinear SSH lattice

5.1 Introduction

In this chapter, we will present a more in-depth analysis of our results from the

previous chapter. First, we will determine the phase diagram, showing symmetry

and asymmetry between CW and CCW modes. We also analyze the nonlinear

SSH lattice for the case of v = w and compare these findings with the case where

v ̸= w. Through this comparison, we examine the impact of the coupling coef-

ficients on stable, bistable and oscillatory behaviors. Additionally, polarization

and localization will be investigated.

Second, we will apply a data-driven technique that uses a dynamical mode

decomposition DMD. By applying DMD, we can extract dominant modes and

their growth rates. This method has been utilized to draw phase diagrams of

topological lasing modes in SSH lattice [95].
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Figure 5.1: FFT spectra with Is = 40, for bistability with ∆ = 1.6 in (a) and
oscillation with ∆ = 6.88 in (b).

5.2 Phase diagram

To gain a deeper understanding, we have computed Eq. (3.9) for SSH lattice

with seven ring resonators for a range of detuning with a range of parameters:

input intensity Is, XPM strength B, intercell coefficient w and coupling strength

with source γc. The phase diagram has been obtained from these results using a

fast Fourier transform (FFT). In this analysis, an oscillating mode is identified

based on the presence of a non-zero frequency component in the FFT spectrum.

Specifically, a mode is classified as oscillatory if the second-largest peak exhibits

a finite value. This criterion effectively distinguishes oscillatory dynamics from

stationary behavior, as shown in Fig. 5.1.

We have plotted the phase diagrams as presented in Fig. 5.2, showing differ-

ent dynamics when varying the detuning with different parameters. The white

horizontal dashed lines indicate the value of parameters that we have applied

in chapter 4. Here, we plot phase diagrams for the first ring resonator as the

patterns of other rings follow the dynamic of the first one.

Figure 5.2(a) illustrates the phase diagram as a function of detuning (∆) and
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Figure 5.2: Phase diagram is obtained by applying FFT to results which we have
determined from Eqs. (3.9). (a) scanning both ∆ and Is (b)scanning both ∆ and
B, (c) scanning both ∆ and γc, (d) scanning both ∆ and w with γc = 1, Is =
40, v = 3, and B = 4.
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pump intensity (Is), with parameters v = 3, w = 7, γc = 1 and B = 4. The

diagram highlights the critical thresholds at which the system transitions from

stability to bistability and oscillatory behavior as Is increases. For low input

power levels, light propagates symmetrically in the CW and CCW directions

through the nonlinear SSH lattice. However, when the input power reaches

moderate levels (Is > 13), spontaneous symmetry breaking occurs at specific

detuning values, indicated by the green regions. This phenomenon reflects the

sensitivity of the refractive index to input power. At higher input power levels,

the system exhibits oscillatory behavior, represented by the yellow regions and

bistability.

We have scanned detuning with the XPM strength B as shown in Fig. 5.2(b),

for fixed parameters Is = 40, γc = 1, v = 3, and w = 7. The diagram reveals the

impact of increasing B on the emergence of stability, bistable, and oscillatory

regimes. At low B values, the nonlinear SSH lattice exhibits two distinct phases:

symmetric stability and oscillatory behavior. As the XPM strength increases,

a bistability phase emerges. Notably, the bistability phase at specific detuning

values corresponds to edge mode, whereas the oscillatory phases are associated

with bulk modes. This highlights the interplay between nonlinear effects and the

characteristics of the system.

Fig. 5.2(c) shows the phase diagram, scanning detuning, and coupling coeffi-

cient γc. We have set Is = 40, v = 3, w = 7 and B = 4. The diagram highlights

the gradual transitions between symmetric stability, bistability, and oscillatory

behavior. When γc is set with small values, the system exhibits a single stable

state, characterized by In,CW = In,CCW . However, once γc increases, both bista-

bility and oscillatory regimes emerge. Oscillatory behavior corresponds to the

excitation of bulk modes.
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Since the coupling coefficients in the SSH lattice are important for observing

edge modes, we have investigated the detuning range with the range of the inter-

cell coupling coefficient w, as illustrated in Fig. 5.2(d). This analysis highlights

the impact of variations in w on the system’s dynamic, including symmetric sta-

bility, bistability, and oscillatory behavior, across the detuning range under the

conditions v = 3, Is = 40, and B = 4. A significant finding is that the bista-

bility regime vanishes when v = w, marking the point at which the SSH lattice

ceases to exhibit a trivial phase. However, this absence of bistability at v = w is

likely parameter-dependent; for other values of Is or γc or v, bistability may still

emerge.

To better understand this scenario, we have plotted Poincaré sections for weak

and strong input intensities and compared it with a case of v ̸= w as illustrated in

Figs. 5.3(a)- 5.3(c), respectively. Under weak input intensity, the CW and CCW

modes propagate symmetrically, maintaining a stable state. However, at higher

input intensities, the system exhibits stable, periodic, and chaotic oscillating. In

the nonlinear SSH lattice with v = w, the periodic oscillations bistability regime

is observed instead of the bistability regime for cases with v ̸= w as depicted in

Figs. 5.3(b) and 5.3(c).

Furthermore, the light distribution loses its edge localization for specific de-

tuning values. For example, when ∆ = 1.18 (∆ = 3.61), the CCW (CW) mode

becomes concentrated in the first three rings (the second ring), while the CW

(CCW) mode remains localized at the left edge, as depicted in Fig. 5.4(a) and

5.4(b). Now to see the concentration of intensity in sublattices A and B, we

have plotted the polarization in Fig. 5.4(d) for v = w and compared it with a

case of v ̸= w, using Eq. (4.2). It is evident that the majority of the intensity,

where polarization values approach unity, can be concentrated in sublattices A
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Figure 5.3: (a) The maxima of the CW and CCW intensity time series for the
first ring resonator in a 1D SSH lattice consisting of seven ring resonators with
v = w = 3, A = 1, B = 4 and Is = 1 while Is = 40 in (b). (c) For v ̸= w (v = 3,
w = 7) with identical parameters that applied in b.

only when v ̸= w. This intensity distribution constitutes a distinguishing feature

of the topological edge mode. In contrast, the nonlinear SSH lattice with v = w

exhibits behavior analogous to the linear SSH lattice, implying that it does not

support the emergence of a topological edge mode. To evaluate the intensity

localization of dynamic modes across the entire SSH lattice, the participation

ratio PR has been computed using Eq. (4.3) as illustrated in Fig. 5.4(e). We can

clearly observe that for small detuning, −10 ≤ ∆ ≤ −8, the intensity is localized

(PR = 1) for nonlinear SSH lattice with v = w while is delocalized (PR > 1)

with v ̸= w. However, when detuning increases, intensity starts to concentrate

at the edge of the system with v ̸= w while delocalizing in the case of v = w.

5.3 Dynamical mode decomposition

Until now, the analysis primarily focused on the evolutionary dynamics of the

first ring without accounting for the spatial distribution when constructing phase
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Figure 5.4: The intensity distribution in a 1D SSH lattice consisting of seven
ring resonators with v = w = 3, A = 1, B = 4 and Is = 40, for ∆ = 1.18 in
(a) and ∆ = 3.61 in (b). (c) polarization in A and B sites. (d) Participation
ratio for intensity. red and blue color for v = w, and brown and orange color for
v ̸= w in (c&d).
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diagrams or examining bistability and oscillatory phases. This limitation high-

lights the need for a more comprehensive approach that simultaneously captures

both temporal variations and spatial distributions. By employing Dynamic Mode

Decomposition (DMD), we can address this limitation and gain a clearer under-

standing of system dynamics. In this section, we will use the data we have

collected from the results of the previous chapter. Before going through the de-

tails, we will start with a brief explanation of singular value decomposition, as

it is an important stage in this analysis.

5.3.1 Singular value decomposition

The singular value decomposition (SVD) of a matrix (m×n) is the decomposition

of X into the product of three matrices:

X = UσV †, (5.1)

where U is a matrix (m × m) of the orthonormal eigenvectors of XX†. V † is

the conjugate transpose of a (n× n) matrix has the orthonormal eigenvectors of

X†X. σ is (m × n) rectangular diagonal matrix with positive real numbers on

its diagonal; σ1 > σ2 > . . . > σmin(m,n) ≥ 0 In the next section, we will perform

SVD to reduce the size of the data matrix.

Dynamical mode decomposition (DMD) is a powerful tool for analyzing com-

plex dynamical systems [96–99]. This method has been improved significantly

since it was proposed in 2010 [97], as it has the capability to be applied to linear

and nonlinear dynamics. It identifies the dominant spatial and temporal modes

in a system’s dynamics from data, which are important for understanding co-

herent structures in nonlinear phenomena such as oscillations. DMD works by

extracting spatiotemporal structures from snapshot data [x1, x2, x3, x4, . . . , xNt]
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with zie (Ns × Nt) that are collected over time Nt for Ns sites. The dynami-

cal mode decomposition method assumes that a sequence of snapshots captured

from a dynamical system can be interconnected through a linear operator de-

noted as A. This operator serves to relate each snapshot to the next, illustrating

the evolution of the system over time. It is written as:

X2 = AX1, (5.2)

whereX1 andX2 are data matrices with starting time step t1 and t2, respectively.

Then, the data matrices can be given by:

X1 = [x1, x2, x3, x4, . . . , xNt−1], (5.3)

and

X2 = [x2, x3, x4, x5, . . . , xNt]. (5.4)

We apply SVD to capture the dominant patterns and discard less important

components of X1, then reduce computational complexity. It becomes:

X1 = UrσrV
†
r . (5.5)

By substituting in Eq. (5.2):

X2 = AUrσrV
†
r . (5.6)

To reduce the linear operator A, it is projected into the truncated proper

orthogonal decomposition subspace:

Ar = U †
rX2Vrσ

−1
r . (5.7)
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The eigenvalues Λ and eigenvectors W of the reduced linear operator Ar:

ArW = WΛ. (5.8)

Then, the DMD modes are given by:

Φ = X2V σ−1W. (5.9)

We will apply the DMD analysis on time series data that was used to plot the

Poincaré section in Fig. 4.1 in the previous chapter. Here, consider ∆ = 0.025

and 4.02 corresponding to bistability, ∆ = 7.3 corresponding to periodic oscil-

lations without switching, ∆ = 7.51 corresponding to periodic oscillations with

switching, and ∆ = 8.87 corresponding to chaotic oscillations. Figures 5.5(a) and

5.5(c) show the normalization of singular values of the bistability regime with

respect to the maximum one for small detuning values; ∆ = 0.025 and ∆ = 4.02.

The nonlinear SSH lattice exhibits one mode for both cases, corresponding to

the bistability phase. The field amplitude of the first DMD modes shows local-

ization at one edge and decreases exponentially through the bulk as illustrated

in Figs. 5.5(b) and Figs 5.5(d). However, the majority of field amplitude with

∆ = 4.02 is on the sublattice A (odd sites), showing the feature of edge mode.

For the periodic oscillation regime without switching between CW and CCW

modes, we observed more modes and different distributions when analyzing time-

set data at large detuning values. For instance, at ∆ = 7.3 as depicted in

Figure 5.6(a), there are three DMD modes indicate that the optical intensity

oscillates in CW and CCW direction through nonlinear SSH lattice. The cor-

responding field distributions, depicted in Figs. 5.6(b) - 5.6(d), demonstrate the

absence of edge mode due to the excitation detuning being situated within the
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Figure 5.6: DMD analysis for a periodic regime with no switching with ∆ = 7.3.
(a) Singular values. The field amplitude profile of the first, second and third
singular value in (b), (c), (d), respectively

bulk region.

In contrast, periodic oscillations with switching between CW and CCWmodes

require more than three modes, as illustrated in Fig. 5.7(a). The field profiles

corresponding to the first three modes, which characterize the bulk modes, are

presented in Figs. 5.7(b)- 5.7(d).

Figure 5.8 shows the DMD results for the chaotic oscillating regime with

∆ = 8.87. The nonlinear SSH lattice has more DMD modes than in the periodic

regimes. There are six DMD modes with σ/σ1 > 0.1 in a periodic regime as

shown in Fig. 5.7(a) while eight DMD modes with σ/σ1 > 0.1 in a chaotic

regime as shown in Fig. 5.8(a). The DMD modes for the chaotic oscillating

regime exhibit finite amplitudes across both the A (odd sites) and B (even sites),

similar to periodic oscillation regimes sublattices as depicted in Figs. 5.8(b)-

5.8(d).
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Figure 5.9: DMD analysis for the periodic regime in SSH lattice with detuning
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Now, we will apply DMD analysis to the case of v = w on time series data,

which we have used in plotting phase diagram Fig. 5.4(b). Figure 5.9 shows the

DMD results for a periodic oscillating regime with detuning ∆ = 1.18. Similar

to the case of v ̸= w for periodic regimes, there is more than one mode. These

modes feature the bulk mode, showing finite amplitude in each site as illustrated

in Figs. 5.9(b)- 5.9(d) for modes marked by orange color. More modes can be

observed for chaotic oscillation regimes, such as with detuning ∆ = 3.61 as

shown in Fig 5.10(a) compared with periodic cases. However, the amplitudes

distributed across sublattices A and B, as shown in Figs. 5.10(b)- 5.10(d), which

are similar in periodic regimes.
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Figure 5.10: DMD analysis for the oscillations regime in SSH lattice with detun-
ing ∆ = 3.16 and v = w = 3. (a) Singular values. The field amplitude profile of
the first DMD mode (b), the second DMD mode (c), and (d) of the DMD mode.
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5.4 Summary

In this chapter, we have looked at the phase diagram and dynamical mode de-

composition as numerical tools to explore the behavior of the optical SSH system

with Kerr nonlinearity. The phase diagram provides a comprehensive overview

of the system’s regimes depending on the dynamic of CW and CCW modes un-

der varying input parameters, such as detuning and input power, highlighting

transitions between distinct dynamic behaviors, including steady states, bista-

bility, and oscillations. Also, we have compared the nonlinear SSH lattice with

reciprocal and non-reciprocal coupling coefficients. DMD is employed to gain

deeper insights into the underlying temporal and spatial dynamics of the sys-

tem. Using singular value decomposition, DMD identifies dominant modes and

their contributions to the overall dynamics. We have observed a single mode in

the bistability regimes, whereas more than two modes in the oscillation regimes.

The edge mode can be captured only in a bistability regime at a certain detuning

value.



Chapter 6

Conclusions and future research

directions

6.1 Conclusions

In this thesis, we have explored the nonlinear dynamics of topological photonic

systems, focusing on optical bistability and oscillatory behaviors of CW and

CCW modes in the 1D Su-Schrieffer-Heeger lattice with Kerr nonlinearity.

We have started in Chapter 3 by adapting the Lugiato-Lefever equation to

model the field amplitudes in the SSH lattice composed of ring resonators with

Kerr nonlinearity. It demonstrates the emergence of the optical bistability phase

under varying pump intensities. Our results showed that the CW and CCW

mode intensities in the first ring resonator remain symmetric up to a critical

pump intensity, beyond which spontaneous symmetry breaking occurs due to

the increasing refractive index and then splitting of resonance frequencies in the

CW and CCW modes. It is followed by spontaneous symmetry breaking in the

other rings.

In chapter 4, we have investigated a strong interaction between CW and
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CCW modes via XPM at different input power. By using Poincaré sections, the

maxima of intensity in CW and CCW modes have been mapped as a function

of detuning at various input power levels. We have observed that the nonlinear

SSH lattice exhibits remarkable optical bistability at higher input powers and

oscillatory behaviors, including periodic and chaotic oscillations. Additionally,

we have analyzed key features of the system, including the asymmetry between

CW and CCW intensities, polarization characteristics at sublattice A and B sites,

and the participation ratio for intensity distributions. These analyses provide

valuable insights into the intricate interplay between edge and bulk modes and

the overall dynamics of the nonlinear SSH lattice.

In chapter 5, we have presented a detailed investigation into the phase dia-

grams and dynamical DMD as powerful analytical tools for understanding the

behavior of the optical SSH system with Kerr nonlinearity. The phase diagram

serves as a crucial framework for characterizing the system’s dynamic regimes,

governed by the interplay of CW and CCW modes, under varying input pa-

rameters such as detuning and input power. These diagrams show transitions

between distinct behaviors: steady states, optical bistability, and oscillatory dy-

namics. The optical bistability cannot be observed when v = w under the specific

parameters used in our analysis.

Additionally, we have employed DMD to analyze the temporal and spatial

dynamics of the system, offering a deeper insight into its behavior. By employing

singular value decomposition, DMD identifies the dominant modes contributing

to the dynamics and facilitates the extraction of spatiotemporal structures. This

analysis demonstrates edge and bulk modes depending on the time set data for

all sites in nonlinear SSH lattice.
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6.2 Future directions

This work has investigated the role of Kerr nonlinearity in shaping the dynamics

of edge and bulk modes within the Su-Schrieffer-Heeger lattice. While significant

progress has been made, several avenues for further investigation remain:

• Experimental implementation of the nonlinear SSH lattice using photonic

platforms such as silicon microring resonators [78] to observe whether the

predicted optical bistability and oscillatory phases can be consistently repli-

cated in realistic systems.

• Investigation of type oscillations using Lyapunov exponent [100].

• Examination of the robustness of the edge mode and bistability in the

presence of structural disorder or environmental perturbations.

• Investigation of the interplay of Kerr nonlinearity with non-Hermitian physics

by considering gain saturation.

• Including group velocity dispersion (anomalous or normal) to restore the

original partial differential equation form of the Lugiato-Lefever model

[101]. This approach would enable a detailed studying of how resonator

coupling influences soliton dynamics, which play a key role in the frequency

combs generation.



Appendix

70



Appendix A

Derivation of the Lugiato-Lefever

equation

We derive the spatial Lugiato–Lefever equation, which governs the dynamics

of an optical field inside a cavity, starting from the fundamental Nonlinear

Schrödinger equation (NLSE) and incorporating the effects of cavity boundary

conditions under the mean-field approximation. This derivation is based on the

work by G.-L. Oppo and W.J. Firth [101].

The propagation of a coherent optical field E(x, y, z, t) within a Kerr medium

is described by the NLSE:

∂E

∂z
+

n

c

∂E

∂t
= i

1

2k
∇2E + iη|E|2E, (A.1)

where z denotes the longitudinal propagation coordinate, t is time, n is the

linear refractive index of the medium, c is the speed of light in vacuum, k is the

wavevector, ∇2 = ∂2

∂x2 + ∂2

∂y2
is the transverse Laplacian, and η represents the

self-focusing (η = +1) and self-defocusing (η = −1) media.

The cavity imposes boundary conditions on the field at the entrance of the
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EI
LM1 M2

M4M3

Figure A.1: The bow-tie cavity with four mirrors (M), EI is input field and L is
the length of the nonlinear medium

nonlinear medium (z = 0):

E(x, y, 0, t) = eDE

(
x, y, L, t− Λ− L

c

)
+
√
TEI(x, y), (A.2)

where L is the length of the nonlinear medium, Λ is the total cavity length, T is

the field transmission coefficient of the input mirror, R = 1−T is the reflectivity,

and EI is the input field. The complex operator D encapsulates cavity losses,

detuning, and diffraction:

D = ln
√
R− iΘ+ (Λ− L)

i

2k
∇2,

with the detuning parameter Θ = ωc−ω
c

Λ, where ω and ωc are the frequencies of

the input field and the nearest cavity resonance, respectively.

Assuming that the cavity mirrors are highly reflective, i.e., T ≪ 1 (small

losses), and that field variations over a single round trip are small, the boundary

condition can be simplified. To incorporate the boundary condition Eq. A.2 into

the propagation equation Eq. A.1, standard mean field limit (MFL) approxima-

tion is applied:

z′ = z, t′ = t+

[
Λ− L

c

]
· z
L
. (A.3)
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Based on the condition A.2, LHS of Eq. A.1 becomes:

∂E

∂z
+

n

c

∂E

∂t
=

∂E

∂z′
+

(
Λ− L

cL

)
∂E

∂t′
+

n

c

∂E

∂t′
. (A.4)

∂E

∂z
+

n

c

∂E

∂t
=

(
∂

∂z′
+

Λ+ (n− 1)L

cL

∂

∂t′

)
E. (A.5)

Defining a new field variable F , we obtain

F = ΓE +
√
TEI

z

L
, where Γ = eD

z
L .

Then, we invert this:

E = Γ−1
(
F −

√
TEI(z = L)

)
.

Now, we plug into the transformed NLSE:

∂F

∂t′
+

cL

Λ + (n− 1)L

∂F

∂z′
=

c

Λ + (n− 1)L

[
D

L

(
F − TEI

z

L

)
+ Γ

(
i
1

2k
∇2E + iη|E|2E

)
+
√
TEI

1

L

]
. (A.6)

The boundary conditions Eq. A.2 are transformed into

F (x, y, 0, t′) = F (x, y, L, t′). (A.7)

Within the MFL framework, assuming that both detuning Θ and 1/(2k) are

O(ϵ) ≪ 1, one can get that:

D ≈ −T

2
− iΘ+ i

Λ− L

2k
∇2, Γ ≈ 1 +

D

L
z. (A.8)
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By plugging Eq. A.8 in Eq. A.6 and at the first order in ϵ is given

∂F

∂t′
+

cL

Λ + (n− 1)L

∂F

∂z′
=

− cT/2

Λ + (n− 1)L
F − i

cΘ

Λ+ (n− 1)L
F + i

c (Λ− L)

2k [Λ + L (n− 1)]
∇2F

+
c
√
T

Λ + L (n− 1)
EI +

cL

Λ + L (n− 1)
iη|E|2E. (A.9)

The evolution equation simplifies to

τ
∂F

∂t′
+ L

∂F

∂z′
= −T

2
F − iΘF + id∇2F + iLη|F |2F +

√
TEI , (A.10)

where

τ =
Λ+ (n− 1)L

c
, d =

Λ− L

2k
.

Due to the synchronous and periodic nature of the revised longitudinal bound-

ary condition (A.7), a Fourier expansion in longitudinal modes becomes applica-

ble. Nonetheless, under the standard mean field limit approximation, only the

mode nearest to ω possesses non-zero components. This mode is associated with

a zero longitudinal frequency, leading to the condition ∂F
∂z′

= 0. Additionally,

since Γ at zeroth order is equal to one, it follows that F ≈ E. By dividing the

equation by T/2, considering L = O(T/2), and introducing the renormalized

parameters, one can obtain

∂E

∂(κt′)
= EI − (1 + i∆)E + iη|E|2E + ia∇2E, (A.11)

where

∆ =
Θ

T/2
, a =

(Λ− L)

kT
, κ =

T

2τ
.



75

This is the spatial Lugiato–Lefever equation, which describes the balance among

input driving, cavity losses, Kerr nonlinearity, and transverse diffraction that un-

derpins the formation of stationary patterns and localized cavity solitons within

the system.

An analogous approach can be employed to obtain temporal Lugiato–Lefever

equation for ring cavities. We consider group velocity dispersion term γ ∂2E
∂t2

instead of the term 1
2k
∇2 in NLSE A.1, where γ is positive (negative) in the

anomalous (normal) dispersion regime. Assuming a single transverse mode, but

a large number of longitudinal cavity modes, one can obtain the temporal Lu-

giato–Lefever equation

∂E

∂κ̄t′
= Ein − E − i∆E + iη|E2

| E + iβ
∂2E

∂τ 2
, (A.12)

where β is the group-velocity dispersion coefficient.



Appendix B

Sublattice symmetry and

CW-CCW symmetry in SSH

lattice

The linear SSH model(Fig. 3.1(b)), where Is ≈ 0, exhibits two distinctive symme-

tries: sublattice symmetry and CW-CCW symmetry. Although both are referred

to as chiral symmetry in the literature, we use the terms sublattice symmetry

and CW-CCW symmetry here for clarity. One can write the Hamiltonian of the

SSH model using block matrix form as following :

H =

Hcw 0

0 Hccw

 , (B.1)

where Hcw (Hccw) is (M×M) SSH Hamiltonian matrices for CW (CCW) modes.

They can be expressed, respectively, as:
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Hcw =



µcw
1,a v 0 0 . . .

v µcw
1,b w 0 . . .

0 w
. . . . . .

...

...
...

. . . . . . . . .


, (B.2)

and

Hccw =



µccw
1,a v 0 0 . . .

v µccw
1,b w 0 . . .

0 w
. . . . . .

...

...
...

. . . . . . . . .


. (B.3)

The diagonal terms in Eq B.2 and Eq B.3, representing the onsite energy in

a tight-binding description, accounting for the shift in resonance frequencies in

sublattices; A (µn,a) and B (µn,b):

µcw
n,a = −∆+ |Ean,+|2 + 2|Ean,−|2, (B.4)

and

µccw
n,a = −∆+ |Ean,−|2 + 2|Ean,+|2. (B.5)

µcw
n,b and µccw

n,b are defined in a similar way.

Let us begin by examining the sublattice symmetry of the nonlinear SSH

Hamiltonian. We define the sublattice symmetry operator Γ, of size 2M × 2M ,

as:

Γ =

ΓM 0

0 ΓM

 , (B.6)
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where ΓM represents the subspace of size M ×M , given by:

ΓM =



−1 0 0 . . .

0 1 0 . . .

0 0 −1
. . .

...
...

. . . . . .


. (B.7)

By applying Γ to Hcw (Hccw), we obtain:

ΓMHcwΓ
†
M =



µcw
1,a −v 0 0 . . .

−v µcw
1,b −w 0 . . .

0 −w
. . . . . .

...

...
...

. . . . . . . . .


, (B.8)

and

ΓMHccwΓ
†
M =



µccw
1,a −v 0 0 . . .

−v µccw
1,b −w 0 . . .

0 −w
. . . . . .

...

...
...

. . . . . . . . .


. (B.9)

This implies that the sublattice symmetry in the strong nonlinear regime

is broken, as the diagonal terms of Hcw and Hccw do not vanish, resulting in

ΓHΓ† ̸= −H. In contrast, with weak nonlinearity, the diagonal terms are ap-

proximately zero, resulting in ΓHΓ† = −H and restoring the sublattice symme-

try. For this analysis, we assume zero detuning.

Next, we investigate the CW-CCW symmetry by defining a block mirror

symmetry operator matrix P as follows:

P =

0 IM

IM 0

 . (B.10)
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Here, IM represents an identity matrix of size M ×M . We then apply P to

the full Hamiltonian as follows:

PHP−1 =

Hccw 0

0 Hcw

 . (B.11)

From equations B.2, B.3, it can be seen that PHP−1 = H holds only when

En,− = En,+, which accounts for symmetric dynamic modes in the weak nonlinear

regime. In the strong nonlinear regime, we obtain PHP−1 ̸= H, resulting in

asymmetrical dynamics.



Appendix C

Optical ring resonator

An optical ring resonator allows the light to circulate independently in opposite

directions and gives rise an resonant effect for the light waves. The configuration

of the optical ring resonator is composed of a closed loop of a waveguide and

coupled to the linear waveguides. The incident light passes through the linear

waveguide and is partially combined with the ring resonator in the coupling

region as illustrated in Fig. C.1.

When the optical path length of a ring resonator equals multiple of the wave-

length, the ring resonator starts to be in resonance, i.e. the light propagating

along the waveguide and the light propagating in the ring resonator interfere

constructively. Then, the optical power in the ring resonator increases because

the energies are accumulated at resonance. The condition of resonance can be

written as:

mλres = neffL, (C.1)

where m is an integer number that indicates the mode number, λres is the reso-

nance wavelength, neff is the effective refractive index and L is the circumference

of the ring resonator. The distance between two resonance frequencies is called
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coupling region

(b)(a)

coupling region

coupling region

input inputpass pass

adddrop

k1

r1

r2

k2

k
r

Figure C.1: (a) all-pass and (b) add-drop optical ring resonators configurations

the free spectral range, FSR = λ2
res/ngL, ng refers to the group index in the

denominator. The narrowness of resonances relative to their frequency is called

finesse, Finesse = FSR/FWHM .

The simplest structure of the optical ring resonator contains one linear waveg-

uide along with a ring resonator as illustrated in Fig. C.1 (a). This is known

as an all-pass filter (APF) [78]) because at the resonant wavelength, the light

coupled back from the ring interferes destructively with the light in the linear

waveguide, canceling it out. As a result, no light is transmitted forward at that

wavelength, effectively filtering out that specific wavelength. The input light

goes through the waveguide and some portion of this light splits into a ring res-

onator with coupling k. following light propagation around the ring resonator,

some light combines back to the linear waveguide and interferes with the incident

light. The ratio of the transmitted and input field is written as [102]

Epass

Einput

= exp i(π + ϕ)
a− r exp(iϕ)

1− ra exp(−iϕ)
, (C.2)

where ϕ = βL is the round-trip phase shift with propagating constant β, a is the

ring resonator loss coefficient and r is self-coupling.

The power transmission to the pass port TAPF can be determined from Eq.C.2

TAPF =
|Epass|2

|Einput|2
=

a2 − 2ra cosϕ+ r2

1− 2ra cosϕ+ (ra)2
, (C.3)
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The power splitting ratios satisfy that r2+k2 = 1 as long as there are no losses in

the coupling region. When the loss coefficient is equivalent to self-coupling, there

is no power transmitted through the ring resonator. This is known as critical

coupling. The phase shift of the transmitted light is derived by the argument as

Φ = tan
( Epass

Einput

)
, (C.4)

= π + ϕ+ tan−1

(
rsinϕ

a− r cosϕ

)
+ tan−1

(
ra sinϕ

1− ra cosϕ

)
. (C.5)

The second configuration of the optical ring resonator in Fig. C.1 consists

of a ring resonator coupled with two straight waveguides, there are four ports:

input, pass, add and drop ports. The power transmission to the pass (Tp) and

drop (Td) port are given by

Tp =
r22a

2 − 2r1r2a cosϕ+ r21
1− 2r1r2a cosϕ+ (r1r2a)2

, (C.6)

Td =
(1− r21)(1− r22)a

2

1− 2r1r2a cosϕ+ (r1r2a)2
, (C.7)

where the subscript number 1 and 2 indicate upper and lower coupling regions,

respectively in Fig. C.1(b) [78]. In case of symmetric cross-coupling (k1 = k2)

that induces critical coupling.



Bibliography

1. Klitzing, K. V., Dorda, G. & Pepper, M. New method for high-accuracy

determination of the fine-structure constant based on quantized Hall re-

sistance. Physical Review Letters 45, 494–497 (1980).

2. Wang, Z., Chong, Y., Joannopoulos, J. D. & Soljačić, M. Observation of
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