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A B S T R A C T

As generative AI (GenAI) becomes more sophisticated, it is increasingly being used as a tool to enhance creative 
expression and innovation. Along with its potential benefits, it is imperative that we examine pitfalls in how 
generative AI may affect the quality of creative thinking and possibly lead to a narrowing of diversity both in 
representation and thought. In this study, we employed an experimental design with 225 university students who 
completed a creative writing task with pre- and post-task surveys to assess ChatGPT’s impact on their perfor-
mance and experiences compared to a control group who did not use ChatGPT. Results show that using ChatGPT 
enhanced creativity of output and reduced the difficulty and effort required for the task, particularly for non- 
native English speakers. However, it also diminished the value and enjoyment of the task and raised moral 
concerns. We contribute to the nascent literature on GenAI by showing how ChatGPT assistance could potentially 
bolster human creativity by facilitating content delivery or providing useful counterpoint ideas. We also 
significantly advance scholarship on understanding experience of GenAI, demonstrating that bypassing the 
cognitive effort required for creativity by using ChatGPT could be harmful to the creative process and experience 
of creative tasks, especially when steps are not taken to address the use of AI in a transparent manner. Finally, 
our novel mixed-method study design offers a contribution to the methodological frameworks for the study of the 
effects and experience of GenAI. We discuss the study results in relation to implications for educational practices 
and social policy and argue that our results support recommending an integration of generative AI into higher 
education alongside practices that help to mitigate the negative impacts of AI use on student experience.

1. Introduction

This study seeks to increase our understanding of how the use of 
ChatGPT affects the cognitive processes involved in creative thinking. 
Since its release on November 30, 2022, ChatGPT, a generative artificial 
intelligence (GenAI), has become a major platform, acquiring users at an 
unprecedented rate. It reached 1 million users within the first five days 
(Marr, 2023) and grew to 100 million users in the following months 
(TIME, 2024). As of October 2024, it boasts over 200 million weekly 
active users (DemandSage, 2024). This GenAI tool leverages a large 
pre-trained language model and can draw on it to generate novel text 

within seconds. According to the Higher Education Policy Institute 
(HEPI), more than half of students have used generative AI to assist with 
assessments (HEPI, 2024). The rapid rise of this platform has led to a 
surge in concern over its impact on learning outcomes, and around 
critical and creative thinking.

News coverage of generative AI and its effects in education reflected 
an initial ‘chaos’ experienced by universities, and assessment systems 
were quickly reviewed for suitability considering the availability of 
GenAI (The Russell Group, 2023). Sullivan et al. (2023) analysed 100 
media articles from Australia, New Zealand, the United States, and the 
United Kingdom, and found that 88 % of them raised concerns about 
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academic integrity. While important, debates about assessment and 
academic integrity have arguably overshadowed other important ques-
tions to do with the impact that the use of GenAI has on the learning 
process itself. As Lee et al. (2025) rightly note, GenAI represents just one 
more tool in a long history of technologies (including writing, printing, 
calculators, and the Internet) that humans have developed to assist them 
in thinking tasks. The way in which higher education is to adapt to the 
availability of GenAI must be informed by an evidence-based under-
standing of how it affects learning. Central to this question is how 
exactly using ChatGPT, and similar generative AI tools, impacts how 
students engage with and produce academic work. According to 
Marshall McLuhan’s media theory—specifically his concept that "the 
medium is the message"— it is essential to consider not only the infor-
mation that AI-generated tools produce but also the medium through 
which this information is consumed and processed. McLuhan’s theory 
suggests that the specific operation of and engagement with GenAI tools, 
such as ChatGPT, influence cognition, shaping how individuals process 
information, engage with knowledge, and develop thinking skills 
(McLuhan, 1994, 2017).

On the one hand, there are several reasons for thinking that the use of 
GenAI may enhance productivity and creative outputs. Indeed, as GenAI 
becomes more sophisticated, it is increasingly framed as a productivity- 
enhancing tool, with growing acceptance among academic stakeholders 
(Kasneci et al., 2023). Research has demonstrated that ChatGPT can 
produce results that are in line with human efforts in certain academic 
fields. For example, Terwiesch (2023) reported that ChatGPT could 
achieve a B+ in an MBA course, suggesting that AI can perform well in 
structured tasks where information is synthesised based on clear rules. 
However, the extent to which GenAI aids productivity may depend on 
the type of academic task in question. Early findings indicate that AI 
tools like ChatGPT perform particularly well in technical disciplines 
such as coding and mathematics (Frieder et al., 2023) but struggle with 
more abstract or interpretive tasks in fields like the humanities and so-
cial sciences (Terwiesch, 2023). These variations suggest that AI’s 
impact on outputs will differ across disciplines, depending on the 
complexity and nature of the tasks involved. In addition, GenAI may 
help to promote inclusion in learning through expanding readily avail-
able access to knowledge (Elbanna & Armstrong, 2024; Rasul et al., 
2023), regardless of geographical, socio-economic, or educational bar-
riers. In a study conducted with students from countries such as 
Indonesia, Malaysia, and Nigeria, Veza et al., 2023 found that 75.6 % of 
respondents believed ChatGPT would enhance accessibility and inclu-
sivity in higher education. ChatGPT, for instance, has made access to 
knowledge easier through its capacity to synthesise vast amounts of 
information on a wide range of topics. This capability may particularly 
promote inclusion for domain-specific tasks that would otherwise 
require specialised expertise or resources (Spero, 2024; Watson & 
Romic, 2025). However, the extent to which GenAI facilitates creativity 
and in-depth learning while using it to complete educational tasks is less 
clear. It seems that the use of GenAI tools leads to ‘cognitive offloading’ 
(Stadler, Bannert, & Sailer, 2024), but the concern is that this may 
diminish the user’s skills in relation to the tasks that have been out-
sourced to GenAI. For instance, if the use of AI does lead to some degree 
of cognitive disengagement from the learning process, this may pose a 
risk to the development of higher-order thinking skills. If so, this could 
potentially lead to ‘de-skilling’ in the population at large.

In this study, we sought to explore what is happening to the cognitive 
processes involved in learning as students use ChatGPT to assist them. 
By exploring both the performance and experience changes that 
occurred while engaging with ChatGPT in a creative writing task, we 
contribute significantly to the existing literature in two ways. First, we 
extend our understanding of the impacts of GenAI in the context of 
higher education, in which creativity has a fundamental value for 
learning. Second, we also contribute a novel methodology by collecting 
data in a more naturalistic setting, where participants not only engaged 
with ChatGPT to complete a task, but also reported their experience 

before and after that task. The mixed-method combination of behav-
ioural and survey data collected throughout the process of engaging 
with ChatGPT provides richer and more ecologically valid insights of 
ChatGPT’s effects, compared to self-reported survey data that have been 
used in other studies on this topic. Additionally, we utilised ChatGPT to 
automate the assessment of task performance. The robustness of this 
approach as reposted in the validation (section 2.3) later, highlights a 
new possibility for further methodological innovation.

1.1. Literature review: how is the use of generative AI reshaping learning?

There is a vibrant interest in research around ChatGPT, including 
some studies thus far on its effects in Higher Education. In this section 
we synthesise the literature by identifying the gaps to highlight areas our 
study contributes.

1.1.1. Generative AI and creative thinking
Emerging research on how the use of GenAI tools is reshaping 

cognitive processes has primarily focused on ‘critical thinking’. Critical 
thinking is a complex set of cognitive processes involving recall of 
knowledge, comprehension, application, analysis, evaluation and crea-
tion (Bloom et al., 1964; see also Hyder & Bhamani, 2016; Dabić, 2016). 
Much of the extant research has, however, looked at the problem 
through interrogating adjacent processes, such as investigating whether 
framing GenAI outputs as questions (Danry et al., 2023) or forcing a 
‘pause’ (Buçinca et al., 2021) can improve elements of critical thinking, 
whether LLMs can be used to promote reflection (Du et al., 2024), or 
whether LLM’s can be used as part of pedagogical tools (Lee et al., 2023; 
Tanprasert et al., 2024; Yuan et al., 2023).

A recent study, conducted in collaboration with Microsoft, investi-
gated the effects of GenAI on critical thinking among knowledge 
workers—those whose work consists of trading knowledge itself rather 
than a product (see Blackler, 1995). The study specifically explored 
self-evaluation of critical thinking while using GenAI. The researchers 
found that the user’s own confidence in the capacities of GenAI pre-
dicted whether critical thinking was perceived to have been enacted on 
the part of the user – specifically, higher confidence in GenAI was 
associated with less perceived critical thinking, and lower confidence 
with more (Lee et al., 2025). The authors concluded that when GenAI 
was used the nature of critical thinking was reshaped and shifted toward 
information verification, response integration and task stewardship. The 
study design took the entire process of critical thinking as its target of 
study. We build on the insights of this study by taking an alternative 
approach and focus specifically on the ‘top’ level of Bloom’s taxonomy: 
creation.

Our study focuses on creativity, specifically through the medium of 
generating written content, for two interrelated reasons. Firstly, while 
creative generation of written content is one of the most commonly used 
methods for assessing learning outcomes in universities, content gen-
eration constitutes the signature function of GenAI like ChatGPT, raising 
the question of how GenAI impacts learning and outputs when students 
are asked to ‘create’ and use material generated by GenAI in the process.

Second, according to Bloom’s taxonomy—one of the most influential 
pedagogical frameworks—creativity is theorised to involve the pinnacle 
of higher-order skills in the learning process. Bloom’s Taxonomy cate-
gorises cognitive skills into six hierarchical levels: remembering, un-
derstanding, applying, analysing, evaluating, and creating, with each 
level representing increasingly complex mental processes, from basic 
recall of information to the synthesis of new ideas. Creation, according 
to this framework, is the production of something new. While mere 
writing need only involve lower-order thinking skills, creativity, ac-
cording to this framework, is considered to involve higher-order 
thinking skills, including design, conjecture, and synthesis (Bloom 
et al., 1964; Hyder & Bhamani, 2016; Nikolić & Dabić, 2016).

Whilst we know that GenAI is able to reproduce some of the lower- 
order processes in Bloom’s taxonomy, its capacity to support or 
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replicate these higher-order skills remains to be fully understood. On the 
one hand, there are some reasons to predict that GenAI is unable to 
support the higher-order skills involved in creativity, both in terms of 
the output it generates and in terms of the cognitive engagement of its 
users. The quality of what is generated by GenAI has been found variable 
(Buruk, 2023, Ironsi & Solomon Ironsi, 2025). In terms of professional 
output, GenAI has been found to produce good quality academic texts 
but can also produce ‘hallucinations’ of entirely fictitious ideas pre-
sented as facts (Babl & Babl, 2023 who asked the GenAI to write aca-
demic abstracts), although the quality of the output has been shown to 
be enhanced through an iterative interaction with the user (Yang et al., 
2025, Cheng et al., 2025).

Even if GenAI can be prompted to generate high-quality creative 
outputs, the fear is that students may de-prioritise critical engagement in 
their learning, ultimately diminishing their motivation and even ability 
to think independently and creatively and to develop higher-order 
cognitive skills that have classically between viewed as central to cre-
ative writing and research (Kasneci et al., 2023; Malinka et al., 2023; 
Wild, 2023). It is not yet clear how much of this could be mitigated 
through the interactive use of GenAI, although dyadicinteraction with 
GenAI may enhance deeper understanding of the learning material and 
lead to more tailored learning experiences compared to a 
non-interactive use (see Lecler et al., 2023; Ray, 2023). We might also be 
concerned about mechanised convergence in the increased use of GenAI; 
that AI generation tends to result in less diverse textual output (Lee et al., 
2025).

On the other hand, Lee et al. (2025) argue that the use of GenAI need 
not lead to disengagement from higher-order creative thinking pro-
cesses. They point out that even users who use GenAI output without 
editing it ’may have nonetheless performed a critical, reflective judgement in 
forming the decision not to edit it’. Instead of leading to a lack of critical 
thinking on the part of the user, the authors found that critical thinking 
while using GenAI takes a different shape. Knowledge workers in their 
study engaged critically in setting clear goals, refining prompts, and 
assessing AI-generated content to meet specific criteria and standards; 
and they engaged reflectively in verifying outputs against external 
sources and their own expertise. This is supported by earlier work by 
Sarkar (2023) suggesting that AI shifts knowledge work from material 
production to critical integration of ideas. If this is right, using GenAI 
could in fact lead to greater engagement in higher-order creative pro-
cesses on the part of the user, leaving the ‘lower-order’ processes of 
textual production to the GenAI.

Levels of creativity have widely been assessed in terms of divergent 
thinking. Creativity is a multifaceted construct often associated with the 
generation of novel and useful ideas (Runco & Jaeger, 2012). Creativity 
is thus enabled in part by divergent thinking — the ability to explore 
multiple potential solutions — and this has become widely used as a 
measure of creativity (Guilford, 1967; Runco & Jaeger, 2012). Two 
important components of divergent thinking are considered in the pre-
sent study: fluency and flexibility. Fluency describes the quantity of 
ideas generated, whilst flexibility considers the quality of those ideas by 
counting the number of distinct conceptual domains or categories rep-
resented in the responses (see Reiter-Palmon et al., 2019). Considering 
divergent thinking through a dual measurement framework provides us 
with a structured approach to evaluating creativity, allowing for insights 
into both the breadth and depth of creative thought. In constructing this 
framework, we contribute a novel measure of creativity in output 
facilitated by GenAI.

A related question is for whom GenAI might facilitate or impede 
creativity, and therefore its impact on social inequalities in education. 
There is vibrant research being conducted on the potential uses of GenAI 
in teaching, such as in automated systems for improving writing skills 
(Cummings, Monroe, & Watkins, 2024; Ironsi & Solomon Ironsi, 2025) 
reflective writing (Chang et al., 2025) or argumentation skills 
(Wambsganss et al., 2021). If GenAI can enhance pedagogical capability, 
we might also investigate whether GenAI has potential to facilitate 

greater access for students from marginalised communities in higher 
education. On one hand, we must be mindful that several studies have 
underscored the ways in which the outputs of GenAI tools like ChatGPT 
can inadvertently reinforce biases in areas such as gender and politics 
(Gross, 2023; Motoki et al., 2024; Rutinowski et al., 2024). Watson & 
Romic (2025) emphasise that ChatGPT, like other technologies, is sha-
ped by societal influences. Thus, its responses can reflect the subjective 
leanings originated from its data and embedded in its training, poten-
tially skewing responses in subtle yet significant ways (Chen et al., 
2024). These biases can be problematic as they may reinforce existing 
inequalities or propagate inaccurate representations of marginalised 
groups – shaping student perceptions in a way that reflects these biases 
rather than promoting critical thinking or inclusivity. Consequently, the 
algorithms that drive AI tools could lead to a homogenization of ideas 
and learning experiences by amplifying certain patterns and trends 
present in the training data, while excluding outliers or unconventional 
ideas. On the other hand, it has the potential to equalise students with a 
varied levels of command in English language, which could be beneficial 
in learning exercises and assessments where English language accuracy 
is not a stipulated learning outcome but a medium to convey other skills 
(see for example Prather et al., 2024 looking at programming).

In the present study therefore, we examined the performance and 
experiences of diverse groups of students, varied by both their English 
proficiency and prior experience with ChatGPT. Only by including a rich 
and varied sample can we truly understand ChatGPT’s potential role in 
promoting inclusion or reinforcing inequalities. This diversity is essen-
tial not only for achieving a comprehensive understanding of ChatGPT’s 
potential influences on inclusion, but also for uncovering nuanced in-
teractions between student backgrounds and AI-assisted learning. For 
instance, students who are native English speakers may leverage 
ChatGPT differently than those who rely on it for language support, 
potentially affecting their creative and writing processes. Similarly, 
those with prior experience using ChatGPT may have developed stra-
tegies to maximise its benefits or avoid its pitfalls, leading to different 
outcomes in terms of performance and experiences.

1.1.2. Experiences of generative AI
An important facet in exploring the potential and limitations of 

GenAI in higher education, is to explore users’ experiences of it. The use 
of any new technology is set to change not only the outputs of its users, 
but also users’ perceptions of learning itself as it comes to be modified by 
the availability of the new tool. In the context of higher education, this 
might include values in relation to learning, perceptions of effort 
required for educational tasks, and perceptions of the acceptability of 
the technology. We have some evidence in the extant literature on the 
attitudes of students. Students in computer science were asked about the 
potential and dangers that could come from the use of GenAI in pro-
gramming. The students were concerned about resulting programmer 
laziness, occupational anxiety, and incorrect information; with some 
participants (7 of 41) raising the potential for a negative effect of GenAI 
on the development of thinking skills. However, a higher number of 
them (13 out of 41) perceived no disadvantages at all in using GenAI 
(Yilmaz & Yilmaz, 2023a). Investigating the degree of acceptance of 
GenAI among students, Yilmaz et al. (2023) demonstrated that the use of 
GenAI tools can enhance not only the student’s programming outputs 
but also their self-efficacy and motivation (Yilmaz & Yilmaz, 2023b). In 
a more recent study, Gasaymeh et al. (2024) found that students had 
moderate concerns regarding data security and misinformation but also 
were optimistic about its potential to foster creativity and innovation. 
The authors concluded that greater engagement with students to in-
crease their technical familiarity of the technology, along with discus-
sions about the ethical implications of using it, were important.

Through a creative writing task, the present study examined not only 
the performances and attitudes of individuals regarding these two skills 
but also their experience of engaging with ChatGPT. Understanding 
these experiences is crucial, as it provides insights into how students 
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interact with AI-generated content and how it influences their percep-
tions of creativity. While AI tools can produce creative outputs, there is a 
growing need to investigate how students perceive AI-generated crea-
tivity in order to understand the relationship between users’ intrinsic 
motivation to engage with complex problems, the value they place on 
their own creative processes, the perceived moral acceptability of using 
the technology in the context of higher education, and the impact of AI 
on enjoyment of the learning process.

1.2. Research hypotheses

Based on the review of the literature, as presented above, we adopted 
the following research hypotheses. 

(1) the use of ChatGPT will enhance performance in creative writing 
tasks, potentially leading to increased levels of divergent thinking 
and improved writing quality. Furthermore, it is hypothesised 
that,

(2) the use of ChatGPT may also alter the perception, possibly 
diminishing the perceived value, enjoyment, and intellectual 
difficulty of creating skills during the task, while simultaneously 
reducing the effort required for creating.

Moreover, this research will probe into the moral concerns sur-
rounding the use of such generative tools, questioning their moral 
acceptability. Ultimately, this study (see Fig. 1) aims to investigate the 
ways in which ChatGPT represents a tool of empowerment, and/or a 
threat, within higher education.

2. Methods

2.1. Participants

Methods, hypotheses and analyses of the study were pre-registered 
online at Open Science Frame (see link to the pre-registration in the 
acknowledge section). This study was conducted using the survey plat-
form Qualtrics and participants were recruited via Prolific, a commonly 
used crowdsourcing platform for research. A total of 266 participants 
completed the study, all current students studying at a university in the 
United Kingdom. To maximise data quality, we used attention check and 
explicitly asked participants to carefully read the instructions and 
commit to the task. Forty-three people who failed the attention check 
were excluded from further analysis, leaving a final sample of 225.

The sample had an average age of 29.07 years (SD = 8.59 years), 
with 51 % male participants, 48 % female and 1 % identifying as other 
genders. The ethnic composition included 46 % White, 29 % Black, 18 % 

Asian, and 8 % from mixed or other racial backgrounds. Participants 
self-rated their socio-economic status on a 10-point scale, where 1 rep-
resents "worst off" and 10 represents "best off", with a mean rating of 
5.74 (SD = 1.53).

Regarding education levels, 60 % of participants were un-
dergraduates, while 31 % were postgraduates (including 13 PhD stu-
dents), and 4 % were studying other degrees. Their academic interests 
spanned a wide range of disciplines: 48 % were studying Social Sciences 
(e.g., Psychology, History, Economics), 26 % were in Natural Sciences 
(e.g., Biology, Physics, Chemistry), 18 % were in Formal Sciences (e.g., 
Mathematics, Computer Science), and 19 % were studying Applied 
Sciences and professional degrees (e.g., Medicine, Engineering, Law, 
Architecture). An additional, 4 % of participants were studying other 
subjects.

2.2. Design

To explore potential differences in results between native and non- 
native English speakers, as well as between individuals familiar with 
ChatGPT and those new to the technology, participants were randomly 
selected based on their English proficiency and prior experience with 
ChatGPT. This selection ensured balanced representation across both 
control and experimental conditions, resulting in four distinct groups. 

● Group 1 (Non-Native, Inexperienced): Non-native English speakers 
with no prior use of ChatGPT, n = 58 (26 %);

● Group 2 (Native, Inexperienced): Native English speakers with no 
prior experience with ChatGPT, n = 60 (27 %);

● Group 3 (Non-Native, Experienced): Non-native English speakers 
with prior experience using ChatGPT, n = 54 (24 %);

● Group 4 (Native, Experienced): Native English speakers with prior 
experience using ChatGPT, n = 53 (24 %).

Among the 107 participants (47 % of the total sample) with prior 
experience with ChatGPT: 50 % used it occasionally, 48 % used it 
regularly, and 2 % work in a relevant field and have explored many of its 
advanced capabilities. A detailed breakdown of their demographic in-
formation is provided in Table 1 in the Supplementary Information (SI).

All participants completed pre-task and post-task surveys, along with 
a creative writing task. ‘Creative writing’ can in common parlance refer 
to specific genres of writing including fiction and poetry. However, for 
our purposes, we define creative writing more generally as a task that 
requires the participant to use the cognitive skills involved in being 
creative. In a pre-task survey, participants first rated their perceived 
value, enjoyment, intellectual difficulty and required effort for the 
creating and writing part of a "typical creative writing task". They also 

Fig. 1. Study design overview. Participants were first labelled into four sub-groups based on their English proficiency and prior ChatGPT experience. Then, we used 
a between-subjects design to randomly assign all participants to one of the two experimental conditions (Control vs. AI). Subsequently, participants completed the 
same survey to report their experiences, both before and after taking part in the creativity writing task.
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rated their trust in, and moral acceptance of, using generative AI for 
creative writing tasks. These perceptions were measured using a 5-point 
Likert scale (1 ‘not at all’ - 5 ‘very much’).

After the pre-task survey, the experiment used a between-subjects 
design to randomly assign participants into one of two treatment con-
ditions: the control condition (these participants were forbidden from 
using ChatGPT for the task) and the experimental condition or ‘AI group’ 
(these participants were explicitly asked to make sure they used 
ChatGPT for the task). Participants were required to report their usage of 
any tools (in the control condition) or ChatGPT (in the experimental 
condition) after completing the writing task.

The creative writing task involved describing uses for a hypothetical 
"printer that can print anything in 2097″ within a 10-min time limit by 
writing a short piece (approx. 100 words), "to best demonstrate their 
creativity and writing quality". Creativity was measured by the number 
of unique uses proposed, corresponding to the instruction, "describe as 
many unique uses as possible for this printer, AND do so as quickly as possible 
in 10 minutes". The writing quality requirement instructed participants to 
"minimise grammar errors (e.g., spelling, grammar, and punctuation), AND 
maximise clarity of the writing (e.g., word choice, sentence structure, tone 
adjustments)". These assessment criteria were further emphasised with 
comprehension checks. Participants who did not pass the comprehen-
sion checks were reminded to review the task instructions and were 
required to answer correctly before proceeding to the next step.

After completing the task, participants took a post-task survey to re- 
evaluate their perceptions (value, enjoyment, difficulty, and effort of 
creating and writing, and trust and moral acceptance of using AI), based 
on this creative writing experience. These questions were identical to 
those in the pre-task survey but focused specifically on participants’ 
experience with this task compared to a ’typical creative writing task’. 
Additionally, they also provided opinions on the impact of transparency 
on moral judgement by rating the moral acceptance when ‘people were 
transparent about their use of generative AI tools, e.g., acknowledging using 
ChatGPT to write a piece’. Demographic information, including age, 
gender, ethnicity, socioeconomic status, degree, and subject, was 
collected.

2.3. Assessment

In this study, participants demonstrated intellectual creativity by 
generating different uses for a printer. Their performance was measured 
by the two key elements of divergent thinking. 

1. Fluency (quantity of ideas) indicated by the total number of different 
uses of the printer, and

2. Flexibility (variety/quality of ideas) indicated by the total number of 
unique conceptual domains represented by these uses.

For example, "printer can be used to print houses, print villages, and print 
buildings" would count as three different uses (houses, villages and 
buildings) and one context (constructions), so the frequency score would 
be 3 and flexibility would be 1. "Printing super-fast vehicles for travel" and 
"Printing airplanes to transport goods" refer to two different uses (vehicles 
and airplanes) and distinct contexts (travel and transport goods), so the 
frequency score would be 2 and flexibility would be 2.

Since manually identifying use cases for all submissions can be time 
consuming and subject to individual differences, we automated this 
process using large language models (LLM). We crafted a prompt that 
provides the LLM with a sequence of instructions for identifying use 
cases in each submission, as well as a few examples to further guide 
identification. This corresponds to what is called a few-shot prompting 
approach (Lee et al., 2024). As LLMs, we used GPT4o and GPT4 Turbo, 
maintaining a temperature of 0 for consistency in response generation.

In order to validate that the automatic counts were accurate, we 
manually annotated a sample of responses and compared them to the 
LLM’s outputs. More specifically, we selected a random sample of 40 

responses (5 from each group and condition) to be annotated by three 
human raters from the research team. The raters, who were blinded to 
both group and condition, conducted their evaluations independently. 
The raters were provided with clear guidelines on evaluating flexibility 
and frequency, aligned with the few-shot examples used in the LLM 
inference process. To evaluate consistency, we computed the inter-rater 
agreement using the intraclass correlation coefficient (ICC), specifically 
ICC (2), which measures pairwise agreement across multiple raters.

Given the three-rater setup, we averaged the pairwise ICC scores to 
report an overall agreement level. The ICC scores among all four raters is 
reported in Table 2 in the SI. In order to interpret the agreement score, 
we use the scale suggested in (Koo & Li, 2016). The average ICC score 
among the human raters was 0.81 for both frequency and flexibility, 
indicating good agreement. Furthermore, when comparing the average 
ratings from the human raters with those from GPT-4o, we observed ICC 
scores of 0.93 for frequency and 0.83 for flexibility, demonstrating 
strong alignment between human and LLM assessments. These findings 
suggest that the LLM’s assessment of creativity aligns well with human 
evaluation, supporting the reliability of AI-based methods in creativity 
analysis.

Participants’ writing quality was assessed using Grammarly, a widely 
used grammar checking tool. We evaluated the inaccuracy by counting 
the number of grammar mistakes (including spelling, grammar, and 
punctuation) and unclarity (the number of suggestions for word choice, 
sentence structure, tone adjustments) detected by Grammarly.

3. Results

3.1. Analyses

In line with the study pre-registration, descriptive statistics and a 
series of regression models were used to test the hypothesised effects of 
using ChatGPT on creative writing task performance. The treatment 
condition (using ChatGPT vs. not using ChatGPT during the task) was used 
as the independent variable, and performance (creativity and writing 
quality) as the dependent variable (see section 3.2). The same analysis 
was repeated five times within each group as well as across groups. We 
also conducted a heterogeneity analysis (see section 3.2.1) to validate 
the performance differences across various demographic factors (e.g., 
age, gender, ethnicity, SES and educational background). We further 
explored the effects of different human-AI Interaction (HAI) dyads by 
conducting the same analysis with HAI type (Human-only; AI-only; AI- 
led; Dyadic) as the independent variable and performance as the 
dependent variable (see section 3.2.2). Additionally, we calculated the 
frequency of creativity performance at the group-level to compare it 
with individual-level performance (see section 3.2.3).

Similarly, descriptive statistics and regression models were used to 
analyse the effects on perception. As experience was measured both 
before and after the task, and we were interested in the changes, the 
treatment condition was again used as the independent variable, while 
the differential perception (ΔExperience = Post. – Pre.) was treated as the 
dependent variable (see section 3.3). The same analysis was repeated for 
all four groups, as well as across groups. Full results of these analyses 
were reported in the SI. Furthermore, we used descriptive statistics to 
analyse the moral acceptance of using ChatGPT in creative writing tasks 
and conducted t-test to compare the effects of with and without a 
transparency measure on moral attribution.

3.2. Performance

To understand the impact of ChatGPT on various aspects of perfor-
mance in the creative writing task, we conducted a series of regression 
analyses for each group, using frequency, flexibility, inaccuracy, unclarity, 
and writing time, as the dependent variable. Significant performance 
differences between the AI and control conditions were observed in most 
of the participant groups, and also when analysed independently of the 
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groups (see Table 3 in SI).
As shown in Fig. 2, for most groups, participants in the AI condition 

outperformed those in the control condition on frequency, flexibility, 
accuracy, and clarity, while they also spent less time completing the 
task. There were a few exceptions to this overall pattern, where there 
was no difference between the control and AI conditions. Namely, in 
Group 2 (Native, Inexperienced), no significant differences were 
observed for frequency (b = 0.91, SE = 2.30, p = .69) or clarity (b =
− 1.30, SE = 1.90, p = .51), and in Group 3 (Non-Native, Experienced) (b 
= − 2.30, SE = 1.50, p = .14), clarity differences were also non- 
significant. However, in no groups did the control condition outper-
form the AI condition.

In Group 4 (Native, Experienced), the only significant effect of AI 
usage was on writing time, where participants using AI completed the 
task faster compared to the control group. No significant differences 
were found in flexibility, correctness, frequency, or clarity between the 
AI and control groups.

Overall, we found that participants who used ChatGPT were more 
likely to perform better across all aspects of the task, including higher 
frequency and flexibility of creativity, less inaccuracy and unclarity 
from their writing, and less time required to complete the task. These 
results suggest that AI provides a strong advantage to people in their 
performance of the creative writing task, with non-native English 
speakers benefiting particularly from this advantage.

3.2.1. Heterogeneity analysis
Furthermore, to validate the robustness of the results, we grouped all 

participants based on 6 demographic factors: age, gender, ethnicity, 
socioeconomic status, degree, and subject. Four additional subgroups 
(other gender, other ethnicity, other degree and other subject) were 
excluded from the analysis due to small sample sizes and limited clarity. 
Across the remaining 21 demographic subgroups, we compared partic-
ipants’ performance in both the AI and control conditions. As shown in 
Fig. 3, participants in the AI condition consistently outperformed those 
in the control condition. This advantage was evident in various aspects, 
including creativity, writing quality, and time efficiency.

3.2.2. HAI dyad analysis
As a result of early discussions, we performed an additional analysis 

to explore whether different forms of interaction with AI would result in 
different outcomes. The self-reported tool usage for the task reveals that 
a significant majority (90 %) in the control condition did not use any 
digital tools during the task. However, participants in the AI condition 
reported varied interactions with ChatGPT: 27 % relied entirely on 
ChatGPT to complete the task, 47 % made minor or major changes to the 
AI-generated output, and 21 % used their own prompts or engaged in a 
feedback loop with ChatGPT. Additionally, 5 % of the usage was 
unclassified.

Hence, to dissect how ChatGPT affected performance, we categorised 
participants based on their engagement with ChatGPT into the following 
four classes: Human-only (participants who did not use ChatGPT or any 
other digital tools for the task); AI-only (participants who entirely relied 
on ChatGPT to complete the task); AI-led (participants who primarily 
relied on ChatGPT to complete the task); Human-AI-dyadic (participants 

Fig. 2. Performance compared across 4 subgroups. The dots on the solid lines show the mean of performance score with the accompanying error bars delineating 
the 95 % confidence intervals for these means. Mean performance scores under the control condition (did not use ChatGPT for the task) are shown in red, while those 
in the AI condition (used ChatGPT for the task) appear in blue. From left to right, each panel shows one group (Group 1: Non-native English speakers with no prior use of 
ChatGPT; Group 2: Native English speakers with no prior experience with ChatGPT; Group 3: Non-native English speakers with prior experience using ChatGPT; Group 4: Native 
English speakers with prior experience using ChatGPT). From the top to the bottom, each row indicates one aspect of task performances (frequency of creativity: numbers of 
different uses, flexibility of creativity: numbers of unique uses; inaccuracy of writing: numbers of grammar errors; unclarity of writing: numbers of clarity suggestions; writing 
time: time spent for completing the writing).
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who interacted actively with ChatGPT during the task).
As shown in Fig. 4, we found that participants demonstrated the 

lowest levels of creativity, writing quality, and time efficiency in the 
Human-only dyad condition compared to the other conditions (AI-only, 
AI-led, Human-only). Moreover, the benefits of using ChatGPT varied 
depending on the type of interaction. Performance was highest in the AI- 
only condition, followed by the AI-led and Human-AI-dyadic conditions 
(See Table 4 in the SI).

3.2.3. Group-level analysis
Following from our analysis of individual-level performance dis-

cussed in Section 3.2.1 previously (see Fig. 2), we then examined the 
group-level performance for creativity. This allowed us to assess the 
extent of creative thinking by collections of participants that share a 
characteristic or condition.

Fig. 5 suggests that groups using ChatGPT generally demonstrate 
higher creativity in terms of flexibility across various conditions, while 
results for frequency are more varied (See Table 5 in the SI). The most 
pronounced difference is observed in the Task Treatment group (Grp 9 in 
Fig. 5), where people using ChatGPT outperform the Control group in 
both Flexibility (635 vs. 552) and Frequency (442 vs. 313).

When breaking down the groups into different combinations of En-
glish proficiency and prior experience with ChatGPT, higher flexibility 
scores were found in all AI conditions regardless of these characteristics, 
as shown by the comparisons across Grps 1–8 in Fig. 5. In terms of fre-
quency, participants in the AI conditions outperformed those in the 
control condition in most cases, with exceptions in two groups: Non- 
Native and Inexperienced (Grp 1 in Fig. 5: 140 vs. 193) and Inexperienced 
(Grp 7 in Fig. 5: 312 vs. 344). These two groups share the common 
characteristic of having no prior experience with ChatGPT.

These results indicate that ChatGPT generally enhances creative 
outputs, particularly for flexibility, across different groups, regardless of 

English proficiency or prior experience with the tool. However, the re-
sults are nuanced: while flexibility scores increase consistently in all AI- 
supported conditions, the improvement in frequency scores appears 
more limited for individuals without prior experience with ChatGPT. 
This suggests that while ChatGPT consistently boosts creative flexibility, 
its impact on the volume of creative output may be moderated by other 
factors.

3.3. Perception

We assessed the impact of completing the writing task (with or 
without ChatGPT) on participants’ perceptions of the perceived value, 
enjoyment, intellectual difficulty and effort involved in creative writing, 
and its impact on moral judgments of using AI for creative writing, by 
comparing the difference in participant ratings in the pre-task survey to 
the post-task survey. The results are represented in Fig. 6. Negative 
values indicate a perceived decrease, meaning participants’ ratings (e.g. 
of the perceived value of creativity) declined after completing the task 
compared to their initial perception before the task.

The changes in perception for creative writing showed a similar 
pattern in Groups 1 (Non-native, Inexperienced), 2 (Native, Inexperi-
enced), and 3 (Non-native, Experienced). In the AI condition, both the 
required effort and perceived difficulty for creative writing decreased 
significantly after using ChatGPT to complete the task. However, the 
perceived enjoyment and value of creativity and writing also declined 
significantly in the AI condition. Interestingly, in the control condition, 
these perceptions remained relatively stable before and after the task. 
Changes in effort, difficulty, enjoyment, and value were minimal in the 
control group. Details of the regression models are provided in Table 6 of 
the SI.

However, the above perception changes were not found in Group 4 
(Native, Experienced). Native English speakers with prior ChatGPT 

Fig. 3. Performance compared across demographics. The dots on the solid lines show the mean of performance score with the accompanying error bars 
delineating the 95 % confidence intervals for these means. Mean performance scores under the control condition (did not use ChatGPT for the task) are shown in red, 
while those in the AI condition (used ChatGPT for the task) appear in blue. From the top to the bottom, each row shows one demographic subgroup. From left to right, each 
panel shows one aspect of task performances (frequency of creativity: numbers of different uses, flexibility of creativity: numbers of unique uses; inaccuracy of writing: numbers 
of grammar errors; unclarity of writing: numbers of clarity suggestions; writing time: time spent for completing the writing).
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experience reported similar levels of perceived value (b = − 0.06, SE =
0.18, p = .73), enjoyment (b = − 0.12, SE = 0.25, p = .62), difficulty (b =
− 0.05, SE = 0.21, p = .81), and effort (b = − 0.16, SE = 0.21, p = .45) 
both before and after completing the task. This suggests that the use of 
AI had a limited impact on their experience. Three exceptions to the 
overall trend were found in Groups 2 and 3. Participants in these groups 
showed no significant change in their enjoyment or effort for creativity 
and writing after completing the task, regardless of whether they used 
ChatGPT. Specifically, in Group 2 (Native, Inexperienced), the changes 
in perceived value (b = 0.31, SE = 0.24, p = .20) and enjoyment (b =
0.44, SE = 0.22, p = .06) were not statistically significant. Similarly, 
Group 3 (Non-native, Experienced) showed no significant change in 
enjoyment (b = − 0.10, SE = 0.21, p = .66).

Participants’ moral judgements changed consistently across all 4 
participant groups. Regardless of their English proficiency or prior 
ChatGPT experience, participants in the control condition showed 
decreased trust and moral acceptance in using AI for creative writing 
tasks, after completing the task independently. Specifically, the mean 
difference (before and after the task) in moral acceptance in the control 
group decreased by − 0.73 (SE = 0.11), and the mean difference in trust 
decreased by − 0.80 (SE = 0.11). In contrast, participants who used 
ChatGPT during the task displayed increased trust and moral acceptance 
of AI afterward. The AI group showed a mean increase of 0.76 (SE =
0.09) in trust and 0.63 (SE = 0.12) in moral acceptance. Participants’ 
moral acceptance changed significantly in conditions if people were 
transparent about their use of generative AI tools, difference = − 1.44, t 
(221) = − 16.70, p < .001, Cohen’s d = − 1.12.

To summarise, participants in the AI condition experienced more 
significant shifts in their perceptions, while the perception changes 

remained relatively stable in the control condition. Specifically, partic-
ipants who used ChatGPT for the creative writing task found it to be less 
effortful and intellectually demanding. However, their enjoyment of the 
task and their perceived value of creativity and writing skills decreased. 
Non-native English speakers, as well as native English speakers without 
prior ChatGPT experience, were most affected by these perception 
changes.

In addition, while ChatGPT assistance appeared to positively influ-
ence participants’ task performance, there was a demonstrated lack of 
trust and moral acceptance toward the use of AI in creative writing. 
However, transparency measures—such as acknowledging the use of 
ChatGPT— seemed to change their moral acceptance. The mean moral 
acceptance with transparency (M = 3.75, SE = 0.07) was significantly 
higher than without (M = 2.31, SE = 0.07), t (221) = 16.51, p < .001, 95 
% CI [1.27, 1.61]. The increase in moral acceptance (with vs. without 
transparency) was significantly larger in the control condition (M =
1.83, SE = 0.12) compared to the AI condition (M = 1.05, SE = 0.11), t 
(220) = 4.72, p < .001, 95 % CI [0.36, 0.90]. Therefore, when trans-
parency measures were employed, participants in the AI condition who 
initially showed relatively high acceptance further increased their 
acceptance, while those who did not use AI during the task became more 
open to the use of ChatGPT.

4. Discussion

4.1. Study summary

In this study, we examined students’ performance and perception 
changes through a creative writing task, under two conditions: using 

Fig. 4. Performance compared across Human-AI Dyad (HAI). The dots on the solid lines show the mean of performance score with the accompanying error bars 
delineating the 95 % confidence intervals for these means. Mean performance scores for human-only input (where participants completed the task without using 
ChatGPT) are shown in red, while those in the AI-only dyad (where participants used ChatGPT to complete the task entirely) appear in blue. Lighter blue corresponds 
to the AI-led dyad (where participants used ChatGPT to complete the task mostly) and green indicates dyadic interaction (where participants engaged in a feedback 
loop with ChatGPT to complete the task). From the top to the bottom, each row indicates one aspect of task performances (frequency of creativity: numbers of different uses, 
flexibility of creativity: numbers of unique uses; inaccuracy of writing: numbers of grammar errors; unclarity of writing: numbers of clarity suggestions; writing time: time spent 
for completing the writing).
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ChatGPT and not using it. We explored these changes across four groups 
based on participants’ English proficiency and prior experience of 
ChatGPT. Our findings confirmed our hypotheses and revealed that 
groups using ChatGPT, especially people who are not native English 
speakers, demonstrated enhanced creativity and writing performance. 
They also found the task easier and less effortful. However, we also 
found that their perceived value and enjoyment of the creative process 
decreased. These results suggest that while ChatGPT has the potential to 
empower students by improving productivity when used thoughtfully, 
its impact on motivation and appreciation for creative thinking may 
require careful consideration.

The study provides valuable insights to inform the responsible inte-
gration of AI in higher education while preserving students’ connection 
to the creative process. More broadly, it prompts reflection on how the 
rise of "machine culture" (Brinkmann et al., 2023) is reshaping people’s 
perceptions of knowledge generation and transmission. By exploring the 
role of AI in student thinking processes, especially creativity, we gain a 
deeper understanding of how these technologies may affect not just 
academic performance, but also the ways in which learners perceive and 
value creativity and intellectual engagement in an increasingly digitised 
future.

4.2. Discussion of the findings

4.2.1. Using ChatGPT enhances delivery of a creative writing task
The findings support our first hypothesis and show that ChatGPT 

enhances students’ productivity by boosting their creative performance, 
a finding that aligns with its known capabilities in text processing 
(Abdullah et al., 2022; Haleem et al., 2022). This prompts questions 
about whether the use of AI enhances divergent thinking or merely re-
duces the time spent on correcting writing accuracy. This reduction in 
time and effort, however, could be significant. If ChatGPT alleviates the 
cognitive load required for writing, this may allow students to focus 

more on the creative aspects of their tasks (for more discussion of these 
ideas see Kalyuga, 2011; Paas & Sweller, 2014; Stadler et al., 2024). By 
reducing the mental effort required for drafting and organising ideas, 
GenAI could free up cognitive resources, enabling students to dedicate 
more attention to developing creative concepts. This is further sup-
ported by the improved writing quality and reduced time spent in the 
AI-assisted condition, suggesting that ChatGPT’s capacity to process 
words allows students to articulate and deliver their ideas more effi-
ciently. An enhancement of creativity may also result from the range of 
ideas provided by the AI, and/or from the inspiration that comes from 
being presented with surprising ideas. Being mindful of the ‘hallucina-
tion’ risk in the output, as ChatGPT draws ideas from a rich resource of 
knowledge and reassembles them, these unique combinations both 
contributed to the creative writing task directly and may also have 
stimulated participants’ imaginations (Austin et al., 2012; Haase & 
Hanel, 2023). With education about the technical functionality of the 
tool, and its limitations, it could help students in higher education to 
develop integrative and critical skills.

4.2.2. Using ChatGPT lowers the language barrier for non-native English 
speakers

Our study shows that this benefit is particularly pronounced for non- 
native English speakers. For these students, ChatGPT not only assists in 
formalising ideas but also in effectively ’translating’ their thoughts into 
coherent English (Marrone, Taddeo, & Hill, 2022; Su, 2024; Fitria, 2023; 
Feng Teng, 2024). Its ability to facilitate clearer communication there-
fore empowers students from diverse linguistic backgrounds to express 
their ideas more confidently. This could enhance their learning experi-
ences in higher education and allow for a refocusing of their efforts on 
the quality of ideas in creative outputs. Ultimately, by bridging language 
barriers, ChatGPT has the potential to expand knowledge access and 
foster greater inclusion in higher education, where the language of the 
host country is a necessary medium for demonstrating other skills (see 

Fig. 5. Performance compared at group-level for creativity. The bars show the creativity scores, with the red colour indicating using ChatGPT (the ‘Control’ 
condition) for the task and blue for not using ChatGPT (the ‘AI’ condition). The top panel represents flexibility scores (of creativity: numbers of unique uses) and the 
bottom panel shows frequency scores (of creativity: numbers of different uses).
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also Rawas, 2024).

4.2.3. Using ChatGPT may support diversity of ideas
We found that the AI-assisted groups performed well not only at 

individual levels but also at group levels, demonstrating greater overall 
flexibility and frequency in their creative writings. Therefore, the fear 
that generative AI simply recycles ideas within a limited database of 
existing information, and thus may lead to limited scope for novel 
thinking, was not supported in this study. Additionally, group-level 
creativity in the AI condition appears to surpass that of the control 
conditions. This observation supports the growing body of literature 
(Cecutti et al., 2021; Sparrow et al., 2011; Chemero, 2023). This 
somewhat challenges the initial concerns that technological advance-
ments may harm cognition. Our results highlight that AI can comple-
ment, and perhaps enhance, human creativity by offering novel 
perspectives and stimulating concepts that might not emerge in tradi-
tional contexts. While the inclusion benefits are evident, the results also 
provide a more nuanced perspective, showing that AI could also 
contribute to collective creative efforts without necessarily limiting in-
tellectual diversity.

4.2.4. Using ChatGPT undermines the value and enjoyment of creativity
Although ChatGPT has made tasks like creative writing easier and 

less effortful, our findings support concerns about the potential deval-
uation and diminished enjoyment of the creative process. Magni et al. 
(2024) highlight the importance of creativity as an advanced cognitive 
function that contributes to human satisfaction (see also Fusi et al., 

2024). Notably, this perceived playfulness plays a vital role for behav-
ioural intention, even more significant than perceived values and per-
formance expectancy (Gajendragadkar et al., 2024; Moghavvemi et al., 
2017; Parveen et al., 2024).

However, the rise of GenAI has inevitably altered this dynamic. 
When AI performs well in creative tasks, students may feel there is less of 
a need to engage deeply with the thinking process. This disengagement 
can undermine the “need for cognition” — the degree to which in-
dividuals seek, engage in, and enjoy effortful cognitive activity — which 
is most critical for academic performance, even beyond cognitive abil-
ities (Lavrijsen, Preckel, & Verschueren, 2023; Lavrijsen et al., 2022). 
Thus, while the use of GenAI may not have a direct negative impact on 
students’ cognitive skills, and may even help revitalise them by high-
lighting the qualities that distinguish humans from machines, our 
findings show that GenAI may undermine students’ motivation to 
engage in the cognitive effort that is necessary for deeper intellectual 
enjoyment (contra Lee et al., 2025; see also Stadler et al., 2024).

4.2.5. Transparency mitigates ethical concerns
Another concern highlighted by this study is the ethics of using 

GenAI in higher education, especially with the low ratings of moral 
acceptability and trust of unregulated AI found in relation to our third 
hypothesis. As Tlili and colleagues (2023) discuss, ChatGPT raises 
several ethical questions regarding its truthfulness, response quality 
(fairness and honesty), and the potential for misuse. For example, even 
sophisticated AI detectors can be easily bypassed with minor edits, such 
as adding a single word, which can reduce the likelihood of detection. 

Fig. 6. Perception (changes before and after task) compared across 4 subgroups. The dots show the mean of the perception change reported in the pre-task and 
post-task surveys (ΔExperience=Post. – Pre.). The grey bars show the difference in the changes observed between the groups under AI (used ChatGPT for the task) and 
control (did not use ChatGPT for the task) conditions. Mean perception changes under the control condition are shown in red, while those in the AI condition appear 
in blue. From left to right, each panel shows one group (Group 1: Non-native English speakers with no prior use of ChatGPT; Group 2: Native English speakers with no prior 
experience with ChatGPT; Group 3: Non-native English speakers with prior experience using ChatGPT; Group 4: Native English speakers with prior experience using ChatGPT). 
From the top to the bottom, each row indicates one aspect of task perceptions (trust and moral acceptance in using AI for creative writing; effort required, intellectual difficulty, 
enjoyment and value of creative writing).
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Moreover, ChatGPT can provide misleading justifications for inaccurate 
responses, such as claiming oversights or format problems. This kind of 
manipulation, whether intentional or due to biassed algorithms, poses 
risks for students who trust ChatGPT for reliable information. However, 
our results demonstrated that simple measures, e.g. acknowledging using 
ChatGPT to write a piece, can effectively help to mitigate these concerns. 
Openly acknowledging the use of ChatGPT for the creative writing task 
enhanced both trust and moral acceptance of the tool among our 
participants.

We might also consider this finding in relation to a broader framing 
of higher education as provider of professional skills (Wardat et al., 
2023) and that the effective usage of GenAI may become regarded as a 
key expectation of their academic careers. In this overall climate, the 
moral acceptability of GenAI may increase in the future.

4.3. Limitations and further study

In order to contextualise the conclusions and to guide future studies, 
we present the limitations in the design of the present study.

4.3.1. Measures of creativity
Although we used divergent thinking as a primary measure of crea-

tivity, it is important to recognise that this represents only one facet of a 
multidimensional construct. Creativity encompasses various cognitive 
skills, including convergent thinking, which involves narrowing down 
possibilities to find the most appropriate solution (Ward, 2007). Our 
assessment primarily focused on the quantity of creative ideas gener-
ated, which may not fully capture the quality and impact of creative 
output. Not all creative outputs are equally valuable or impactful. 
Additional dimensions of creativity extend beyond mere idea genera-
tion, emphasising novelty, originality, value, and appropriateness of the 
creative output (Glăveanu et al., 2021). Therefore, creative cognition 
involves not only producing new ideas but also selecting, prioritising, 
and acting upon them. Future studies should consider integrating 
additional measures of creativity, such as evaluating both the quality 
and quantity of creative responses, to provide a more comprehensive 
understanding of how generative AI influences creative output from 
ideation to implementation.

4.3.2. Assessment of creativity
We utilised LLMs to automate the process of creativity rating, a 

practice that has been documented in prior research (Cropley & Mar-
rone, 2025; Marrone, Cropley, & Wang, 2023). While this approach 
allows for efficiency in evaluating a large dataset of writing samples, it is 
crucial to recognise that these creativity ratings can be approximate and 
require further validation. The use of AI for rating creativity introduces 
the possibility of bias, as the AI system may have inherent limitations in 
understanding nuanced or highly novel creative outputs. Future studies 
should consider a hybrid approach, combining AI-assisted rating with 
human expert evaluation to leverage the strengths of both methods. In 
this study, we conducted agreement checks among three human raters 
on a random subset (approx. 20 %) of the entire dataset, and found 
evidence of high interrater reliability. Still, ideally, a larger portion of 
the data should have been assessed by multiple human raters, with a 
more comprehensive inter-rater reliability measurement. This would 
help validate the AI-generated ratings further and identify any system-
atic biases in the automated assessment process.

4.3.3. Larger and more diverse sample
Although we recruited hundreds of participants in this study, the 

sample size was relatively small after assignment to subgroups, espe-
cially for the Human-AI dyads. This limitation may restrict the gen-
eralisability of the relevant findings. Additionally, the significant 
benefits observed in non-native English speakers highlight the need to 
expand our investigation to other potentially disadvantaged groups in 
higher education. For example, individuals with neurodiversity, specific 

learning needs and different cultural backgrounds. Future studies should 
consider larger scale studies with more diverse groups to gain insights 
into how generative AI impacts creativity across different cognitive 
profiles, linguistic backgrounds, and cultural contexts.

Finally, our study captured a snapshot of ChatGPT’s impact on 
creativity through a single writing task. While this offers valuable initial 
insights, it is crucial to conduct longitudinal studies to understand the 
long-term effects of AI assistance on creative skills. Such studies would 
help determine whether the observed effects persist, evolve, or change 
over time. Furthermore, exploring the long-term use of generative AI 
could reveal how creative processes adapt to reflect the technology 
advancement.

5. Conclusions

Our study firstly contributes to the growing literature on GenAI in 
education and plays a crucial role in the small pool of studies that 
directly investigate the effects of GenAI use on cognitive skills. Second, 
the study advances understandings of the experience of using GenAI in a 
creative learning task, through a controlled study.

Our research found that using ChatGPT enhanced the delivery of a 
creative writing task in fluency and flexibility of the output; that using 
ChatGPT lowered the language barrier of the creative-writing task for 
non-native English speakers; that using ChatGPT may – with critical use 
– support the diversity of ideas that is produced; that using ChatGPT 
undermined the perceived value and enjoyment of a creative task; and 
that transparency over the use of GenAI may mitigate ethical concerns 
that are currently held about it. In all, our findings suggest that the 
critical use of GenAI in higher education has potential to enhance 
creativity in learning rather than to harm it. In pursuing this, it will be 
important to engage students in learning about how the technology 
works, its limitations, and also what it means for the development of 
‘creative skills’ in higher education. Our findings highlight the specific 
need to address opportunities for students to mobilise complex cognitive 
skills during creative tasks in order to ensure that they can experience 
the deeper intellectual satisfaction of learning. Moreover, our findings 
suggest that clear transparency guidelines should accompany activities 
that allow the use of GenAI.

In concluding, we outline some of the practical implications of our 
findings for higher education.

5.1. Implications for teaching and learning

Results from the study in general show potential for increase in 
creativity when students interact with ChatGPT. This supports our 
recommendation that educators, as gatekeepers of knowledge creation 
and skill development, should adapt their teaching approach and phi-
losophy to incorporate the up-skilling of students in the usage of 
generative AI tools and LLMs such as ChatGPT, and to develop assess-
ment mechanisms that would aid students in further honing these 
valuable skills.

The adoption and integration of AI as a tool that enables and en-
hances learning outcomes represents a paradigm shift in socio- 
technological trends that leverages technology to "superhumanise" stu-
dents’ capabilities in ways that can significantly improve overall 
learning outcomes both for the students and for society which benefits 
from the knowledge created within higher education institutions. The 
term "superhumanising" suggests that AI provides support that exceeds 
human capabilities by potentially transforming traditional learning 
paradigms. Whilst AI can offer valuable assistance to students and 
learners, there remains of course a risk of overreliance on technology, 
which may negatively impact critical thinking and problem-solving 
skills among students. Especially when there are utilitarian motiva-
tions, such as the desire to streamline learning processes through AI, the 
use of GenAI may inadvertently diminish students’ sense of agency and 
ownership over their learning experiences and even lead to cheating. We 
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must, however, bear in mind that the enhancement of learning by using 
tools, including digital technologies, is not itself a new phenomenon. 
The question that must therefore be asked by educators is one of value - 
what is the value that we will attribute to the cognitive skills involved in 
creating without the aid of AI, versus those skills involvd in working with 
it.

While AI can automate certain aspects of learning, it does not 
adequately address the complex, multifaceted nature of creative 
expression and critical thinking. Therefore, educators should equip 
students not just to use AI tools, but to understand their capabilities, 
limitations, and ethical implications. Rather than competing with AI or 
training secondary-passive recipients in learning, it is possible to foster 
complementary skills that position students as primary, active agents. 
Further, our results from the inexperienced participants in the sample 
suggest that good understanding of generative AI is necessary in order to 
really benefit from it (supported by results in Kay, 2023).

In light of the findings from this study, it is also important that the 
design of assessment is carefully reconsidered. The way in which 
stakeholders within the educational sector and society at large conceive 
of plagiarism may need re-evaluation, as the role of AI in content gen-
eration blurs the lines of authorship and intellectual property. Moreover, 
results from the study feed into wider and complex discussions of the 
suitability of assessing work as individual or as relational (i.e. group 
work) (see also Dochy, Segers, & Sluijsmans, 1999; Van den Berg, 
Admiraal, & Pilot, 2006; Pereira, Flores, & Niklasson, 2016; Benvenuti 
et al., 2023). The reframing of how society perceives thinking about 
creative work as a relational and collaborative endeavour that may 
include AI would complement transformations that are already occur-
ring in the world of work, where skills in the effective and critical usage 
of generative AI are already in demand (Shen & Guo, 2024; Yang & 
Zhao, 2024; Yuan & Liu, 2025). By fostering active human-AI cooper-
ation and reframing education as a process of developing uniquely 
human capabilities alongside technological literacy, we can prepare 
students for a future where success depends on effectively leveraging AI 
while maintaining human creativity, critical thinking, and ethical 
judgement (see more discussion of HAI in Jin, Lin, & Lai, 2025). In 
increasing the attention within higher education to these issues, we 
bring into focus the complexity of using AI as a tool for learning, and 
may mitigate the decreased enjoyment of creative tasks as seen in our 
results.

5.2. Implications for industry and policy

Our study also offers insights for business stakeholders, AI pro-
grammers, and policymakers. As AI-based digital technologies and large 
language models like ChatGPT continue to proliferate, we will witness a 
more widespread occurrence of the human-AI dyad. This trend is 
particularly evident in content creative industries, which are entering a 
new phase of transformation where generative AI is changing the nature 
of job roles, skill requirements and skill value (Cetinic & She, 2022; 
Coeckelbergh, 2023). Our study suggests that on the one hand, recog-
nition of AI skills will be important in mitigating the devaluing of cre-
ative skills (see also Köbis & Mossink, 2021). On the other hand, the 
government may need to be aware of these potential industry changes 
and develop appropriate support for those whose livelihoods may be 
affected in the short-term.

More widely it has been noted that there is a bias aGenAInst AI use, 
which is often manifested in hesitancy among individuals to fully accept 
AI-generated intellectual, artistic and creative works due to the 
perception of it being "superhuman" (Fang et al., 2024; Ragot et al., 
2020). This draws attention to an underlying assumption in our value 
system that creativity is most valuable when it is ‘human’ and ‘inde-
pendent’. Consequently, the rise in creative products of the human-AI 
dyad will likely present complex moral, economic, social and cultural 
dilemmas, prompting discussions about the boundaries between human 
and AI. Our findings suggest a need to shift how we evaluate products 

made with the input of generative AI, moving beyond raw performance 
metrics to consider its usefulness in helping humans perform tasks (see 
also Choudhury & Shamszare, 2023; Hitsuwari et al., 2023; Shahzad, Xu 
& Javed, 2024) which may include a consideration of its perceived 
usefulness beyond higher education, in society at large. This includes 
assessing not just accuracy and efficiency, but also the perceived use-
fulness of AI in various contexts.

It is pertinent to state that findings from this study feed into the 
conversation on the usage of AI tools, especially within higher educa-
tion, by highlighting the potential increased inclusion that arises from 
the empowerment of generative AI users, especially non-native 
speakers. In this sense, the super-humanising potential may be stron-
ger for some who currently find themselves linguistically marginalised. 
An important part of this conversation, however, must be to bear in 
mind that access to ChatGPT itself is not universal. ChatGPT and other 
generative AI platforms operate with both free and paid services, which 
means that there will be a new dynamic of privilege and marginalisation 
that may emerge - where some have access to more sophisticated tiers of 
the tool - as the technology becomes more widely used, something that 
higher educational institutions would do well to keep in view.

There is a question here regarding the role that legislation and 
regulation can play to address the consequences of increased reliance on 
generative AI. One of the priorities is to maintain content quality as AI 
usage expands, and one route towards this may be the tagging of AI- 
generated content to increase transparency and facilitate fact- 
checking. The tendency of generative AI to produce hallucinations – 
fabricated information presented as fact – is a significant concern. 
Recent research has shown that leading language models – ChatGPT, 
Deepseek, Grok, PaLM, Claude, Qwen, and Llama – were on average 
producing hallucinations in 75 % of the cases (Dahl et al., 2024), with 
many users unaware of this prevalence (Williamson & Prybutok, 2024). 
Thus, tagging the source of AI-generated content is urgently needed and 
this could be something mandated at a regulatory level.
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