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ABSTRACT

Underwater image quality evaluation (UIQE) is crucial in improving image processing techniques and optimizing the design

of the imaging system to obtain object information more accurately. However, existing UIQE methods are designed based on

limited images or consider only a few natural scene statistics (NSS) metrics, lacking consideration for generalization across various

underwater imaging applications. In this paper, an in-depth review of the existing UIQE methods based on evaluation operations
is provided, emphasizing the bias present when evaluating UIQE methods using individual metrics. To address this, a novel metric
called quadrilateral datum evaluation (QDE) is designed for UIQE methods. It comprehensively considers robustness across

different datasets, as well as correlation and ranking consistency with mean opinion scores (MOS). This is the first solution to

measure an UIQE method from an all-encompassing visual perspective. By using QDE, UIQE methods characterized by greater

feature strength and small imbalance demonstrate good consistency and robustness across multiple aspects, providing a basis for

the design of UIQE methods.

1 | Introduction

Underwater vision technology is crucial in subsea exploration,
marine ecological protection, and underwater engineering mon-
itoring [1-5]. Image quality assessment (IQA) evaluates the
quality of an image, helping to determine whether the image
meets the expected visual standards. Many algorithms such as
blind/referenceless image spatial quality evaluator (BRISQUE)
[6], natural image quality evaluator (NIQE) [7], distortion iden-
tification and label transfer (DILT) [8], integrated local natural
image quality evaluator (ILNIQE) [9], structure naturalness
and perception NIQE (SNPNIQE) [10], and deep learning-
based methods like deep learning IQA (DLIQA) [11], RankIQA
[12], deep bilinear convolutional neural network (DB-CNN)

[13], HyperIQA [14], unified no-reference image quality and
uncertainty evaluator (UNIQUE) [15], multibranch convolutional
neural network (MB-CNN) [16] are proposed recently. How-
ever, measuring the quality of underwater images is challenged
because of the absorption and scattering of light, non-uniform
illumination, and noise [17-19]. The underwater image quality
evaluation (UIQE) methods can be categorized as subjective
methods and objective methods. Subjective UIQE methods
provide the quality benchmark but are manpower and time-
consuming. In contrast, objective UIQE offers advantages such
as repeatability and automation, making them highly attractive to
researchers. The early research on objective UIQE mainly focused
on the quality evaluation for grayscale images [20-23]. For
underwater color images, the distinct evaluation metrics tailored
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to the unique characteristics of the underwater environment
are commonly employed enabling automated quality assessment
[24-35].

As humans are the ultimate recipients of images, the performance
of an IQA method is usually validated by correlation metrics such
as the Pearson linear correlation coefficient (PLCC), Spearman
rank order correlation coefficient (SROCC), Kendall rank order
correlation coefficient (KROCC), and root mean square error
(RMSE). The PLCC measures the linear correlation between the
algorithm’s predicted values and the mean opinion scores (MOS).
At the same time, the SROCC assesses the monotonic relation-
ship between the two, and the KROCC quantifies their ordinal
relationship. The RMSE measures the difference between IQA
values and the MOSs, with values closer to 0 indicating better IQA
algorithm performance. In addition, the pristine/distorted image
discriminability test (D-test), the listwise ranking consistency test
(L-test), and the pairwise preference consistency test (P-test) [36],
are commonly applied to validate the relative performance of an
IQA metric. These include the ability to discern between different
categories of images in space, the robustness of image ratings for
images with identical content and distortion types but varying
degrees of distortion, and the prediction of preferences for image
pairs exhibiting significant quality disparities.

Recently, the maximum differentiation (MAD) [37] and group
maximum differentiation (gMAD) [38] methods are proposed to
compare the perceptual discriminability performance between
two or more IQA methods. The MAD works by refuting the
compared model using another model, and a model that is more
challenging to refute is considered better. The gMAD quantifies
attack performance by the attacker searching for the maximum
difference in prediction of other models within the same mass
range and quantifies defense performance by the degree to
which the defender defends from being attacked. These two
competitions use all possible combinations of defender-attackers
within each model.

Assessing the generalization performance of an IQA algorithm
also requires considering factors such as the richness of the
datasets and the diversity of the evaluation perspectives. Existing
UIQE methods are usually developed based on certain datasets
[31, 32] and focus on a single aspect of performance, such as the
consistency with the distortion level [36], ranking consistency
with the enhancement results [33], or the correlation with
the MOS values [27, 29]. However, in underwater tasks like
surveillance, optical characteristics can significantly affect image
quality and clarity, meaning that high-quality original images
do not guarantee exceptional enhanced images. To facilitate this
process, there is a need for a UIQE method that demonstrates
strong performance in comparing the quality of enhanced images
across various content under the comprehensive influence of
underwater optical characteristics. Existing evaluation metrics
for UIQE methods typically only assess performance under
the influence of underwater optical characteristics, performance
between enhanced images, or performance between images with
different contents, without directly evaluating the comprehensive
performance of these aspects.

Given the limitations of existing studies, numerous review studies
have been conducted in the field of underwater image quality

in recent years. For instance, Raveendran et al. [39] classi-
fied and summarized various underwater image enhancement
(UIE) algorithms, and listed relevant datasets. Wang et al. [40]
provided a review of multiple aspects within the underwater
imaging domain, including underwater image enhancement and
restoration (UIER), datasets, and evaluation methods. Xu et al.
[41] offered a systematic classification and analysis of UIQE
methods from both underwater optical images and sonar images
perspectives, delving into imaging principles, influencing factors,
datasets, and evaluation methods. Despite providing valuable
insights, these studies each have their own focuses and limita-
tions. Specifically, the review by Raveendran et al. [39] primarily
centers on UIE methods, while the reviews by Wang et al.
[40] and Xu et al. [41], although covering a broader range of
topics, lack in-depth analysis of UIQE methods for underwater
optical images. This paper introduces a new classification of
existing underwater image quality datasets (UIQD) and proposes
a comprehensive metric to evaluate UIQE algorithms from four
key perspectives. The goal is to develop a flexible evaluation
framework adaptable to different datasets and metrics based on
task-specific requirements. The main contributions of this paper
are as follows:

* A novel dataset classification is introduced in this paper
considering distortion level and the subjective evaluation
mode simultaneously. With this classification, it becomes
more straightforward to comprehend the accuracy of the
UIQE algorithms in assessing images with different levels of
optical distortion, enhanced outputs, and underwater images
with diverse content.

* A comprehensive review of 37 UIQE algorithms and 25 UIQDs
is provided, where the image features, the fitting methods,
and evaluation operations of the UIQE algorithms are dis-
cussed, enabling researchers an in-depth understanding of
the progress of each algorithm. Particularly, we conduct a
multidimensional evaluation of the blind underwater image
quality evaluation (BUIQE) method based on the newly
proposed dataset classification method, utilizing various eval-
uation metrics such as PLCC, L-test, D-test, and P-test to
reflect the characteristics of different BUIQE methods across
various scenarios. Experimental results find that relying solely
on specific datasets is insufficient for fully assessing the
performance of the BUIQE algorithm.

* Anintuitive QDE is proposed to comprehensively evaluate the
performance of the UIQE algorithm in various underwater
scenarios. By comparing different imaging distances, water
turbidities, underwater enhanced images of the same content,
and images of different content, the overall performance of
the UIQE algorithm could be assessed. The flexibility of
QDE allows for the addition or removal of dataset types
and metrics to adapt to specific task requirements. Higher
feature strength and small imbalance parameter values indi-
cate superior performance of the UIQE method in terms
of accuracy and robustness in underwater image quality
assessment. The visibility of the quadrilateral radar charts and
polar coordinate plots facilitates a deeper understanding of the
UIQE algorithm’s performance across various scenarios. By
highlighting visual representations, researchers can identify
weaknesses and make targeted improvements, enhancing the
UIQE algorithm’s performance and applicability.
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The structure of the paper is as follows: Section 2 introduces
the impact of underwater imaging on image quality and UIQE
datasets. Section 3 discusses existing UIQE methods. Section 4
introduces the proposed intuitive and comprehensive measure-
ment for the UIQE. Finally, the paper is concluded in Section 5.

2 | Subjective Underwater Image Quality
Assessment

2.1 | Underwater Imaging System

Based on the commonly used Jaffe-McGlamery underwater
imaging physical model [42], light primarily travels through three
paths in water to reach the imaging plane. These three paths are
direct reflection, forward-scattered, and backscattering. The total
irradiance can be expressed as:

where E represents the total energy received by the underwater
camera, E is the direct reflection energy, E, and E, represent the
forward-scattered and backscatter energy, respectively.

The direct reflection component refers to the light that is directly
reflected from the target object to the camera. The attenuation
of this component is primarily due to the propagation loss of
light in a homogeneous water medium. The forward-scattered
component refers to the small-angle scattering of light due
to particles on the target surface. This scattering can cause
blurring of image details and edge information. The backscatter
component is caused by the scattering of suspended particles in
the water and usually reduces the contrast of the image. It also
forms a hazy background on the original image.

Additionally, imaging under the water is influenced by fac-
tors such as imaging equipment and light sources, leading to
diminished colorfulness, contrast, clarity, and loss of details in
the image.

2.2 | Underwater Image Quality Assessment
Dataset

Typically, image quality datasets are divided into real and syn-
thetic image datasets [43]. However, the complexity of distortions
in underwater images poses simulation challenges. Hou et al.
[44] categorized underwater image datasets into UIER datasets
and UIQE datasets. UIER datasets are mainly used to test UIE
algorithms, while UIQE datasets are mainly used to evaluate
UIQE algorithms. Nevertheless, this classification method does
not fully consider the impact of various types and levels of
distortion in underwater environments on image quality. To
address this limitation, we categorize the UIQDs by the presence
of distortion levels and further subdivide the datasets without
distortion levels according to whether the image is grouped for
the same content or not. This division helps assess how an UIQE
algorithm performs under different quality evaluation needs and
gain a deeper insight into its robustness.

2.2.1 | Underwater Image Quality Dataset Without
Distortion Levels

To acquire a diverse range of underwater image samples,
researchers typically gather them through public websites, diving,
and tank imaging. Due to differences in the subjective evalua-
tion methods, the intended applications of MOS vary. Here we
categorized the UIQDs without distortion levels into two major
classes: grouped evaluation-based and ungrouped evaluation-
based, as shown in Figure 1. The underwater image datasets
such as PKU-EAQA dataset [45], UIEB dataset [46], UID2021
dataset [44], Gu et al. [47], SAUD dataset [32], UIEQ dataset
[48], and URankerSet dataset [49] are all based on grouped
evaluation mode. Researchers use either the pairwise comparison
(PC) method or the double stimulus (DS) method to evaluate
groups of images with the same content. Partial images of the
UID2021 dataset are illustrated in Figure 2. Each image in the
UID2021 dataset is accompanied by 15 enhanced or restored
versions. The values of the UIQE for this dataset are not a
direct comparison of images with different contents. Hence, for
assessing UIQE algorithm performance on these datasets, it’s
advisable to utilize the L-test instead of PLCC for evaluation.
Furthermore, an effective UIQE algorithm should ensure that the
quality of enhanced images falls within a higher range, while
the quality of the raw images should be constrained to a lower
range. Therefore, when L-test values of certain UIQE algorithms
are closely clustered, prioritizing the algorithm with a superior
D-test value is needed.

In contrast, ungrouped evaluation mode datasets without dis-
tortion levels, such as the KonIQ-10k dataset [50], UOQ dataset
[27], UWIQA dataset [28], UEIQA dataset [30], UIFD dataset [51],
UIED dataset [33], UIQAB dataset [52], UTUD dataset [53], Swim-
ming pool dataset [54], USRD dataset [55], LSUI dataset [56], and
UIQD dataset [57] evaluate images directly. Partial images from
the UWIQA dataset are illustrated in Figure 3. Image scores are
determined individually by observers and are not influenced by
reference images. This type of dataset can be used to evaluate
the algorithm’s linear correlation with MOSs in predicting image
quality values. For image pairs with significant differences in
MOSs, we anticipate notable disparities in their IQA prediction
values as well. Thus, besides reflecting the correlation between
image quality predictions and MOSs with PLCC values, higher
P-test values are essential to elucidate the algorithm’s signif-
icant capability in distinguishing image pairs with different
qualities.

2.2.2 | Underwater Image Quality Dataset with
Distortion Levels

The interactions between light and water molecules, as well as
suspended particles, constitute the primary factors influencing
the absorption and scattering of light. These interactions are
directly associated with imaging distances and water turbidities.
Consequently, researchers gather sequence images by varying
imaging distances or water turbidity in the tank to construct dis-
tortion level sequence datasets, aiming to evaluate the algorithm’s
performance in sensitivity to underwater optical distortion levels.
These datasets encompass the TURBID dataset [73], NWPU
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FIGURE 1 |

The illustration of underwater image quality assessment. (The “ID” represents the underwater image quality dataset with distortion

levels at varying imaging distances. The terms ”SS”, ”"DS”, and "PC” represent the single stimulus method, double stimulus method, and pairwise

comparison method, respectively. Visual evaluation in terms of the content of enhanced images is considered L-test in another way.)

dataset [74], Wang et al. dataset [26], UID-LEIA dataset [75],
TankImage-I dataset [76], and Liu et al. dataset [77]. Figures 4
and 5 show images from the TankImage-I dataset and the
UID-LEIA dataset, respectively. The subjective evaluation of the
UID-LEIA dataset proposed by Sanchez-Ferreira et al.[75] uses
the mean annoyance value (MAV). In contrast to the MOS,
a larger MAV value indicates poorer image quality. It can be
seen from Figure 5 that the MAV of the green object taken at
the 20 cm distance, surpasses that of the blue object, while at
the 30 cm distance, the MAV values of the blue object exceed
that of the green object. It indicates utilizing the MOS/MAV to
directly qualify the underwater image sequence with different
content is not feasible. The L-test is frequently applied to such
datasets to assess the algorithm’s sensitivity to distortion levels.
Nevertheless, it is crucial to acknowledge that the L-test for such
datasets encompasses the performance of the D-test to some
extent. Consequently, the D-test is employed for comparison
when the values of the L-test are not comparable. Furthermore,
distortion level sequences can furnish relative quality rankings
for image pairs and function as a data augmentation technique
for quality modeling based on deep learning [12, 78].

3 | Objective Underwater Image Quality
Assessment

According to the degree of reliance on original image infor-
mation, the UIQE methods can be divided into full refer-
ence underwater image quality evaluation (FR-UIQE), reduced
reference underwater image quality evaluation (RR-UIQE),
and no-reference underwater image quality evaluation (NR-
UIQE)/BUIQE.

3.1 | Full Reference Underwater Image Quality
Assessment

The FR-UIQE method aims to evaluate the quality of a target
image using an ideal image as a reference. Common evaluation
metrics include mean absolute error (MAE), RMSE, peak signal-
to-noise ratio (PSNR), structural similarity measure (SSIM) [79],
among others. Researchers typically opt for images that have
undergone some degree of enhancement or processing, espe-
cially those considered to be the optimal enhanced or captured
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FIGURE 2 | Partial images from the UID2021 dataset (From left to right: source images (a), and the enhanced or restored results by using Bayesain-
retinex [58] (b), CBF [59] (c), CHS [60] (d), GLN-CHE [61] (e), HP [62] (f), IBLA [63] (g), L>UWE [64] (h), RCP [65] (i), TS [66] (j), Ucolor [67] (k), UNTV
[68] (1), UTV [69] (m), UWB-VCSE [70] (n), UWCNN [71] (0), and VR [72] (p), respectively).

(a) MOS=0.7 (d) MOS=0.2

SR

(i) MOS=0.3 (j) MOS=0.8 (k) MOS=0.6 () MOS=0.4

FIGURE 3 | Partial images from the UWIQA dataset.

(a) TP=325cm

(c) TP=85cm

(b) TP=182cm

(m) MOS=0.6

(e) MOS=0.4

(f) MOS=0.6 (g) MOS=0.3 (h) MOS=0.5

w3

| 5

(n) MOS=0.5 (0) MOS=0.3

(p) MOS=0.3

(d) TP=325cm (e) TP=182cm (f) TP=85cm

FIGURE 4 | Partial images from the TankImage-I dataset. The camera is positioned at a distance of 60 cm. TP means transparency.

at the nearest imaging distance, to serve as reference images
[56]. However, different enhancement or restoration techniques
may introduce varying degrees of distortion, meaning that even
though certain images may appear visually optimal, they may
not entirely represent the true quality of the original image.
Secondly, underwater imaging distance and angle can also impact
image quality, and selecting the nearest image as a reference may
overlook the effects of light propagation. Moreover, the subjective
evaluation of the results of the enhancement method is related to
the sensitivity of the observers. Therefore, the BUIQE methods
are more suitable.

3.2 | Blind Underwater Image Quality Assessment

The BUIQE methods can be divided into traditional machine
learning-based and deep learning-based methods, as shown in
Figure 1.

Traditional machine learning-based methods mainly consist
of two modules: feature processing and feature fusion. Early
researchers developed a series of methods, such as underwater
image quality measure (UIQM) [24], underwater color image
quality evaluation (UCIQE) [25], Li et al. [80], CCF [26], URQ
[81], no-reference image quality predictor (NIPQ) [27], Zhao
et al. [82], Tang et al. [83], frequency domain underwater metric
(FDUM) [28], Guo et al. [84], underwater enhancement image
quality metric (UEIQM) [30], no-reference quality metric for
images of underwater targets in multi-colored environments
(QMICE) [85], and Yi et al. [86] selecting chromaticity, contrast,
clarity, fog density, visibility, and other one to three quality
perception features as indicators to evaluate underwater image
quality. However, these indicators are relatively limited and often
neglect the deep-level visual characteristics of images. In recent
years, researchers have also considered aspects such as image
texture, structure, naturalness, and noise, proposing methods
like no-reference image quality evaluation metric for enhanced
underwater images (NR-UWIQA) [29], Li et al. [87], underwater
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(a) d=20cm
MAV=1241

(b) d=30cm
MAV=14.03

(c) d=40cm
MAV=28.93

(d) d=50cm

(a) d=20cm
MAV=9.66

(b) d=30cm
MAV=18.20

(¢c) d=40cm  (d) d=50cm
MAV=23.00 MAV=38.10

(e) d=60cm
MAV=40.90 MAV=48.87

(e) d=60cm
MAV=56.30

(f) d=70cm
MAV=60.20

(g) d=80cm
MAV=68.41

(h) d=90cm
MAV=76.45

(i) d=100cm
MAV=84.90

(f) d=70cm
MAV=64.13

(h) d=90cm
MAV=82.24

(i) d=100cm
MAV=86.97

(g) d=80cm
MAV=77.28

FIGURE 5 | Partial images from the UID-LEIA dataset. The d represents the imaging distance.

image fidelity (UIF) [33], UWEQM [31], multitopic underwater
image quality evaluation (MTUIQE) [34], multi-feature fusion
image quality assessment (MM-IQA) [54], UIQE index (UIQEI)
[48], no-reference (NR) underwater image quality metric (NUIQ)
[32], UICQA [55], MSAEQA [88], no-reference underwater image
quality assessment based on multi-feature fusion in color space
(NMFC) [89], QA-UIQE [90], and underwater image quality
index (UIQI) [91] to better capture image details and deep-
level features. In terms of feature fusion, as the number of
features increases, traditional linear methods like multiple linear
regression (MLR) are insufficient. The support vector machine
regression (SVR), random forests regression (RFR), and Gaussian
process regression (GPR) are applied to map the features and
the MOSs.

However, traditional machine learning-based approaches often
necessitate manual feature extraction and may have limitations
when confronted with complex and variable underwater envi-
ronments. With the emergence of deep learning in the field of
computer vision, deep learning-based techniques have become a
new avenue for addressing underwater image quality assessment
issues. For instance, in 2022, Fu et al. [35] introduced the twice
mixing, a no-reference underwater image quality assessment
method based on rank learning. This method leveraged the
concept of blending high-quality and low-quality images to
generate medium-quality images and utilizes rank image pairs
for training the network to evaluate image quality. Li et al.
[52] proposed an underwater image quality assessment network
(UIQAN) for UIE images, which dynamically adjusted quality
perception feature maps by embedding deep image prior spatial
attention blocks, thus modeling human visual attention in a
data-driven manner. Additionally, Chen et al. [53] introduced an
underwater image utility measure (UIUM) that links image qual-
ity with task-based practicality. This method employed transfer
learning to extract task-relevant features and transfer features
from fish detection to practical-oriented image quality assessment
utilizing shared layers. The generation-based joint luminance-
chrominance underwater image quality evaluation (GLCQE) [92]
proposed by Wang et al. is a generation-based joint luminance-
chrominance learning for BUIQE for evaluating the quality
of underwater images. Its core concept involves utilizing the
direction and extent of image enhancement to assess image qual-
ity. GLCQE employed generative adversarial networks (GAN)

[93] to generate two images: one is the unenhanced version,
and the other is the optimally enhanced version. Subsequently,
GLCQE separated the luminance and chrominance channels
of these images and utilized them to detect image distortions.
Liu et al. [77] devised an end-to-end hybrid-input convolutional
neural network (HI-CNN), for predicting the degradation of
underwater images. This method employed a feature extraction
module to simultaneously extract features from both the original
underwater images and saliency maps and designed an end-to-
end model for predicting image quality scores. Subsequently,
Wang et al. [94] proposed a rank-based underwater quality
assessment algorithm (RUIQA) for domain-adapted underwater
image enhancement, which trained the network using hidden
quality information learned from rankings. Guo et al. [49]
proposed an underwater image quality assessment method based
on Transformer and multi-scale features, named URanker. It
processed input images through multiple serial and parallel
blocks and utilized a histogram prior module and dynamic
connection mechanism to enhance evaluation performance. Dur-
ing the training process, the marginal ranking loss function
was employed to learn the relative quality ranking of image
pairs with sorting labels to optimize the model. Chu et al. [95]
introduced a feature interaction-based underwater image quality
assessment method named SISC. The method employed a self-
attention-based feature refinement module to facilitate both local
and non-local cross-spatial feature interactions. Additionally,
the method incorporated a cross-attention-based feature fusion
module to achieve cross-scale feature interactions, enhancing
information complementarity across different scales and further
refining the feature representation. Furthermore, Liu et al. [96]
introduced an underwater image quality metric with low-level
properties and selected high-level semantics (UIQM-LSH), an
enhancing underwater image quality assessment with influential
perceptual features. This method considered low-level image
properties such as colorfulness, contrast, brightness, as well as
high-level semantic features selected through vision transformer
[97] training and minimum angle regression. Image quality was
then predicted through SVR feature processing. In 2024, Wang
etal. [98] proposed a prior-based underwater image enhancement
quality assessment network (PBUIQA). The method utilized
a parameter estimation network composed of two mutually
supervised sub-networks, a U-Net-based [99] encoder-decoder
network and a dense-based network, to predict the parameters
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TABLE 1 | Performance comparisons of UIQM and UCIQE methods
with different metrics.

Method L-test (SAUD) PLCC (UWIQA)
UIQM 0.3161 0.6315
UCIQE 0.4259 0.5680

of the underwater raw images. Subsequently, these features
were fed into a quality assessment network through an under-
water prior-guided module, aiding the network in accurately
perceiving image distortions. Liu et al. [57] introduced an end-
to-end underwater image quality assessment network named
ATUIQP. This network innovatively integrated channel attention,
spatial attention mechanisms, and transformer [100] to accurately
characterize the degradation of image quality in terms of channel,
spatial, and global aspects.

Compared to traditional methods, deep learning methods are
able to learn higher-level feature representations from raw data,
thus reducing the need for manual feature design, and generally
have better generalization capabilities to handle more complex
scenarios and data changes.

It can be seen in Figure 1, it is evident that the evaluation of the
UIQE method typically relies solely on one or a few datasets.
To investigate the impact of different metrics and datasets on
the evaluation of UIQE, we computed the L-test values of the
UCIQE [25] and UIQM [24] methods on the SAUD dataset [32].
Subsequently, we perform PLCC evaluation using the UCIQE and
UIQM methods on the UWIQA dataset [28]. The outcomes are
listed in Table 1, which reveals that UCIQE outperformed UIQM
in terms of L-test performance on the SAUD dataset, whereas
UIQM exhibited superior PLCC performance over UCIQE on the
UWIQA dataset. This underscores the results of UIQE methods
are dataset dependent.

3.3 | Evaluations of BUIQE Methods

A good BUIQE method should be outstanding in measuring
images with varying imaging distances, and images with varying
water turbidities, comparing the visual quality of different UIE
outputs, and reflecting the correlation of predicted values and
MOSs between different content images. Based on the division in
Section 2, we utilize the UIQDs with distortion levels at varying
imaging distances and water turbidities, as well as the UIQDs
without distortion levels under grouped evaluation mode and
ungrouped evaluation mode to analyze the performance of the
existing BUIQE methods. Fifteen BUIQE methods, including
UIQM [24], UCIQE [25], CCF [26], URQ [81], Zhao et al. [82],
FDUM [28], UEIQM [30], NUIQ [32], QMICE [85], UIQI [91],
NMFC [89], Yi et al. [86], twice mixing [35], URanker [49], and
ATUIQP [57] are compared.

For UIQM, UCIQE, CCF, URQ, Zhao et al., FDUM, UEIQM,
NUIQ, QMICE, UIQI, NMFC, and the Yi et al. methods, each
UIQD is randomly divided into 80% and 20%, corresponding
to training and test sets, respectively. The training/test split is
operated 1000 times, and the average performance is reported

for the individual dataset evaluation. Given the necessity for
the twice mixing method to utilize original images and their
corresponding enhanced versions for training, we employ the
Fu et al. dataset [35], URankerSet [49], and UIQD dataset [57],
to train twice mixing, URanker, and ATUIQP. The methods are
implemented using PyTorch and the experiments are conducted
on an NVIDIA 2080 Ti GPU. The initial learning rate is set to le-
5, with a decay factor of 0.1 applied every 5 epochs. The network
is optimized using the Adam optimizer, and the learning rate is
progressively reduced via a StepLR scheduler.

Before assessing the model’s performance, we employed the five-
parameter logistic function [101] to map the predicted scores
onto a discrete scale of MOS values for comparison. This trans-
formation process can be described by the following formula:

1
T+ exp(a,(s — a3))

f(5)=051<% >+a43+0‘5 @)

where s and f(s) represent the predicted score and the fitted
scores through nonlinear regression, respectively, and oy (k =
1,2,...,5) are model parameters determined during the fit-
ting process.

3.3.1 | Performance on Different Distortion Levels

To compare the accuracy of different BUIQE algorithms in
predicting the degree of underwater absorption and scattering,
we first conduct performance comparisons on the UID-LEIA [75]
dataset. The L-test is used to evaluate the algorithms’ sensitivity
to underwater distortion levels. Additionally, the D-test is utilized
to assess the algorithms’ capability to discriminate between
original and distorted images. During the testing process, images
captured at various imaging distances and water turbidities are
categorized, with those captured at the furthest imaging distance
or exhibiting the highest level of water turbidity designated as
distorted images, while those captured at the closest imaging
distance or displaying the lowest level of water turbidity are
marked as original images. The rationale behind opting for the
UID-LEIA dataset stems from its uniqueness as the sole distortion
level sequence dataset currently equipped with MOSs. The results
are shown in Table 2.

As shown in Table 2, UEIQM and Yi et al. methods excel in
underwater image quality assessment across different imaging
distances, primarily due to their advanced feature extraction and
fusion strategies, as well as deep consideration of physical models.
Specifically, while UEIQM shares some basic metrics with UIQM,
its superior performance in varying imaging distances can be
attributed to its use of SVR for feature fusion. This non-linear
modeling tool captures complex relationships brought by changes
in imaging distance. In contrast, Yi et al. method uses multi-scale
analysis to extract features directly from images, adapting to detail
variations at different distances and focusing on characteristics
like contrast and clarity, thus more accurately reflecting image
quality changes.

In scenarios with varying water turbidities, Yi et al. and URanker
methods show significant advantages in the L-test, mainly due to
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TABLE 2 | Performance comparisons of BUIQE methods on UID-
LEIA dataset.

Varying the Varying the

imaging distances water turbidities
Method L-test D-test L-test D-test
UIQM 0.8478 0.6667 —0.4889 0.9111
UCIQE 0.6367 0.7667 —0.1556 0.8889
CCF 0.7422 0.6333 —0.5667 0.7444
URQ 0.7711 0.8000 0.1111 0.5000
Zhao et al. 0.6278 0.5333 0.2333 1.0000
FDUM 0.6556 0.6000 —0.1347 0.6000
UEIQM 0.9967 1.0000 0.2117 0.5778
NUIQ 0.9845 0.8333 0.5111 0.5111
QMICE 0.7411 0.8000 —0.4889 0.7000
UIQI 0.9733 1.0000 0.4333 0.6222
NMFC 0.6533 0.9667 0.3222 0.5222
Yi et al. 0.9878 1.0000 0.5778 0.5333
Twice mixing 0.8122 0.9333 —0.0889 0.7667
URanker 0.9211 0.8667 0.5889 0.5333
ATUIQP 0.8205 0.9444 —0.0889 0.8333

their multi-scale analysis and rank-based learning mechanisms.
These methods effectively capture quality variations under dif-
ferent turbidity levels and provide stable relative rankings. The
training process of URanker enables it to distinguish images of
varying quality, leading to outstanding performance in the L-test.
In addition to demonstrating good consistency with subjective
MOS values, the ability to differentiate between reference and
distorted images is also a critical metric. Table 2 shows that the
performance of Yi et al. and URanker in the D-test is relatively
average, indicating that researchers can improve the model’s
performance by focusing on the ability to distinguish between
reference images and those with added turbidity.

3.3.2 | Performance on Different UIE Outputs

The subjective assessment of datasets without distortion levels
under grouped evaluation mode employs the PC or DS methods
on image sets with identical content. As a result, MOS values
obtained are only valid within the same content images. By
enhancing the quality of underwater images, researchers can
process and interpret image data more effectively, providing
significant support for a wide range of research and practical
applications, such as marine biology, underwater archaeology,
and marine resource exploration [102]. We systematically evalu-
ate the performance of the BUIQE algorithms on the SAUD [32]
and UID2021 [44] datasets. These UIQDs are organized by the
reference image and its corresponding enhanced counterparts.
The L-test on image groups with the same content is executed to
assess the algorithm’s consistency in ranking the enhancement
results. Simultaneously, we select the enhanced image with the
highest MOS value within the same content as the optimal

enhanced image and employ the D-test to evaluate the algorithm’s
performance in discriminating between original and enhanced
images. The results are presented in Table 3.

As shown in Table 3, NUIQ and NMFC methods exhibit relatively
high values in the L-test. Both methods emphasize multi-feature
fusion in color space, which helps distinguish subtle differences
between images of the same content enhanced by different
algorithms, particularly in aspects like color and contrast. In the
D-test, NMFC demonstrates superior performance by detecting
minute differences between images, especially those that are
visually imperceptible. Therefore, NMFC excels in evaluating the
effectiveness of different enhancement methods.

3.3.3 | Performance on Ungrouped Evaluation Outputs

Finally, the subjective assessment of datasets without distortion
levels under ungrouped evaluation mode employs the single
stimulus (SS) method. Such datasets are suitable for assessing
the correlation between the predictive values of different BUIQE
algorithms and human perception. We evaluate the performance
of 15 UIQE methods in terms of the primary metric PLCC and
the secondary metric P-test on both UIED [33] and UWIQA [28]
datasets. When conducting the P-test, we consider image pairs
where the difference in MOSs exceeded the mean plus or minus
the standard deviation as image pairs with significant quality
differences. The PLCC and P-test of the BUIQE method are
presented in Table 4.

Based on the data of Table 4, it is evident that NUIQ and
NMFC methods exhibit higher PLCC values on the UWIQA and
UIED datasets. Within these two methods, the NUIQ method
particularly demonstrates superior performance in the P-test,
likely due to its use of carefully designed quality-aware features.
By extracting features from color and luminance components,
NUIQ better captures color bias, contrast issues, and detail loss
in underwater images. This makes the NUIQ method especially
effective in assessing quality differences between images with
varying content and conditions, notably in addressing color shifts
and reduced visibility.

In these experiments, we find that the performance of different
methods fluctuates greatly when performed on different applica-
tion scenarios. This indicates that relying solely on the specific
dataset is insufficient to evaluate a BUIQE algorithm. Therefore,
we introduce here the QDE method, which encapsulates multiple
datasets and various correlation indicators to provide an intuitive
and comprehensive evaluation of the BUIQE algorithms.

4 | Underwater Image Quality Quadrilateral
Datum

4.1 | Principles of the QDE Method

To more accurately measure the performance of different algo-
rithms under various conditions, we adopt a quadrilateral radar
chart to visualize multiple performances of a BUIQE metric, as
illustrated in Figure 6. In the radar chart, a, and a,, respectively,
represent the performance of an algorithm on distortion level
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TABLE 3 | Performance comparisons of BUIQE methods on SAUD and UTD2021 datasets.

L-test D-test
Method SAUD UID2021 X SAUD UID2021 X
UIQM 0.3161 0.5614 0.4388 0.5750 0.9167 0.7459
UCIQE 0.4259 0.6517 0.5388 0.7400 0.9750 0.8575
CCF 0.2701 0.6387 0.4544 0.7850 0.9417 0.8634
URQ 0.2595 0.6356 0.4476 0.6450 0.9250 0.7850
Zhao et al. 0.4113 0.2379 0.3246 0.7650 0.5750 0.6700
FDUM 0.5326 0.5819 0.5573 0.7000 0.9833 0.8417
UEIQM 0.8375 0.5973 0.7174 0.8800 0.9167 0.8984
NUIQ 0.8707 0.7848 0.8278 0.8950 0.9153 0.9052
QMICE 0.3546 0.5879 0.4713 0.6150 0.9417 0.7784
UIQI 0.7969 0.7434 0.7702 0.8850 0.9667 0.9259
NMFC 0.8981 0.8057 0.8519 0.9700 0.9417 0.9559
Yietal. 0.8398 0.6833 0.7616 0.8100 0.9746 0.8923
Twice mixing 0.4098 0.5640 0.4869 0.6600 0.7583 0.7092
URanker 0.5240 0.6578 0.5909 0.8350 0.9500 0.8925
ATUIQP 0.2362 0.5832 0.4097 0.7800 0.8833 0.8317
The X represents the mean value.
TABLE 4 | Performance comparisons of BUIQE methods on UIED and UWIQA datasets.
PLCC P-test

Method UIED UWIQA X UIED UWIQA X
UIQM 0.0617 0.6315 0.3466 0.4739 0.8937 0.6838
UCIQE 0.2289 0.5680 0.3985 0.4987 0.8586 0.6787
CCF 0.2005 0.4528 0.3267 0.5020 0.7978 0.6499
URQ 0.3200 0.1723 0.2462 0.6627 0.9560 0.8094
Zhao et al. 0.1054 0.3193 0.2124 0.4922 0.6396 0.5659
FDUM 0.0560 0.6657 0.3609 0.4847 0.9163 0.7005
UEIQM 0.3138 0.6162 0.4650 0.9603 0.6125 0.7864
NUIQ 0.5822 0.7234 0.6528 0.7472 0.9820 0.8646
QMICE 0.3118 0.6542 0.4830 0.6710 0.9179 0.7945
UIQI 0.5276 0.6876 0.6076 0.6877 0.9776 0.8327
NMFC 0.5823 0.7274 0.6549 0.7409 0.7118 0.7264
Yietal. 0.5479 0.7006 0.6243 0.7743 0.9372 0.8558
Twice mixing 0.3747 0.4502 0.4125 0.7688 0.7820 0.7754
URanker 0.1963 0.5140 0.3552 0.6091 0.8081 0.7086
ATUIQP 0.1505 0.5490 0.3498 0.5430 0.8561 0.6996

sequence datasets under different imaging distances and water
turbidities. The a; and a, reflect the algorithm’s overall perfor-
mance on undistorted level sequence datasets under grouped and
ungrouped evaluation models, respectively. The farther these four
indicators are from the origin, the better the performance. When
all four vertices lie on the circumference of the circle, it indicates
that performance has reached an optimal level. To quantify this

performance, we map these metrics into a four-dimensional
space, where a;, a,, a;, and a, correspond to components
in four dimensions, forming a four-dimensional vector a =
(a,,a,,a;,a,). The proposed QDE involves two factors:

QDE = [Unor‘m] (3)

norm
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where the feature intensity (v) reflects the length of a four-
dimensional vector, which means calculating the norm ||[1'||
of the vector. The imbalance (o) is measured by the standard
deviation of the four-dimensional vector. To ensure comparability
of algorithm performance across different datasets and better
reflect consistency with subjective evaluation, both the feature
intensity v and imbalance o need to be normalized. Specifically,
by calculation, v,,,, and v,,;, are found to be 4 and 1, respectively,
while o,,,, and 0,,;, are 0.75 and 0. For a QDE where the v,,,,,
is larger and o,,,, is smaller, it indicates that the algorithm
performs well in terms of consistency with subjective evaluation
when it comes to image quality at various distortion levels, com-
paring image quality from different UIE outputs, and assessing
the quality of different content images.

NS

ﬂ:

Considering that the PLCC and L-test values range from -1 to 1,
we set the origin of the QDE map to -1, as shown in Figure 6. u is
the mean of the four indicators. Each q;,i = 1, 2, 3, 4, is computed
from two sub-indicators, b;; and b;,, as follows:

a; = w; X by + w, X |b;;| X b, ©

where w,, w, are weighted coefficients.

4.2 | Applicability in Real-World Scenarios

The core advantage of the QDE method lies in its integrated
evaluation and dynamic adjustment capabilities. QDE can adjust
the types of datasets and performance metrics according to the
specific task, ensuring that the evaluation results are targeted

and accurate. This is especially important for complex application
scenarios that involve diverse types of images. To illustrate
the applicability of the QDE method, we use an underwater
archaeology project as an example. At the same archaeological
site, archaeologists may find various types of artifacts, such as
bronze and porcelain. To observe the details more clearly, they
often enhance the original images to improve clarity and visibility.
By comparing the quality of enhanced images with different
contents (e.g., bronze and porcelain), researchers can select the
most suitable images for further analysis and documentation,
thus improving the efficiency and accuracy of archaeological
work. In this case, the evaluation can be carried out using two
types of datasets: the undistorted grade sequence dataset (for
different content images) and the undistorted grade sequence
dataset (for the same content enhanced images). To adapt to the
requirements of specific tasks, the QDE calculation method has
been adjusted accordingly, changing from evaluating the feature
intensity and imbalance of four-dimensional vectors to that of
two-dimensional vectors. This adjustment enables QDE to better
suit specific application scenarios, ensuring that the evaluation
results are more accurate and reliable.

4.3 | Analysis of Weight Allocation Schemes

To comprehensively evaluate the performance of the BUIQE
algorithms on various datasets, we assign different w;, and w,,
ensuring that when the main indicator b;; is the same, algorithms
with higher performance on the secondary indicator b;, are
favored. However, in cases where b;; is small and b;, is large,
assigning a high weight to b;, and a low weight to b;, significantly
affects the criterion. To address this situation, we opted for using
the |b;,| X b;, instead of b;, as the secondary indicator.

We employ analysis of variance (ANOVA)[103] to assess whether
significant performance differences exist among different weight
allocation methods. The null hypothesis (HO) assumes no sig-
nificant differences among these methods, while the alternative
hypothesis (H1) suggests the presence of a significant difference.
By calculating the F;ygic [104], ANOVA compares differences
both between and within groups. The formula is shown in
Equation (8). A higher F,;;. supports the Hl, indicating a
significant difference. Simultaneously, the P, is utilized to
assess the significance of observed differences. Typically, we set
the significance level at 0.05. If the calculated P,,,, is below
this threshold, we reject the HO and accept the HI, signifying a
noteworthy difference in weight allocation methods. Conversely,
if the P, exceeds the significance level, we cannot reject the
HO and we cannot conclude that there is a significant difference
in group means.

Fstatistic = .S;if;# (10)
/(n—p)

where F ;. mainly includes the sum of squares between

groups (SSB), the sum of squares within groups (SSW), and their

respective degrees of freedom. The p and n represent the number

of groups and the total number of samples, respectively.

The weight allocation preselection schemes are presented in
Table 5. Our experiments are divided into two parts. Firstly, in
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TABLE 5 | Weight allocation preselection schemes.

TABLE 7 | Four indicators of the QDE radar charts.

Serial number Indicatorl w; Indicator2 1w, Method a, a, a a,
Scheme 1 b, 0.5 b, 0.5 Head- UIQM  0.7065 —0.0217 0.3831  0.2918
Scheme 2 by 05  |bylxb, 05 crafted  yCIQE 05624 —0.0086 0.5004  0.3345
BUIQE
Scheme 3 b, 0.6 byl xb, 04 Q CCF 0.6061 —0.0724 0.4234  0.2695
Scheme 4 b, 0.7  |bylXb, 03 URQ 0.6940 0.0833 0.3995 0.2227
Scheme 5 b, 0.8 |bi| X by, 0.2 Zhaoetal. 04813 0.2333 0.2710 0.1663
Scheme 6 b, 0.9 |biy| X byy 0.1 FDUM 05245 -0.0269 0.5132 0.3069
UEIQM 0.9967 0.1670 0.6810 0.4153
. NUIQ 0.9024 0.3862 0.7886 0.6086
TABLE 6 | Experiment results of the ANOVA.
QMICE 0.6670 —0.0733 0.4191 0.4334
Experiment number Serial number F.iqic Puoaue UIQI 09733 03514 07417  0.5568
Experiment 1 Schemes 1-2 6.9865  0.0177 NMEFC 0.6424 0.2452 0.8331 0.5653
Experiment 2 Schemes 2-6 0.0246  0.9988 Yietal. 0.9878 0.4430 0.7206 0.5793
Deep Twice 0.7851 —0.0104 0.4161 0.3662
learned Mixing
Experiment 1, one-way ANOVA is conducted on Scheme 1 and BUIQE
Scheme 2 to demonstrate that |b;; | X b;, is more reasonable than URanker 08597 04515 0.5591  0.3034
b;, as a secondary indicator when testing the merits of the BUIQE ATUIQP  0.7977 -0.0074 0.3752  0.2973
method. We deliberately choose small values for b;; and large
values for b;,, and opt for two specific weight allocation schemes:
Schemes 1 and 2. Additionally, to comprehensively evaluate the TABLE 8 | Results of the QDE method.
performance of different weight allocation methods, Experiment
2 is carried out, conducting one-way ANOVA for Schemes 2-6 to Number Method Unorm O norm
analyze the rationality of these weight allocation methods. The 1 UIOM (24 0.5765 0.3460
results of the two experiments are shown in Table 6. QM [24] ’ ’
2 UCIQE [25] 0.5769 0.2956
It can be observed from Table 6 that the Fy,,;,;. of Experiment 1 is 3 CCF [26] 0.5535 0.3323
large, E.ll"ld the P, is less tha.ln 0.5. This supports H1, suggesFing 4 URQ [81] 0.5793 0.3041
a significant performance difference between the two weight
allocation methods. As mentioned earlier, using |b;,| X b;, as a 5 Zhao et al. [82] 0.5289 0.1569
complement to b;, helped to avoid unfavorable impacts when b;, 6 FDUM [28] 0.5654 0.2976
is small and ?zz is large in a composite vzillue. Therefore, Schem.e 7 UEIQM [30] 0.7301 04113
2 was superior to Scheme 1. In Experiment 2, the F,; i 1S
relatively small, and the P, is large. We are unable to reject the 8 NUIQ [32] 0.7885 0.2603
HO, indicating that in this study, there is not sufficient statistical 9 QMICE [85] 0.5920 0.3596
evidence to support significant differences in performance among 10 UIQI [91] 0.7811 0.3060
the five weight allocation methods.
1 NMFEC [89] 0.7238 0.2828
Therefore, we conclude that these weight allocation methods 12 Yi et al. [86] 0.7965 0.2689
exhibited similar performance, and it can not be determined 13 Twice mixing [35] 0.6117 0.3757
that any one method is statistically significantly superior to the " URanker [49] 0.7046 0.2719
others. In the context of experimental data, we opt for Scheme anke ’ ’
2, with weight settings of 0.5 for b;; and 0.5 for |b;;| X b;,. The 15 ATUIQP [57] 0.5971 0.3833

rationale behind this choice lay in emphasizing the importance of
the primary indicator b;;, maintaining relative balance in weight
settings in the absence of rejecting the HO, and simultaneously
accounting for the influence of the supplemental term |b;; | X b;,.

4.4 | Experiment Results

We conduct experiments comparing 15 state-of-the-art BUIQE
methods. The QDE values and the four indicators are shown in
Tables 7 and 8. To enhance the interpretability of the data and pro-
vide an intuitive visualization of the performance of each BUIQE

method in terms of QDE measurement, we employ two graphical
representation approaches: radar charts, which comprehensively
reflect the overall characteristics of each method, and polar
coordinate plots, where the radius represents the normalized
feature strength v,,,,, the angle is determined by ((1 — G,,5) X
360°), and the angles of all methods are proportionally distributed
in the overall polar coordinate diagram for unified visualization.
This design allows for a clearer comparison of the performance
across different methods. The corresponding figures are located
in Figures 7 and 8. Observational data clearly indicate that the
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FIGURE 7 | The QDE radar charts of BUIQE methods.

Yi et al. [86] and NUIQ [32] methods excel in feature strength
v, achieving scores of 0.7965 and 0.7885, respectively, ranking
them top among all evaluated UIQA methods. Notably, while
Zhao et al. [82] method excels in addressing data imbalance,
the Yi et al. and NUIQ methods closely follow, demonstrating
their relatively balanced performance across various aspects.
Comprehensive analysis of data from Figure 7, Figure 8, Table 7,
and Table 8 reveals that Yi et al. and NUIQ methods not only rank
at the forefront in performance evaluations across four different
datasets but also this superior performance resonates with their
high QDE values.

Considering all UIQE methods based on the findings in Table 7
and Figure 7, it is evident that the current UIQE methods gener-
ally perform well in evaluating image sets with varying imaging
distances, but exhibit poorer accuracy in assessing image sets with
changes in water turbidities and image sets with different content.
Further examinations of Tables 3 and 4 reveal that existing UIQE

1 -1.0 X
Oalazk 1.0 -0.50.0™N0.5 103183

—e— URQ

-1.0-0500™Q5 1.0a1

ER ag

(d) URQ

(¢) UEIQM (h) NUIQ

NMFC Yietal.
az

az

—e— NMFC —e— Yietal.

-1.0-0500 0 10al

as as

(k) NMFC (1) Yi et al.

ATUIQP Comparison Chart
az B

—e— ATUIQP

-1.0-0500745 |1.0

(0) ATUIQP  (p) Comparison

methods demonstrate good consistency in assessing the ranking
of enhanced image sets across different datasets. However, there
is a significant disparity in performance in the D-test, suggesting
insufficient stability in accurately distinguishing between orig-
inal and enhanced images. When evaluating image sets with
different content, while the correlation between UIQE-predicted
image quality values and MOSs is relatively high, the accuracy in
assessing image pairs with significant quality differences remains
inconsistent. This further confirms the ability to assess image
quality using QDE across various scenarios.

While the experimental results demonstrate the effectiveness of
the QDE method in evaluating underwater image quality, it is
not without limitations. For instance, the method’s performance
can be influenced by the specific characteristics of the datasets,
potentially affecting its generalizability to other scenarios. Addi-
tionally, the computational complexity of the QDE framework
may pose challenges for real-time applications. These findings
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FIGURE 8 | The polar coordinate plots of BUIQE methods.

suggest potential directions for future improvement, including
reducing dependency on dataset-specific features and enhancing
computational efficiency.

5 | Conclusion

This work presents a comprehensive overview of the latest
developments in the field of UIQE, particularly delving into
the progress of UIQE algorithms from the perspective of novel
dataset classification. By discussing the image features, fitting
methods, and evaluation procedures of 37 UIQE algorithms,
researchers gain deeper insights into the advancements of each
algorithm. Additionally, the introduced QDE performance metric
offers a holistic evaluation of UIQE algorithm performance
across various underwater scenarios, which is significant for
domains such as underwater surveillance deployment and under-
water archaeology, providing guidance and reference for relevant
applications. This metric integrates performance indicators from
multiple scenarios and validates the rationality of weight dis-
tribution through variance analysis. Moreover, the visibility of

(d) URQ

(o) ATUIQP (p) Comparison

the quadrilateral radar charts and polar coordinate plots aids in
better understanding the performance of UIQE algorithms in
diverse scenarios, facilitating targeted improvements to address
algorithmic weaknesses and further enhancing performance
and applicability.

The QDE method further offers a comprehensive and adaptable
framework for UIQE across diverse underwater scenarios. Its
ability to integrate task-specific datasets and metrics enhances
its practical utility, making it a significant contribution to under-
water image quality evaluation research. In the future, this
method can be further extended to more complex underwater
environments, ensuring its robustness and scalability in real-
world applications.
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