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The early dark energy (EDE) extension to Λ cold dark matter (ΛCDM) has been proposed as a candidate
scenario to resolve the “Hubble tension.” We present new constraints on the EDE model by incorporating
new data from the Dark Energy Spectroscopic Instrument (DESI) baryon acoustic oscillation (BAO) survey
and cosmic microwave background (CMB) lensing measurements from the Atacama Cosmology
Telescope (ACT) sixth data release and Planck NPIPE data. We do not find evidence for EDE. The
maximum fractional contribution of EDE to the total energy density is fEDE < 0.091 [95% confidence level
(CL)] from our baseline combination of Planck CMB, CMB lensing, and DESI BAO. Our strongest
constraints on EDE come from the combination of Planck CMB and CMB lensing alone, yielding
fEDE < 0.070ð95%CLÞ. We also explore extensions of ΛCDM beyond the EDE parameters by treating the
total neutrino mass as a free parameter, finding

P
mν < 0.096 eVð95%CLÞ and fEDE < 0.087ð95%CLÞ.

For the first time in EDE analyses, we perform Bayesian parameter estimation using neural network
emulators of cosmological observables, which are on the order of 100 times faster than full Boltzmann
solutions.

DOI: 10.1103/xhh6-9v62

I. INTRODUCTION

One of the key parameters in cosmology, the Hubble
constant H0, has been determined with increasing precision
from recent observational advances. On one hand, its value
can be measured using indirect techniques, which depend on
the assumption of a cosmological model. On the other hand,

its value can be determined using direct local probes that are,
to a large extent, free of these assumptions (with the caveat
that it is assumed that these local probes are well behaved
at very low redshifts). The standard cosmological model,
Λ cold dark matter (ΛCDM), predicts a value for H0 based
on observations of the cosmic microwave background
(CMB), e.g., from Planck [1], of 67.5�0.5 kms−1Mpc−1.
However, direct measurements of H0 using Cepheid-
calibrated type Ia supernovae (SNIa) by the SH0ES
Collaboration [2] result in a higher H0 ¼ 73.17�
0.86 km s−1Mpc−1, resulting in a 5σ tension with predic-
tions based onΛCDM, inwhat is commonly referred to as the
Hubble tension. Reference [3] discusses this tension in more
detail, and Ref. [4] reviews some of the attempts that have
been made to resolve it. Other local H0 measurements have
included those from the tip of the red giant branch (TRGB),
giving H0 ¼ 69.8� 0.6 stat� 1.6 sys km s−1Mpc−1 [5],
H0 ¼ 73.22� 2.06 km s−1 Mpc−1 [6], and the Hubble
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Space Telescope Key Project, giving H0 ¼ 71� 2 stat�
6 sys km s−1 Mpc−1 [7]. See Ref. [8] for a review on local,
direct measurements.
Many attempts to resolve the Hubble tension involve

scenarios beyond the ΛCDM model that increase the value
ofH0 inferred from indirect probes. In this work, we revisit
the early dark energy (EDE) model using new data from the
Dark Energy Spectroscopic Instrument (DESI) baryon
acoustic oscillation (BAO) survey and CMB lensing data
from the Atacama Cosmology Telescope (ACT) and Planck
public release 4 (PR4). The EDE model (for reviews, see,
e.g., [9,10]) falls into the category of those that reduce the
size of the sound horizon. In this model, a new field is
introduced just before recombination to briefly accelerate
the expansion relative to ΛCDM that decreases the sound
horizon at recombination, consequently increasing H0 in
the fits to CMB data and alleviating theH0 tension [11–14].
We focus on the axionlike EDE model, specified by the
axionlike potential of the form [11,15]

VðϕÞ ¼ m2f2ð1 − cosðϕ=fÞÞn:

Following previous data analyses (e.g., [16–20]), we
restrict our analysis to integer n ¼ 3, with n being the
power-law index of the EDE potential and m the mass of
the field.
We parametrize this EDE model using effective param-

eters following the approach of, e.g., [11,15,20]. These
parameters are given by the redshift zc at which EDEmakes
its largest fractional contribution fEDE to the total cosmic
energy budget,

fEDEðzcÞ ¼ 8πGρEDEðzcÞ=ð3H2ðzcÞÞ;

and the initial field displacement θi ≡ ϕi=f, where f is the
decay constant.
The presence of EDE impacts the physics of both the

primary CMB and the CMB lensing power spectrum. As
detailed in [21], the background effect of EDE increases the
early Universe expansion rate which decreases the angular
sound horizon and damping scales. These result in residual
oscillations and a higher damping tail in the primary TT
and TE spectra. The lack of significant deviations in the
Planck CMB data for these modes, therefore, translates into
upper limits on the allowed amount of EDE. Since the
presence of EDE introduces increased Hubble friction at an
early time, this enhanced friction suppresses the growth of
density perturbations for modes with wave numbers
k≳ 0.01 hMpc−1, with the degree of suppression being
contingent on the amount and duration of EDE. These
modes, which enter the horizon around the time when the
EDE contribution reaches its maximum, experience the
strongest impact from the modified expansion rate [21].
These result in modifications to the matter power spectrum
and hence show up in probes of structure growth that are

sensitive to the matter power spectrum in projection such as
CMB lensing. These result in modifications to the matter
power spectrum and hence show up in probes of structure
growth that are sensitive to the matter power spectrum in
projection such as CMB lensing. Previous analyses used
Planck 2018 lensing measurements, but with the advent of
new measurements from ACT data release 6 (DR6) and
Planck PR4 with lower reconstruction noise, it is fitting to
provide updated constraints on EDE. Furthermore, EDE
analyses usually include BAO as a probe of the low-redshift
expansion rate with data from Sloan Digital Sky Survey
(SDSS), Baryon Oscillation Spectroscopic Survey (BOSS),
and extended BOSS (eBOSS). BAOs provide independent
constraints on Ωm to those from the CMB, which aid with
degeneracy breaking when including extensions like EDE. It
is thereforeworthwhile to investigatewhether the constraints
are robust to the BAO dataset used. This motivates the
analysis with new BAO measurements from DESI year 1
(DESI-Y1) data, which have similar constraining power as
BOSS/eBOSS.
Bayesian inference involving EDE models can be time

demanding: solving for the dynamics of the EDE field at a
sufficiently high accuracy can take several minutes per step
in a standard Markov chain Monte Carlo (MCMC) chain
and a typical computing setup. Here we make use of neural
network emulators constructed with CosmoPower [22], fol-
lowing the same strategy as in [23], to emulate the output of
CLASS_EDE [16].1 We incorporate our EDE emulators into
CLASS_SZ [24] so they can easily be used in Bayesian
analysis with the Cobaya sampler [25], which we use
throughout. Our machine-learning-accelerated pipeline
allows us to reach convergence within Oð10hÞ instead of
days or even weeks using full Boltzmann solutions. In all of
our runs, we adopt a Gelman-Rubin convergence criterion
with a threshold R − 1 < 0.01, compared to previous EDE
analyses that used other thresholds, such as R − 1 < 0.05
[26], R − 1 < 0.03 [20], or R − 1 < 0.1 [11]. While these
differences in convergence criteria are unlikely to qualita-
tively alter the conclusions of previous studies, they may
result in slightly different upper bounds. When directly
comparing constraints across analyses, it is worth noting
that less stringent convergence criteria can produce upper
bounds that differ modestly from those obtained with
stricter convergence requirements.
We perform extensive checks of emulator accuracy in

Appendix C, reproducing existing results on relevant
datasets.2

The priors adopted in this work are found in
Appendix A. Unless otherwise stated we use three degen-
erate massive neutrino states, and when the neutrino mass is
fixed we use Σmν ¼ 0.06 eV (with each neutrino carrying

1https://github.com/mwt5345/class_ede
2See also [23,27] for further benchmarking and testing the

emulators for current and futuristic datasets.
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0.02 eV). We keep the effective number of relativistic
species at early times fixed to Neff ¼ 3.046. We work with
a spatially flat ΛCDMðþEDEÞ cosmology throughout. We
often refer to the derived parameters S8 ¼ σ8ðΩm=0.3Þ0.5
and h ¼ H0=ð100 km s−1Mpc−1Þ.

II. DATA AND LIKELIHOODS

In this analysis, we focus on CMB data and the
improvements in constraints that the new DESI BAO
and ACT DR6 CMB lensing data add. The datasets used
are detailed below.

Planck CMB: We include temperature and polarization
power spectra of the primary CMB as observed by the
Planck satellite. Specifically, we use the small-scale l > 30
TT, TE, and EE band powers analyzed from the Planck PR4
(NPIPE [28]) maps based on the Camspec likelihood [29].We
also include the Planck PR3 likelihood for the large-scale
temperature power spectrum and large-scale polarization
information that constrains the optical depth to reionization
using the likelihood from the Sroll maps [30]. We will
subsequently refer to the above combination as Planck
CMB. We note that for one of our benchmark runs we also
use Planck PR3 TTTEEE data, see Appendix C 4.

FIG. 1. Marginalized (1D and 2D) joint posterior probability distributions for the EDE parameters and a subset of other parameters in fits
to our baseline PlanckCMBþ CMB lensingþ DESI BAOdata (green), PlanckCMBþ CMB lensing + pre-DESIBAOdata (orange), and
Planck CMBþ CMB lensing only (black). The vertical gray bands in the H0 panel show the latest SH0ES constraint [2] as a reference.
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CMB lensing: We employ CMB lensing power spectrum
data from the ACT DR6 [31–33] and Planck PR4 (NPIPE)
[28]. The ACT DR6 lensing map covers 9400 deg2 and is
signal dominated on scales L < 150, achieving a precision
of 2.3% (43σ). The Planck PR4 lensing analysis benefits
from reprocessed maps with around 8% more data than
PR3, resulting in a 20% increase in signal-to-noise ratio
compared to the 2019 Planck PR3 release. We refer to the
combined lensing likelihood from both experiments as our
baseline, denoted as CMB lensing. We write “CMB lensing
2018” when we use the Planck 2018 CMB lensing like-
lihood [34].
DESI BAO: We consider BAO measurements from the

DESI-Y1 release [35]. DESI measured BAO from the
clustering of galaxies with samples spanning redshifts
0.1 ≤ z ≤ 4.2. These include seven redshift bins compris-
ing bright galaxy samples, luminous red galaxies (LRGs),
emission line galaxies, quasars, and the Lyman-α forest
sample. We use the official DESI likelihood, publicly
available in Cobaya. In Appendix C 2 we show that we
can recover the constraints in [35]. We denote the above as
DESI BAO.
Pre-DESI BAO (and RSD): When specified, we also test

data combinations that utilize BAO and redshift-space
distortion (RSD) measurements from 6dFGS [36], the
SDSS DR7 main galaxy sample [37], BOSS DR12
LRGs [38], and eBOSS DR16 LRGs [39], which we will
subsequently denote as pre-DESI BAO (pre-DESI BAO
and RSD when including growth information from RSD).
Pantheonþ: In certain data combinations, we make use

of SNIa from the Pantheonþ compilation [40,41], which
comprises 1550 spectroscopically confirmed SNIa in the
redshift range 0.001 ≤ z ≤ 2.26.
SH0ES: This refers to the addition of SH0ES Cepheid

host distance anchors to Pantheonþ (see [41] for details).
This is similar to adding a Gaussian prior on the peak SNIa

absolute magnitude, Mb as in [26], or a Gaussian prior on
H0 as in, e.g., [20], but without approximation.

III. RESULTS

A. New EDE constraints with Planck CMB+CMB
lensing+DESI BAO

The baseline data combination adopted in this work with
Planck CMB, new CMB lensing from ACT DR6 and
Planck PR4 NPIPE, and new DESI BAO Y1 provides the
following upper bound on EDE:

fEDE < 0.091ð0.0512Þ 95%ð68%ÞCL: ð1Þ
The marginalized posterior probability distribution for this
analysis is shown in Fig. 1 as the green contours. For the
Hubble constant, we find

H0 ¼ 69.14þ0.68
−1.1 km s−1 Mpc−1: ð2Þ

This is in 4.7σ tension with the latest SH0ES-inferred value
of 73.17� 0.86 km s−1Mpc−1 [2] (see gray vertical band
in the H0 panel of Fig. 1).
For completeness, we carry out the same analysis,

substituting DESI BAO with pre-DESI BAO (orange
contours in Fig. 1). In this case, we find a slightly tighter
bound on EDE, namely,

fEDE < 0.074ð0.036Þ 95%ð68%ÞCL: ð3Þ

The corresponding H0 constraint is

H0¼ 68.39þ0.52
−0.97 kms−1Mpc−1; ð4Þ

in 5.6σ tension with the latest SH0ES-inferred value.
In Fig. 1, we also show the resulting constraints

for the same analysis without BAO data in black.

TABLE I. Marginalized constraints on key cosmological parameters in the EDE model (with power-law index n ¼ 3) in bold and
other relevant cosmological parameters. Upper limits are given at the 95% confidence level (CL) while constraints are given at 68% CL.

Constraints on EDE (n ¼ 3)

Parameter

Planck CMB CMB
lensing DESI

BAO

Planck CMB
CMB lensing
pre-DESI BAO

Planck CMB
CMB
lensing

Planck CMB
DESI BAO Planck CMB

Planck 2018TTþ
TEþ EE

fEDE <0.091 <0.074 <0.070 <0.093 <0.081 <0.093
log10ðzcÞ 3.61þ0.18

−0.21 3.60þ0.20
−0.25 3.61þ0.20

−0.26 3.63þ0.19
−0.22 3.61þ0.21

−0.24 3.63� 0.24

H0ð km=s=MpcÞ 69.14þ0.68
−1.10 68.39þ0.52

−0.97 68.25þ0.62
−0.99 69.19þ0.66

−1.20 68.37þ0.68
−1.10 68.42þ0.79

−1.30

Ωm 0.3027þ0.0064
−0.0038 0.3093þ0.0066

−0.0038 0.3109þ0.0080
−0.0052 0.3016þ0.0067

−0.0040 0.3106� 0.0088 0.3146� 0.0088

Ωch2 0.1223þ0.0019
−0.0035 0.1223þ0.0015

−0.0029 0.1225þ0.0016
−0.0028 0.1220þ0.0019

−0.0038 0.1228þ0.0018
−0.0033 0.1240þ0.0021

−0.0041

S8 0.826� 0.010 0.833� 0.010 0.836� 0.011 0.821� 0.012 0.835� 0.015 0.843� 0.018
σ8 0.822þ0.007

−0.009 0.821þ0.006
−0.008 0.821þ0.006

−0.008 0.818þ0.009
−0.011 0.821þ0.008

−0.011 0.823þ0.010
−0.013

R − 1 0.006981 0.004575 0.009128 0.006200 0.009568 0.000990
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This combination of Planck CMB and CMB lensing, i.e.,
ACT DR6þ Planck PR4 (NPIPE), yields our tightest EDE
bound,

fEDE < 0.070ð0.036Þ 95%ð68%ÞCL: ð5Þ

Comparing contours in Fig. 1, we see that the main effect
of adding pre-DESI BAO to Planck CMB and CMB lensing
is a tightening of the Ωm constraint. The effects on other
parameters, including EDE parameters, are marginal.

Nonetheless, adding DESI BAO to Planck CMB and
CMB lensing has an appreciable effect not only on Ωm

3 but
also on ns,H0, and fEDE. Theweakening of the upper bound
on fEDE (see top frame in triangle plot of Fig. 1) can be
attributed to the fact that DESI BAO data are pushing the
model toward amatter fraction that is 1.2σ lower than theΩm

FIG. 2. Marginalized (1D and 2D) joint posterior probability distributions for the EDE parameters and a subset of other parameters in
fits to our baseline Planck PR4 (NPIPE) TTþ TEþ EE dataþ ACT DR6 and PR4 CMB lensingþ DESI BAO data (blue) compared to
the analysis obtained with the same data combination but allowing the neutrino mass to vary (green). In orange we show the same dataset
analyzed within ΛCDM.

3We note that the constraining power of pre-DESI and
DESI BAO on Ωm is nearly the same, but DESI BAO prefers
a lower Ωm.
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value preferred bypre-DESIBAOandCMBdata. Indeed, the
combination of CMB and BAO data leads to a negative
degeneracy between Ωm and H0, as well as Ωm
and ns, while both H0 and ns have a positive degeneracy
with fEDE.
In Table I we report constraints on a relevant subset of

parameters for the analyses of Fig. 1, as well as for other
combinations of datasets: without lensing, with PlanckCMB
only (i.e., PR4) and with Planck 2018 CMB (i.e., PR3). We
find that switching from Planck PR3 to Planck PR4 CMB
yields a ≈10% more constraining bound on fEDE. As
discussed above, adding DESI BAO slightly degrades the
bound because of the lower Ωm. Moreover, comparing the
results in the third and fifth column show that adding CMB
lensing tightens the bound on fEDE by another ≈10%.
Marginalized posterior probability distributions for all analy-
ses in Table I (except the last column with Planck 2018) are
shown in Fig. 4 in Appendix B.

Making use of our Boltzmann code emulators, we
can study further extensions to the ΛCDM model. In
particular, we can investigate the stability of the
neutrino mass bound obtained in [35] in cosmological
models with EDE. Using our baseline dataset (Planck
CMBþ CMB lensingþ DESI BAO), we consider a
model with EDE and massive neutrinos, with the
neutrino mass sum as a free parameter. The contours
are shown in green in Fig. 2 together with the fixed
neutrino mass analysis (blue contours) and ΛCDM as a
reference in orange. In agreement with [42], we find no
statistically significant degeneracies between the EDE
parameter space and

P
mν. The addition of free

neutrino mass does not change the constraint on
fEDE in a substantial way. Conversely, adding EDE
changes the neutrino mass bound by only a small
amount, going from

P
mν < 0.072 eVð95%CLÞ in

ΛCDM [35] to
P

mν < 0.097 eVð95%CLÞ.

TABLE II. Marginalized constraints on key cosmological parameters in the EDE model (with power-law index n ¼ 3). EDE
parameters are in bold. Upper limits are given at the 95% CL while constraints are given in 68% CL. The first two columns of the first
row show constraints obtained with a data combination that matches that of [26]. We then explore the effects of including new DESI
BAO and CMB lensing from ACT DR6 and Planck PR4 (NPIPE).

Constraints on EDE (n ¼ 3)

Parameter

CMB (low-lEE 2018)
CMB lensing 2018 pre-
DESI BAO þ RSD

Pantheonþ

CMB (low-lEE 2018) CMB
lensing 2018 pre-DESI BAOþ

RSD Pantheonþ SH0ES Mb prior

CMB (low-lEE
2018) CMB lensing
2018 DESI BAO

Pantheonþ

CMB (low-lEE 2018) CMB
lensing 2018 DESI BAO

Pantheonþ SH0ES Mb prior

fEDE < 0.070 0.110� 0.023 < 0.087 0.114� 0.023
log10ðzcÞ 3.60þ0.23

−0.26 3.64þ0.17
−0.19 3.61þ0.20

−0.23 3.64� 0.11

H0ð km=s=MpcÞ 68.14þ0.50
−0.92 71.20� 0.79 68.83þ0.60

−1.1 71.69� 0.80

Ωm 0.3130� 0.0052 0.3031� 0.0050 0.3067� 0.0051 0.2980� 0.0046

Ωch2 0.1224þ0.0013
−0.0029 0.1304� 0.0030 0.1223þ0.0017

−0.0035 0.1299� 0.0029

S8 0.834� 0.011 0.842� 0.012 0.827� 0.011 0.835� 0.011
σ8 0.8165þ0.0070

−0.0091 0.8375� 0.0092 0.8179þ0.0080
−0.010 0.8378� 0.0091

R − 1 0.00283 0.00866 0.00306 0.00674

Parameter

CMB (low-lEE 2018) CMB
lensing pre-DESI
BAOþ RSD
Pantheonþ

CMB (low-lEE 2018)
CMB lensing pre-DESI
BAOþ RSD Pantheonþ

SH0ES Mb prior

CMB (low-lEE 2018)
lensing DESI BAO

Pantheonþ

CMB (low-lEE 2018) CMB
lensing DESI BAO
Pantheonþ SH0ES

Mb prior

fEDE < 0.073 0.108� 0.023 < 0.080 0.114� 0.022
log10ðzcÞ 3.60þ0.21

−0.26 3.63þ0.15
−0.18 3.59þ0.19

−0.21 3.63� 0.11

H0ð km=s=MpcÞ 68.23þ0.54
−0.93 71.18� 0.78 68.13þ0.48

−0.86 71.73� 0.80

Ωm 0.3115þ0.0065
−0.0037 0.3025� 0.0049 0.3055þ0.0063

−0.0037 0.2974� 0.0045

Ωch2 0.1227þ0.0015
−0.0030 0.1300� 0.0028 0.1224þ0.0018

−0.0034 0.1297þ0.0027
−0.0030

S8 0.8336� 0.0098 0.840� 0.011 0.8268� 0.0096 0.834� 0.010
σ8 0.8181þ0.0065

−0.0082 0.8363� 0.0077 0.8194þ0.0071
−0.0089 0.8374� 0.0080

R − 1 0.00960 0.00918 0.00697 0.00566
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Given that EDE parameters and
P

mν do not have
statistically significant degeneracies, we only report results
keeping the neutrino mass sum fixed to the minimum value
allowed by the normal hierarchy of

P
mν ¼ 0.06 eV in the

remainder of this paper.

B. Inclusion of Pantheon+ SNIa

In [26], upper bounds on fEDE were provided using a
combination of Planck PR4 (NPIPE) TT=TE=EE, low-lTT

and EE likelihoods4 from Planck 2018, Planck 2018 CMB
lensing, measurements of the BAO and RSD from the
CMASS and LOWZ galaxy samples of BOSS DR12,
6dFGS, and SDSS DR7, and the Pantheonþ catalog of
over 1600 SNIa.

FIG. 3. Marginalized (1D and 2D) joint posterior probability distributions for the EDE parameters and a subset of other cosmological
parameters of interest in analyses that include the Pantheonþ type Ia supernova dataset, with and without SH0ES Cepheid host distance
anchors. See Sec. III B for details.

4The CMB primary combination used here is similar to that of
our baseline analysis, with the exception of the low-lEE data,
where we use a more updated version based on Sroll; we will
thus denote this CMB primary combination as CMB (low-lEE
2018).
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For the same data combination, but setting a more
stringent convergence criterion of R − 1 < 0.01 (compared
to the R − 1 < 0.05 of [26]), we find

fEDE < 0.070ð95%CLÞ; h ¼ 0.6814þ0.0050
−0.0092ð68%CLÞ:

ð6Þ
(See the first column at the top of Table II for details.) This
is consistent with the results from [26], namely,

fEDE< 0.061ð95%CLÞ h¼ 0.6811þ0.0048
−0.0082ð68%CLÞ: ð7Þ

Furthermore, we consider the addition of the
SH0ES Cepheid host distances to Pantheonþ, similar
to the Gaussian prior on Mb used in [26], but without
approximation.
Our results are in the second column at the top of

Table II. We find

fEDE ¼ 0.110� 0.023ð68%CLÞ; ð8Þ
h ¼ 0.7120� 0.0079ð68%CLÞ; ð9Þ

consistent with the results from [26], namely,

fEDE ¼ 0.107� 0.023ð68%CLÞ; ð10Þ
h ¼ 0.7124� 0.0077ð68%CLÞ: ð11Þ

The small differences between our results and those of
[26] can be attributed to a combination of the different
convergence of the chains5 and possibly different imple-
mentations of the EDE model.6

In Table II, we provide updated versions of these bounds
using the same dataset but replacing the CMB lensing and
BAO data with the new ACTDR6 and Planck PR4 (NPIPE)
CMB lensing measurement and DESI BAO data. In Fig. 3,
we show the marginalized posterior probability distribu-
tions for the updated constraints. We also plot the contours
(orange) for an analysis without BAO but including
Pantheonþ (as well as CMB and CMB lensing), yielding
fEDE < 0.0716 (95% CL). Similar to the previous section,
we find that the tightest bound on EDE is achieved in the
analysis without BAO.

IV. DISCUSSION AND CONCLUSION

We provide updated constraints on axionlike EDE in
light of new BAO data from DESI Y1 and CMB lensing
measurements from ACT DR6 and Planck PR4.
Our main results are summarized in Tables I and II. We

find that, using CMB and CMB lensing alone, one can

place strong constraints on the maximum fractional con-
tribution of EDE to the total energy density, with
fEDE < 0.070ð95%Þ. The addition of DESI slightly
degrades this bound to fEDE < 0.091ð95%CLÞ due to
the low value of Ωm preferred by DESI. Nevertheless,
the data do not show any statistically significant preference
for EDE. This is shown in the black open contour of our
main plot in Fig. 1. As a guide, it is pointed out in
[11,15,20] that a fEDE ¼ 0.1 at a redshift zc around matter-
radiation equality is required for EDE to be a viable model
in resolving the Hubble tension.
The lack of EDE preference is confirmed by comparing

χ2 values of the various experiments for ΛCDM to those
from EDE, as shown in Tables III and IV. When adding the
three additional EDE parameters, there is a total Δχ2 ≡
χ2EDE − χ2ΛCDM ¼ −1.07 (including Camspec NPIPE, CMB
lensing, and DESI BAO), which is not statistically signifi-
cant. Moreover, by comparing the rightmost two columns
of Table IV, when using the EDE model with Pantheonþ,
adding a SH0ES prior increases the χ2 of the fit to Camspec

NPIPE by 4.9 as compared with a run that does not include
the SH0ES prior. For a model to successfully resolve the
Hubble tension, it must not worsen the fit to Planck when
imposing the SH0ES prior. (See also the discussion in [26]
regarding alternative methods that use profile likelihoods to
assess whether a model can address the Hubble tension.)
When using pre-DESI BAO that prefers a slightly higher

Ωm instead of DESI BAO, the EDE bounds tighten again to
fEDE < 0.074ð95%CLÞ. One of the main qualitative con-
clusions of this work is that the constraints on EDE are
robust to the BAO dataset used, and inclusion of BAO does
not tighten the constraints on EDE parameters significantly
compared to what CMB and CMB lensing already achieve.
Previous work has shown EDE cosmologies are incon-

sistent with the Lyman-α forest, yielding > 4σ tension with
SH0ES and placing constraints on EDE such that fEDE <
0.03ð95%CLÞ [43]. Unlike [19,20,44,45],we do not find any
hint for nonzero EDE using CMB and BAO data. In [20], the
combination of ACT DR4 high-lTT=TE=EE [46,47] with
Planck 2018 low-l and Planck 2018 CMB lensing and pre-
DESI BAO gave an ≈3σ hint of EDE, with fEDE ¼
0.091þ0.020

−0.036 (68% CL), while our baseline constraints using

TABLE III. Best fit χ2 for each experiment and the total χ2total.
These values are reported for the ΛCDM and EDE models with
our baseline dataset. The Δχ2 values for the ΛCDM and EDE
models are also shown.

ΛCDM EDE
Δχ2 ¼ χ2EDE
−χ2ΛCDM

Camspec NPIPE
TTTEEE

10542.61 10542.60 −0.01

CMB lensing 19.81 20.38 0.57
DESI BAO 15.64 14.01 −1.63
χ2total 10578.06 10576.99 −1.07

5By truncating the initial and final parts of our converged
chains, we checked that larger R − 1 values are associated with
more variance in the estimated bounds, typically 10% for
R − 1 ≈ 0.05.

6We use the public CLASS_EDE code [16], while [26] refers to a
different modified version of CLASS.
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Planck CMB NPIPEþ ACT DR6þ Planck PR4 CMB
lensing and DESI BAO give an upper bound of fEDE <
0.091 (95%CL).Whether or not the mild preference of ACT
DR4 for a nonzero fEDE is a subtle systematic artifact or a
sign for new physics will likely be elucidated with the
upcoming ACT DR6 and SPT-3G [48] CMB power spectra
measurements.
An important note is that MCMC chain convergence

must be handled carefully, as a lack of true convergence can
produce artificially tight bounds on parameters. In this
work, we have imposed more stringent convergence cri-
teria, requiring a Gelman-Rubin threshold of R − 1 < 0.01
for convergence compared with the R − 1 < 0.05 [26] and
R − 1 < 0.03 [20] used in previous works.
Furthermore, our analysis demonstrates the capability of

accelerated inference with neural network emulators to
efficiently explore parameter spaces and derive robust
constraints within a reasonable time frame. Without emu-
lators, the work presented here could not have been carried
out within only a few weeks from the release of the DESI
BAO data.
Previous work has investigated the use of a profile

likelihood to mitigate prior-volume effects that may bias
Bayesian inference in the EDE context [26,49] (though
such effects were found to be minimal in [26]). We note that
emulators may complicate the convergence of a profile
likelihood due to small numerical noise in the emulator
outputs. Additionally, since the Δχ2 between the baseline
ΛCDM and EDE models is only ≈1 for three additional
parameters, and since the Bayesian posteriors do not
suggest preference for the EDE model, we find no
preference for the EDE model in either the Bayesian or
frequentist framework. Therefore, we do not find it neces-
sary to perform a profile likelihood here given the high
computational cost. We thus leave the investigation into the
use of emulators with a profile likelihood to future work
using tools such as those described in [50,51].
We acknowledge the use of GetDist [52] for analyzing and

plotting MCMC results.
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TABLE IV. Best fit χ2 for each experiment, the total χ2total, and χ2com which consists of the subset of experiments
common to all the combinations reported, specifically Camspec NPIPE TTTEEE, CMB lensing, and DESI BAO.
These values are reported for the ΛCDM and EDE models with our baseline dataset. Furthermore, χ2com;noDESI is the
same as χ2com but excludes DESI BAO.

ΛCDM EDE
EDE with
Pantheonþ

EDE with Pantheonþ
þSH0ES prior

Camspec NPIPE TTTEEE 10542.6 10542.6 10541.1 10546.0
CMB lensing 19.8 20.4 20.6 21.0
DESI BAO 15.6 14.0 14.9 12.8
Pantheonþ � � � � � � 1405.3 1460.5
χ2total 10578.0 10577.0 11981.9 12040.3
χ2com 10578.0 10577.0 10576.6 10579.8
χ2com; no DESI 10562.4 10563.0 10561.7 10567.0
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APPENDIX A: PRIORS USED

We sample the parameter space spanned by
ffEDE; log10ðzcÞ;θi; lnð1010AsÞ;H0; ns;Ωbh2;Ωch2; τg. As
pointed out in [19,20], the choice of prior range for
log10ðzcÞ is important because if it is extended to arbitrarily
high redshifts, the parameter space is opened up, enabling
fEDE to take large values without having an impact on the
CMB or other observables. Table V shows the priors used
in this work. For the cases where we vary the neutrino mass
sum, we adopt a broad uninformative uniform prior ofP

mν of [0,5] eV.

APPENDIX B: FULL MARGINALIZED POSTERIOR PLOTS OF DIFFERENT DATASET
COMBINATIONS

We show in Fig. 4 the full marginalized posteriors of the different subsets of the datasets used in the main analysis. For
visualization purposes, we also show 95%CL bands centered at the mean value of the latest SH0ES, TRGB, and Planck
measurements. None of the data combinations used are enough to bring the value ofH0 up to fully resolve the Hubble tension.

APPENDIX C: ROBUSTNESS TESTS

1. Emulators for EDE

Our emulators are constructed with CosmoPower [22], a wrapper for TensorFlow optimized for cosmological applications (see
[53] for similar work in Julia). The architecture of the neural networks and details on how they are produced can be found in
[22,23]. The emulators for CMB spectra and distances were trained on 196091 samples spread in a Latin hypercube
spanning the parameter space (with a test-train split of 80%). The input layer of the neural network emulators is the set of six
ΛCDM parameters, namely, As; ns; τreio;Ωch2;Ωbh2, and H0 supplemented by the neutrino mass, the number of effective
relativistic degrees of freedom in the early UniverseNeff , and the tensor-to-scalar ratio r. The generation of training data was
done using a version of the Boltzmann code CLASS [54,55] adapted to EDE models, CLASS_EDE7 [16]. We used the version
of the code corresponding to the commit of February 16, 2023 on the GitHub repository,8 which is based on version v2.8.2
of CLASS. We note that this CLASS version could not allow extremely high-accuracy computation of the CMB high-l regime
because of its treatment of the Limber approximation for lensing. Hence, our current emulators will likely be obsolete in the
stage IVera. Nonetheless, as shown hereafter, the accuracy of our emulators is sufficient for the data analysis carried out in
this paper. The precision settings adopted for the generation of the training data are as follows:

(i) perturb_sampling_stepsize: 0.05;
(ii) neglect_CMB_sources_below_visibility: 1e-30;
(iii) transfer_neglect_late_source: 3000;
(iv) halofit_k_per_decade: 3000;
(v) accurate_lensing: 1;
(vi) num_mu_minus_lmax: 1000;
(vii) delta_l_max: 1000;
(viii) k_min_tau0: 0.002;
(ix) k_max_tau0_over_l_max: 3;
(x) k_step_sub: 0.015;
(xi) k_step_super: 0.0001;
(xii) k_step_super_reduction: 0.1;
(xiii) P_k_max_h/Mpc: 55=h;
(xiv) l_max_scalars: 11000.

TABLE V. Priors used in the EDE cosmological analysis of this
work. Uniform priors are shown in square brackets and Gaussian
priors with mean μ and standard deviation σ are denotedN ðμ; σÞ.

Parameter Prior

fEDE [0.001, 0.5]
log10ðzcÞ [3,4.3]
θi [0.1, 3.1]
lnð1010AsÞ [2.5, 3.5]
H0 [50, 90]
ns [0.8, 1.2]
Ωbh2 N ð0.02233; 0.00036Þ
Ωch2 [0.005, 0.99]
τ [0.01, 0.8]

7https://github.com/mwt5345/class\_ede
8https://github.com/mwt5345/class_ede/commit/199fbab08a5545c9f478c8137a1348c824d4874f
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These settings are the same as in [20] except that we do not
set l_switch_limber= 40 but perturb_sam-
pling_stepsize as indicated instead. The other differ-
ence is that we use 55=h rather than 100 for P_k_max_h/
Mpc. These settings are motivated by the accuracy settings
investigations carried out in [20,23,56].
The CMB temperature and polarization spectra, and

lensing potential power spectra, cover the multipole
2 ≤ l ≤ 11,000. Along with these, three redshift-dependent
quantities are emulated over a redshift range 0 < z < 20,

namely, the Hubble parameter HðzÞ, the angular diameter
distance DAðzÞ, and the root-mean-square of the matter
overdensity field smoothed over a spherical region of radius
8Mpc, σ8ðzÞ. These redshift-dependent quantities constitute
the building blocks for the theoretical prediction of BAO
distance and RSD measurements. We also record and
emulate a set of 16 derived parameters such as σ8 (at
z ¼ 0) or the primordial helium fraction. Our recombination
and big bang nucleosynthesis models correspond to the
current fiducial settings of CLASS_EDE: RECFAST [57–59] and

FIG. 4. Marginalized (1D and 2D) joint posterior probability distributions for the EDE parameters and a subset of other cosmological
parameters of interest in fits to our baseline Planck PR4 (NPIPE) TTþ TEþ EE dataþ ACT DR6 and PR4 CMB lensingþ DESI BAO
data (blue). The vertical gray/magenta/blue bands in the H0 panel show the latest SH0ES [40], TRGB, [5] and Planck constraints,
respectively. See Table I for a summary of these constraints and Sec. III A for discussion.
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Parthenope [60] with a fiducial Neff ¼ 3.046 using v1.2 of the
code for a neutron lifetime of 880.2 s, identical to standard
assumptions of Planck 2017 papers, respectively. Nonlinear
matter clustering is modeled with HMCODE following imple-
mentation from [61] and with CDM-only prescription, i.e.,
η0 ¼ 0.603 and cmin ¼ 3.13 (following CLASS notations).

2. DESI BAO likelihood

To test the likelihood, we reproduce benchmark con-
straints from [35].We use the latest DESI BAO data [35] and
its associated likelihood publicly available in the MCMC
sampler Cobaya package [62]. This likelihood should corre-
spond exactly to the one used in [35]. To confirm this, we
reproduce the constraints in the first line of Table 4 of [35],
with DESI Y1 BAO data in combination with CMB. The
CMB data are made of planck_2018_lowl.TT,
planck_2018_lowl.EE_sroll2, and planck_
NPIPE_highl_CamSpec.TTTEEE, as well as CMB
lensing from ACT DR6 and NPIPE (without the inclusion
of the normalization correction9). The BAO data correspond
to the baseline, i.e., our DESI BAO (see main text). In [35],
these data are analyzed withinΛCDMwith three degenerate
massive neutrinos and Neff ¼ 3.044, finding

Ωm ¼ 0.3037� 0.0053ð68%CLÞ;
h ¼ 0.6827� 0.0042ð68%CLÞ;

Σmν < 0.072 eVð95%CLÞ: ðC1Þ

First, we analyze these data with the ΛCDM emulator
from [23] with three degenerate massive neutrinos and
Neff ¼ 3.046. We find

Ωm ¼ 0.3037� 0.0050ð68%CLÞ;
h ¼ 0.6817� 0.0040ð68%CLÞ;

Σmν < 0.0735 eVð95%CLÞ: ðC2Þ

Thus, our result is 0.24σ below the [35] result for h, and we
obtain a ≈2% lower value for the 95% CL upper limit on
Σmν. We recover their value for Ωm to exact precision. This
shows that the DESI likelihood we are using in this work is
fully consistent with the one used in the official DESI paper.
In a second step, we analyze the same data combination

with the EDE emulators, but setting the lowest possible
amount of EDE, namely, fEDE ¼ 0.001 (CLASS_EDE does
not allow for a lower value of fEDE) and the other EDE
parameters set to log10 zc ¼ 3.72 and θi;scf ¼ 2.97. These
values for zc and θi;scf are the best fit values from Table II of
[20]. We find

Ωm ¼ 0.3044þ0.0047
−0.0053ð68%CLÞ;

h ¼ 0.6813þ0.0041
−0.0037ð68%CLÞ;

Σmν < 0.0779 eVð95%CLÞ: ðC3Þ

Thus, these EDE emulator results are 0.14σ above and 0.1σ
below the non-EDE emulator results (from the previous
paragraph) for Ωm and h, respectively. The 95% CL
neutrino mass sum limit also increases by ≈6%. These
differences are likely explained by the fact that there is still
a small amount of EDE. However, again, the differences are
a small fraction of the uncertainties, which shows that our
EDE emulators are suited for analyzing current DESI BAO
data without any statistically significant bias.
Contours for both analyses described here are shown

in Fig. 5.

3. ACT DR4 TTTEEE EDE constraints benchmark

To validate our emulators at the level of CMB temper-
ature and polarization spectra, we reproduce EDE con-
straints from [20]. We use the public, foreground
marginalized, likelihood code PYACTLIKE.10 The data are
stored in the same online repository and presented in detail
in [46,47]. We reproduce results corresponding to the last
two columns of Table II of [20], which use ACT DR4 TTþ
TEþ EE spectra along with a Gaussian prior on the optical
depth τ ¼ 0.065� 0.015 (mean and standard deviation).
Although these results were obtained with the same EDE
code, CLASS_EDE, there are minor differences between our
emulator settings and the settings of [20]. In addition to

FIG. 5. Marginalized (1D and 2D) joint posterior probability
distributions for

P
mν, H0, and Ωm from the combination of

CMB primary, CMB lensing, and DESI BAO with fEDE ¼ 0.001.
See text for details.

9DESI Y1 analysis used a version of the DR6 lensing like-
lihood release where this correction is effectively not applied,
although the effect of applying versus not applying is very small
for cosmological parameters of interest. 10https://github.com/ACTCollaboration/pyactlike
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slightly different precision settings (see above), for the
nonlinear evolution we use HMCODE, while [20] used
HALOFIT, and for neutrinos, we use three degenerate
massive neutrinos, while [20] used one massive and two
massless neutrinos. Furthermore, [20] required a conver-
gence criterion of R − 1 < 0.03, while we require at least
R − 1 < 0.01. By reanalyzing the chains from [20] (pub-
licly available online11), excluding 10% of burn-in, we get a

convergence criterion of R − 1 ¼ 0.0117. In comparison,
our chains have R − 1 ¼ 0.0023 (excluding 20% of
burn-in).
As shown in Fig. 6, the marginalized joint posterior

probability distributions are almost identical between the
analysis from [20] and our recovery run. Slight differences in
the tails can be attributed to emulator accuracy as well as the
different settings between both analyses mentioned above.
We also perform a test of ΛCDM constraints using an

EDE emulator with a minimal amount of EDE. Contours
are shown in Fig. 7.

FIG. 6. Marginalized (1D and 2D) joint posterior probability distributions of EDE parameters and a subset of other parameters in fits
of ACT DR4 CMB data in combination with a Gaussian prior on the optical depth. See text for details.

11https://flatironinstitute.org/chill/H21\_data/
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Overall, these results validate the use of the EDE
emulators for the analysis of ACT DR4 CMB TTþ TEþ
EE spectra.

4. Planck 2018 TTTEE EDE constraints

For completeness, we reproduce results from [16]
corresponding to the first column of their Table I. For this
analysis, [16] uses CMB data from Planck PR3 including
planck_2018_lowl.TT, planck_2018_lowl.EE,
and planck_2018_highl_plik.TTTEEE, as well as
a Gaussian prior on the Sunyaev-Zel’dovich components.
While [16] carries out the analysis using the PLIK high-l
likelihood, we choose to use the native Python implementa-
tion available in Cobaya, i.e., planck_2018_highl_
plik.TTTEEE_lite_native.12

The authors of [16] require a convergence criterion ofR −
1 < 0.05 and use an earlier version of CLASS_EDE than the
one on which our EDE emulators are based. They consider
one massive and two massless neutrinos and default CLASS
v2.8.2 settings for other cosmological and precision param-
eters, except for P_k_max_h/Mpc which they set to 20.
Thus, our accuracy settings and convergence criterion are
considerably more demanding than those of [16].

The chains from [16] are available online.13 Analyzing
these and excluding 50% of burn-in, we get R−1¼
0.02605. In comparison, excluding the sameburn-in fraction,

FIG. 9. Marginalized (1D and 2D) joint posterior probability
distributions for ACT DR6 lensing benchmark. This includes pre-
DESI BAO data. The blue contours use EDE emulators with
minimal EDE content, fEDE ¼ 0.001. See text for details.

FIG. 8. Marginalized (1D and 2D) joint posterior probability
distributions for Planck PR3 benchmark. See text for details.

FIG. 7. Marginalized (1D and 2D) joint posterior probability
distributions of ΛCDM parameters in fits of ACT DR4 CMB data
in combination with a Gaussian prior on the optical depth. The
blue contours use EDE emulators with minimal EDE content,
fEDE ¼ 0.001. See text for details. The slight shift in σ8 is in
the expected direction, and the positive degeneracy between
fEDE and σ8 could also be due to slightly different accuracy
settings.

12See https://cobaya.readthedocs.io/likelihood\_planck.html. 13https://www.simonsfoundation.org/flatiron/chill/H20/_data/
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our chains have R − 1 ¼ 0.00099. Corresponding contours
are shown on Fig. 8. In spite of the differences mentioned
above, both analyses match nearly perfectly. We get fEDE <
0.0925 (95% CL) (against 0.0908 from our reanalysis of the
chains from [16];wenote that this is slightly different from the
value quoted in their table, 0.087), log10ðzcÞ ¼ 3.63� 0.24
(68%CL) [against log10ðzcÞ ¼ 3.66þ0.24

−0.28 from our reanalysis
of the chains from [16] ], θi > 1.73 (68% CL) (against 1.67
from our reanalysis of the chains from [16]),Ωm ¼ 0.3146�
0.0088 (68% CL) (against 0.3144� 0.0086 from our rean-
alysis of the chains from [16]), σ8 ¼ 0.8235þ0.0096

−0.013 (68%CL)
(against 0.8202þ0.0091

−0.013 from our reanalysis of the chains
from [16]), and H0 ¼ 68.42þ0.79

−1.3 km s−1Mpc−1 (68% CL)

(against 68.33þ0.73
−1.3 from our reanalysis of the chains

from [16]).

5. ACT DR6 lensing with EDE emulator ΛCDM
constraints benchmark

To test our EDE emulators on CMB lensing data, we
perform a baseline ACT DR6 lensing analysis with EDE
emulators and minimal amount of EDE. In particular, we
set fEDE ¼ 0.001, θi;scf ¼ 2.97, and log10 zc ¼ 3.72. The
data include DR6 and Planck lensing as well as pre-DESI
BAO. Excluding 10% of burn-in, our chains have
R − 1 ¼ 0.00586. Contours are shown in Fig. 9.
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