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A B S T R A C T

High-resolution urban air temperatures are indispensable for analysing excess mortality during heatwaves. As a 
crucial method for obtaining high-resolution data, multi-source data integration has been widely used in urban 
temperature estimations. However, current research predominantly focuses solely on integrating official weather 
station observations, satellite products, and reanalysis datasets. Despite the significant cooling effect of rainfall 
on air temperatures, no studies have explored the contribution of rainfall-related variables to high-resolution air 
temperature estimations. Additionally, due to the scarcity of official weather stations, quantifying the impact of 
station density remains an underexplored research direction. To tackle these challenges, we innovatively inte-
grated satellite products, reanalysis datasets, and weather radar data with air temperature observations from 
crowdsourced weather stations. Using genetic programming, we developed statistical downscaling models to 
estimate high spatiotemporal resolution (1-km, hourly) air temperatures in London during the summers of 2019 
and 2022. The models achieved RMSEs of 1.694 ◦C (2019) and 1.785 ◦C (2022), R-squared values of 0.867 and 
0.862, and MAEs of 1.276 ◦C and 1.278 ◦C, respectively. Notably, the accuracy of the models was found to 
improve with increased weather station density, particularly when the density was below 0.5 stations per 100 
km2. Moreover, high-resolution rainfall observations significantly impacted the accuracy of air temperature 
estimations, second only to elevation, highlighting the potential of integrating radar data. These findings can 
provide valuable insights for scholars aiming to improve data integration for enhancing urban air temperature 
estimations.

1. Introduction

Climate change has led to an increasing frequency of extreme 
weather events around the world (Clarke et al., 2022). Heatwaves, as 
one of the deadliest extreme weather events(Vautard et al., 2020), have 
received considerable attention from the academic community and the 
general public due to their significant impact on resident health and 
urban sustainable development (Macintyre et al., 2018). Many heat- 
related mortalities have been recorded in the UK (Arbuthnott & Hajat, 
2017), the USA (Anderson & Bell, 2011), China (Yin & Wang, 2017), and 
France (Fouillet et al., 2008). An analysis conducted in 2017 indicated 
that approximately 30 % of the residents worldwide are exposed to le-
thal high temperatures for at least 20 days annually (Mora et al., 2017). 
This percentage is likely to exceed 48 % by 2100. To assess the impact of 
heatwaves and analyse the feasibility of countermeasures, it is 

indispensable to monitor distributions of heatwaves at a high spatio-
temporal resolution, providing theoretical support for heatwave-related 
studies.

Air temperature, as one of the most commonly used indicators, is 
widely used in defining and monitoring heatwaves (Z. Xu et al., 2016). 
Heat-related mortality studies require high-resolution air temperature 
data to link death records to local area factors such as land-use type and 
topography (Murage et al., 2020). However, since weather stations can 
only capture air temperatures at point locations and are only scarcely 
available at the city level, obtaining high spatiotemporal resolution air 
temperatures has become a challenge. To tackle this issue, many studies 
have explored using satellite products of land surface temperature (LST) 
to retrieve high-resolution gridded air temperatures. Vancutsem et al. 
(2010) utilised MODIS LST products to retrieve daily 1-km air temper-
atures in Africa, achieving relatively good performance with a root mean 
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square error (RMSE) of 2.4 ◦C. The study by Yoo et al. (2018) further 
demonstrated the feasibility of estimating high-resolution urban daily 
maximum temperatures based on satellite LST products. However, most 
satellites can only observe surface conditions during overpassing times, 
and cloud cover adds another layer of hindrance to data availability 
(Shen et al., 2016). Thus, it is hard to provide temporally continuous air 
temperature observations at the city level based on satellite products. 
Also, air temperature retrievals based on satellite products often require 
sufficient weather station observations for downscaling model training 
and validation. Otherwise, the lack of weather stations in urban areas 
hinders the effective capture of spatial variability caused by factors such 
as land cover, building characteristics, and vegetation density (Saaroni 
& Ziv, 2010). Some scholars have attempted to overcome this limitation 
by adopting high-density temperature monitoring networks (Bassett 
et al., 2016) or mobile sampling of air temperatures (Tsin et al., 2016). 
However, the current installation and maintenance costs of these 
methods are prohibitively high. In recent years, there has been 
increasing attention to the utilisation of crowdsourced air temperature 
data to compensate for the limited observations from official weather 
stations. Crowdsourced air temperature data, observed and uploaded by 
private weather stations, is considered to have significant potential for 
monitoring urban thermal environments (Meier et al., 2017). Due to its 
efficiency and cost-effectiveness, air temperature observations from 
crowdsourced weather stations have become an important data source 
for sampling efforts of temperature-related research (Mitchell & Fry, 
2024).

The integration of multi-source data to construct statistical regres-
sion models is an effective approach for generating high spatiotemporal 
resolution air temperatures. The fusion of satellite remote sensing and 
crowdsourced air temperature data has been proven to have great po-
tential for monitoring spatial distributions of air temperatures in urban 
areas (Venter et al., 2020). However, current literature mainly focused 
on the fusion of satellite remote sensing, reanalysis models, and 
crowdsourced weather station observations (Brousse et al., 2022; 
Gutiérrez-Avila et al., 2021; Hassani et al., 2023). The exploration of 
integrating weather radar rainfall observations on high-resolution air 
temperature estimations is very limited. Weather radar observations can 
provide real-time coverage of rainfall data with high spatiotemporal 
resolution (Sokol et al., 2021). The cooling effect of rainfall on air 
temperature has already been confirmed in many studies (W. Liu et al., 
2022; Rooney et al., 2018). Kodama et al. (2024) have also demon-
strated the important role of station-based rainfall data in improving the 
accuracy of air temperature estimation. Despite its potential, to our 
knowledge, no study has explored integrating rainfall data from weather 
radar into air temperature estimations.

Determining how variations in weather station density affect the 
performance of statistical air temperature models has always been one 
of the primary challenges faced in climatological statistical research. In 
most cases, due to the sparse distribution of weather stations, the limited 
density of weather stations can result in increased errors when gener-
ating gridded air temperatures (J. Wang et al., 2014). This is because 
sparse stations may fail to adequately represent all land use types within 
the study area (M. Wang et al., 2024). However, although the weather 
station density has been shown to correlate with the accuracy of climate 
models (Njoku et al., 2023), the quantification of the impact of weather 
station density has not been the focus of previous studies. For instance, 
when Dos Santos (2020) estimated the maximum daily temperatures in 
London, the study only expanded the study area to include more 
meteorological stations as a response after subjectively assessing the 
lack of station observations. A similar sampling strategy can also be 
observed in the study by Oswald et al. (2024), where the spatial extent 
was adjusted primarily to ensure the inclusion of sufficient station data. 
Neither research delved into the specific effects of station density on 
model performance. Therefore, testing what weather station density can 
meet the requirements for estimating high spatiotemporal resolution air 
temperatures could be beneficial. Furthermore, while comparing the 

performance of different methods, previous studies have often simply 
compared the numerical performance of the proposed models with that 
of previous studies (Flückiger et al., 2022; Kloog et al., 2014; Yan et al., 
2009). It also overlooked the impact of varying weather station densities 
on the model.

To address the research gap, we explored the potential of integrating 
data from satellite products, reanalysis dataset, weather radar, and 
crowdsourced weather stations to generate high spatiotemporal reso-
lution air temperatures in this study. The research utilised a genetic 
programming (GP) algorithm to integrate multi-source data for training 
and validating the statistical downscaling regression model to generate 
hourly 1-km air temperatures. London was selected as the study area 
considering its frequent occurrence of extreme heatwaves. Given that 
heat-related mortality often occurs during the daytime and daily 
maximum temperature serves as the criterion for UK heatwave identi-
fication, the daytime periods of summer 2019 and 2022 were selected as 
the study period for estimating hourly air temperatures. The study 
aimed to evaluate how the obtaining of high spatiotemporal resolution 
air temperatures is influenced by (1) local-scale variables, (2) rainfall, 
and (3) weather station density. The resulting high-resolution temper-
ature maps can provide urban planners and public health authorities 
with more accurate and fine-grained information to identify heat- 
vulnerable areas and design targeted mitigation strategies.

2. Study area

Residents are particularly vulnerable to the adverse effects of high 
temperatures, posing a threat to health when temperatures exceed 19 ◦C 
in urban areas (Hajat et al., 2002). London, as the largest city in the UK, 
boasts a population of over 9 million residents, with an average density 
of 5700 residents per square kilometre. Over the past few decades, 
London has experienced numerous heatwave events, with the frequency 
steadily increasing (Sanderson et al., 2017). Notable heatwaves 
affecting London occurred in 2013, 2019, 2020, and most recently in 
2022 (Green et al., 2016; Rustemeyer & Howells, 2021; Thompson et al., 
2022; Yule et al., 2023). Therefore, this study focuses on London, the 
area between latitudes 51.7◦ and 51.2◦N and longitudes 0.5◦W and 
0.4◦E, as shown in Fig. 1. This area is described using the local climate 
zone classification, which is a systematic classification scheme for 
effectively describing various types of urban landscapes and built-up 
areas. The summer of 2019 and 2022 (June to August) was chosen as 
the study period for this research, considering the relatively high 
occurrence of heatwaves in London during these years, with three events 
recorded in 2019 and multiple extreme temperature episodes in 2022.

3. Data products

Four sources of data were integrated into this study, including earth 
observation satellite data, weather radar observations, reanalysis data-
set, and crowdsourced weather station observations. The data products 
used in this research are summarised in Table 1.

3.1. Earth observation satellite data

All earth observation satellite data were obtained and pre-processed 
on the Google Earth Engine (GEE) cloud-computing platform (Gorelick 
et al., 2017). The satellite products utilised include the Terra MODIS, the 
NASA SRTM, and Landsat 8 OLI. All available scenes observing London 
were collected and utilised, with the ‘pixel_qa’ band and ‘detailedQA’ 
band employed to eliminate data obscured by cloud cover. The detailed 
information on satellite products obtained from these datasets is shown 
in Table 1.

By providing shade and through evapotranspiration, vegetation can 
effectively reduce air temperatures in urban areas (Shiflett et al., 2017). 
Therefore, green infrastructure has been widely implemented in major 
cities to cope with extreme heat events (Koc et al., 2018). NDVI, an index 
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used to detect vegetation presence and estimate vegetation cover, has 
been widely recognized in previous studies for its importance in air 
temperature estimation (Shen et al., 2020; Zhou et al., 2020). In fact, it 
consistently ranks among the top 50 % of selected explanatory variables 
in terms of influence on estimation accuracy. Although the temperature- 
vegetation index (TVX) method allows NDVI to be used independently 
for estimating air temperature, its failure to account for other topo-
graphical parameters can lead to significant errors (Zhu et al., 2013). 
Therefore, in this study, NDVI from MODIS product was adopted to 
quantify the impact of vegetation on air temperatures while considering 
additional influencing factors. Morning atmospheric interference is 
generally lower than in the afternoon which can result in more reliable 
data quality and consistency. Considering that MODIS Aqua’s daytime 

view time over London is 2:00 PM, this study adopts the MODIS Terra 
NDVI product whose daytime view time was 11:00 AM was adopted in 
this research. It can be freely accessed at https://developers.google.co 
m/earth-engine/datasets/catalog/MODIS_061_MOD13A2.

Emissivity is the ratio of the energy radiated from the surface of a 
material to that radiated from a blackbody. The value of emissivity 
largely depends on the properties, geometry, composition, and rough-
ness of the land (Stathopoulou et al., 2007). For instance, due to the 
trapping effect of street canyons on longwave radiation (Ferreira et al., 
2012), the surface emissivity in urban areas is slightly lower than that of 
natural landscapes. It is one of the reasons leading to relatively higher 
air temperatures in urban areas. Thus, many studies utilised emissivity 
to explore the impact of different land covers on air temperatures (Wen 
et al., 2023). Compared to other bands of MODIS, the influence of at-
mospheric water vapour and temperature profile variations within the 
spectral range of MODIS band 31 (10.78–11.28 μm) is smallest, as well 
as the uncertainty (Coll et al., 2009). Thus, Terra MODIS band 31 was 
adopted in the study to quantify the energy absorption capacity of 
different land covers, accessible at https://developers.google.com/earth 
-engine/datasets/catalog/MODIS_061_MOD11A2. However, given that 
water bodies and green vegetation share similar emissivity, an addi-
tional explanatory variable is needed to analyse the impact of water 
bodies on air temperature estimations.

Due to its high thermal inertia, high evaporation rate, and lower 
surface temperature, water bodies can contribute to cooling their sur-
rounding areas (Hong et al., 2023), especially during the hottest periods 
of the day. Wen et al. (2023) found that water bodies ranked as the third 
most important factor in air temperature estimation, further supporting 
their significant contribution. Similarly, in the study by (Carrión et al., 
2021), the influence of water bodies on air temperature estimation was 
also ranked among the top 50 % of all explanatory variables. Previously, 
NDWI has been used as an explanatory variable to represent water 
bodies. However, MNDWI is more effective in suppressing or even 
eliminating noise from built-up areas, vegetation, and soil (H. Xu, 2006), 
making it better suited for detecting water bodies in urban environ-
ments. Therefore, MNDWI was adopted in this study to monitor water 
body variations, which can be accessed at https://developers.google. 

Fig. 1. Map of the study area with local climate zone.

Table 1 
Summary of data products utilised in constructing the statistical downscaling 
model for air temperatures in London.

Variable Data source Temporal 
Resolution

Spatial 
Resolution

Normalised 
difference 
vegetation index 
(NDVI)

Moderate resolution 
imaging spectroradiometer 
(MODIS)

16 days 1 km

Emissivity (band 
31)

8 days

Modified 
normalised 
difference water 
index (MNDWI)

Landsat 8 operational land 
imager (Landsat 8 OLI)

16 days 30 m

Elevation Shuttle radar topography 
mission (SRTM)

/ 90 m

Rainfall UK Met Office NIMROD 
system

Hourly 1 km

Soil moisture (0–7 
cm)

Land component of the 
ECMWF ERA5 climate 
reanalysis (ERA5-Land)

Hourly 0.1◦×0.1◦

2-m air 
temperature

Hourly

Station-based air 
temperature

Weather observations 
website (WOW)

Hourly Point
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com/earth-engine/datasets/catalog/LANDSAT_LC08_C02_T1_L2.
Elevation is recognised as one of the important factors influencing air 

temperature, and the typical temperature lapse rate is often considered 
6.5 ◦C/km. Although elevation data is generally regarded as fixed and 
unchanging, making it unsuitable for directly estimating air tempera-
ture, numerous previous studies have identified it as the most critical 
factor in air temperature estimations (Didari & Zand-Parsa, 2018; Shi 
et al., 2016). Therefore, in this study, we utilize the SRTM Digital 
Elevation Model (DEM) to obtain detailed elevation data for the study 
area and assess its impact on air temperature estimations. This dataset is 
available at https://developers.google.com/earth-engine/datasets/ca 
talog/CGIAR_SRTM90_V4/.

3.2. Weather radar observations

Due to the evaporation of water, raindrops can effectively cool the 
surrounding air when they fall into unsaturated air. While many studies 
have reported a negative correlation between air temperature and 
rainfall (Abera et al., 2020; W. Liu et al., 2022), no study has incorpo-
rated rainfall data into air temperature estimations. To accurately assess 
the impact of rainfall on air temperature estimations, this study utilizes 
1-km hourly rainfall observations derived from weather radar data 
processed by the UK Met Office’s NIMROD system for the London re-
gion. Detailed information on the rainfall data can be found in Table 1. It 
can be freely accessed at https://catalogue.ceda.ac.uk/uuid/27dd6ffba6 
7f667a18c62de5c3456350. However, this dataset can only monitor 
real-time rainfall data and cannot capture the prolonged cooling effect 
of residual rainwater in the soil on air temperature (Roshan & Moghbel, 
2020).

3.3. Reanalysis data

All reanalysis data in this study were obtained from ERA5-Land. As a 
reanalysis dataset, ERA5-Land is released by the European Centre for 
Medium-Range Weather Forecasts (ECMWF). Compared to ERA5, it 
provides a higher resolution and offers a consistent view of the devel-
opment of land and atmospheric variables from 1950 to the present, 
which can be freely accessible at https://cds.climate.copernicus.eu/cdsa 
pp#!/dataset/reanalysis-era5-land?tab = overview. Detailed informa-
tion on the reanalysis data used in the study can be found in Table 1.

Soil moisture is considered an effective indicator for capturing the 
cooling effect of residual water in the soil on air temperature. This was 
further confirmed in the study by X. Zhang et al. (2022), where soil 
moisture was identified as the fourth most important explanatory vari-
able in air temperature estimation. Despite its recognized importance, 
soil moisture has rarely been incorporated into air temperature esti-
mation models. To assess its significance, this study utilizes soil moisture 
data obtained from ERA5-Land. Given that heat exchange with the at-
mosphere primarily occurs at the soil surface, only soil moisture data 
from the 0–7 cm layer was considered in this study.

Many studies have demonstrated the reliability and accuracy of 
ERA5-Land in estimating air temperature (Almeida & Coelho, 2023; 
Yilmaz, 2023; Zhao et al., 2023). Although its spatial resolution (0.1◦ ×

0.1◦) may not be sufficient for local-scale studies, its high temporal 
resolution (hourly) makes it widely recognized as a suitable larger-scale 
variable for air temperature statistical downscaling models (Wen et al., 
2023; Y. Zhang et al., 2024). Therefore, the 2-m air temperature data 
from ERA5-Land was used as the coarse-resolution input for air tem-
perature statistical downscaling models in this study.

3.4. Weather station observations

Weather observations website (WOW), a global network of crowd-
sourced weather observations, provides open access to weather data 
from both the citizen science community and Met Office weather sta-
tions. Scholars can freely access meteorological observations by joining 

the WOW network, which is available at https://wow.met.ie/. In this 
research, air temperature observations from WOW weather stations 
within London were used as reference data for statistical downscaling 
models of air temperatures. In 2019, data from 63 WOW stations were 
utilized, while in 2022, 66 stations were available. The main weather 
station models used were Davis Vantage Pro2 and Fine Offset WH1080, 
which have reported uncertainty ranges of ± 0.3 and ± 0.5 ℃, respec-
tively. The details of air temperatures from WOW can be seen in Table 1, 
and Fig. 2 illustrates the distribution of crowdsourced weather stations 
in London. This study retrieved hourly air temperature data from all 
available stations for all available dates between June 1 and August 31 
in 2019 and 2022, along with their latitude and longitude coordinates.

However, due to non-traditional measurement equipment and 
inconsistent installation setups, the quality of observations from private 
weather stations remains problematic (Chapman et al., 2017; Napoly 
et al., 2018). Therefore, the use of data from private weather stations 
requires quality control (QC) to eliminate gross errors and correct in-
strument biases at specific stations. In this study, the following QC 
process was utilised to identify and remove potential outliers:

1) Range test
To detect whether air temperature observations fall outside a 

reasonable range, a range check is necessary during the QC process. 
Considering that the upper and lower extremes of air temperature vary 
across different climatic regions, this study utilised the range check 
established by the UK Met Office to detect outliers. All air temperature 
observations outside the range of − 26 ℃ and 37 ℃ were identified. 
However, not everything outside these limits was incorrect. If observa-
tions from nearby Met Office weather stations also verified this phe-
nomenon during the same period, the value was considered valid; 
otherwise, the record was removed. As a result, 0.13 % of the observa-
tions were removed in 2019, while 0.09 % were removed in 2022.

2) Step test
After a brief interruption in connection to the receiver, temperature 

data recorded by weather stations may exhibit sharp increases or de-
creases (WMO, 1993). Therefore, to identify unrealistic jumps in the 
observed data, the step test was employed to ensure that the magnitude 
of change between consecutive observations falls within a certain range. 
According to the standards of the UK Met Office, this study removed 
values where the difference between the value and its previous value 
exceeds ± 5 ◦C. Consequently, 0.52 % of the dataset was removed in 
2019, while 0.57 % was removed in 2022.

3) Stuck test
To detect weather stations with connectivity issues, a persistence test 

is commonly employed. This test identifies stations that repeatedly 
transmit the same observed values (Cerlini et al., 2020). In this study, 
observed values that remained unchanged within a 6-hour period were 
removed according to the stuck test from the UK Met Office. As a result, 
0.04 % of the dataset was removed in 2019, while 0.11 % was removed 
in 2022.

4) Spatial outliers
Due to non-traditional installation setups, observations from some 

private weather stations may exhibit significant discrepancies compared 
to the actual conditions within the study area. Therefore, detecting 
spatial outliers in the observational data is necessary. This study 
addressed this issue by removing any weather stations found to deviate 
from the daily mean of all stations by more than one standard deviation. 
In both 2019 and 2022, data from one weather station were removed, 
accounting for 2.25 % of observations in 2019 and 1.89 % in 2022.

Finally, after applying the above QC measures, a total of 53,776 
hourly air temperature observations from 62 weather stations were used 
for 2019, while 62,915 observations from 65 stations were utilized for 
2022.

3.5. Data pre-processing

Due to the varying spatial and temporal resolutions of the data 
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products used in this study, preprocessing steps are necessary. For all 
data products, the spatial resolution was standardized to match the 1-km 
resolution of MODIS Terra products within GEE. Specifically, the con-
version set the 1-km resolution of the MODIS product as the target and 
spatially aligned to the same pixel boundaries. High-resolution products 
with resolutions better than 1 km are aggregated to 1 km, while coarser- 
resolution products with resolutions larger than 1 km are reprojected to 
1 km. Air temperatures from weather stations were considered to 
represent the air temperature of the 1-km pixel where it was located.

For temporal resolution preprocessing, considering that satellite 
observations of variables like NDVI, emissivity, MNDWI, and elevation 
change slowly compared to air temperature, many studies often 
assumed that these variables observed by satellites were static over a 

period (Dos Santos, 2020; Kaplan et al., 2019). Therefore, this study 
utilised monthly averaged values of these variables extracted through 
GEE to represent the conditions of the month.

4. Methodology

4.1. Regression models

In this study, stepwise linear regression was initially employed to 
rank the significance and investigate the potential contribution of each 
local-scale variable to the downscaling of air temperature. Based on the 
ranking of variables obtained from stepwise linear regression, the study 
created 6 groups to assess the impact of fusing different local-scale 

Fig. 2. The distribution map of crowdsourced weather stations in London.

Fig. 3. The flowchart of the statistical downscaling model for air temperature.
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variables on air temperature downscaling. These 6 groups were con-
structed starting from the variable with the maximum standardised 
coefficient (Beta). Beta is derived by multiplying the unstandardised 
coefficient (B) by the ratio of the standard deviation of the independent 
and dependent variables. A higher absolute value of Beta indicates that 
the independent variable has a more substantial impact on the depen-
dent variable. Subsequently, adding one variable at a time according to 
the ranking until all variables were included. All groups were evaluated 
based on the performance of the generated downscaling model to assess 
the impact of integrating different local-scale variables on the accuracy 
of air temperature downscaling. Considering that the 2-m air tempera-
ture from ERA5-Land was utilised as the coarse-resolution variable for 
the downscaling model in this study, it was included in all of the testing 
groups. The overall framework of the model can be seen in Fig. 3.

Our study chose to utilise the GP algorithm (Abonyi, 2022), a su-
pervised machine learning technique, to obtain an appropriate down-
scaled regression model for estimating air temperature with high 
spatiotemporal resolution. The GP algorithm, depicted in Fig. 4, can 
effectively integrate observed multi-source data by constructing sym-
bolic regression models in the form of binary trees to generate inter-
pretable statistical regression models, which has been proven to 
outperform ordinary least squares (OLS) regression and artificial neural 
networks (ANN) (Gandomi & Roke, 2015; Gomes et al., 2019). In this 

study, NDVI, MNDWI, elevation, emissivity, rainfall, surface soil mois-
ture (0–7 cm), and 2-meter air temperature from ERA5-Land are utilised 
as explanatory variables in the proposed model, as shown in Fig. 3. 
Among these, 2-meter air temperature from ERA5-Land serves as the 
larger-scale variable in the statistical downscaling model, while the 
other variables serve as local-scale variables. The hourly air temperature 
observed by crowdsourced weather stations was used as the response 
variable of the model.

4.2. Effect of weather station density

This study employed an iterative approach to assess the influence of 
weather station density on the accuracy of the downscaling model. For 
2019, weather stations were randomly removed from the training 
dataset in increments of 5 stations, reducing the total from 62 to 7. 
Similarly, for 2022, the number of stations was iteratively reduced from 
65 to 5. For each increment, the optimal variable group obtained from 
Section 4.1 was utilised in executing the GP algorithm to generate the 
downscaling regression model. Then, the research used 5-fold CV to 
evaluate the performance of the model generated in each iteration and 
linked these with the density of weather stations.

Fig. 4. The workflow of the GP algorithm.

Z. Wen et al.                                                                                                                                                                                                                                     International Journal of Applied Earth Observation and Geoinformation 140 (2025) 104599 

6 



4.3. Model validation and accuracy

To validate the accuracy of the regression model, our study adopted 
5-fold CV to assess the performance of the generated air temperature 
data. In 5-fold CV, the data samples are randomly divided into five 
equally sized sample subsets. Four of these subsets were used to train the 
downscaling regression model, while the remaining subset was used to 
evaluate the trained model (Z. Zhang & Du, 2022). The process was 
repeated until each subset had been used for validation, resulting in five 
rounds of training and validation.

Three commonly used statistical indicators in synoptic meteorology 
were adopted in this study to evaluate the performance of the model, 
including the coefficient of determination (R-squared), mean absolute 
error (MAE), and RMSE. The equations are as follows: 

R − squared =

(
cov(o, s)

σoσs

)2

(1) 

MAE =

∑T
t=1

⃒
⃒yt

o − yt
s

⃒
⃒

T
(2) 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑T

t=1

(
yt

o − yt
s
)2

T

√
√
√
√
√

(3) 

in which yt
o and yt

s represent observed air temperature and air temper-
ature from the regression model at time t, respectively. σo and σs are the 
standard deviation of observations and the regression model, respec-
tively. cov(o, s) is the covariance between air temperature observations 
and air temperature from the regression model.

Fig. 5. Pearson correlation (r) between the explanatory variables and air temperature observations from weather stations: (a) 2019; (b) 2022.
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5. Results

5.1. Local-scale variables contribution

Pearson correlation (r) was calculated in this research to assess the 
correlation between all explanatory variables and the hourly air tem-
perature observations from the weather stations, as shown in Fig. 5. Soil 
moisture shows the highest degree of correlation among all local-scale 
variables with hourly air temperature observations, with a negative 
correlation coefficient of 0.461 in 2019 and 0.541 in 2022. Following 
closely is MNDWI, displaying a negative correlation coefficient of 0.213. 
As the third most correlated local-scale variable, rainfall demonstrates a 
negative correlation of 0.186 in 2019 and 0.148 in 2022, showing 
greater relevance compared to NDVI, elevation, and emissivity, which 
have been frequently used as explanatory variables in regression models 
in previous studies (Dos Santos, 2020; Lin et al., 2012; Noi et al., 2016).

Subsequently, the forward stepwise regression approach was 
employed to create a ranking, starting from the explanatory variable 
with the maximum Beta-value, up to all variables under consideration. 
Table 2 presents the results of the stepwise regression. Both the 2019 
and 2022 results indicate that elevation was identified as the most 
important explanatory variable among local-scale variables for 
achieving higher spatiotemporal resolution, followed by rainfall. 
Considering both years together, MNDWI can be considered as the third 
most influential factor. The t-value and p-value, signifying the signifi-
cance of the variables, are also utilised and demonstrate results consis-
tent with the ranking based on the Beta-value in the study. It is also 
worth noting that, despite slight differences in rankings compared to 
Fig. 5, the influence of rainfall in the downscaling model is still 
considered higher than that of variables such as NDVI used in previous 
studies. Moreover, although soil moisture shows a high correlation in 
Fig. 5, the results in Table 2 show that it does not contribute to the 
regression model performance as expected.

Based on the ranking of local-scale variables in Table 2, 6 groups of 
variables were created to generate regression models using the GP al-
gorithm: starting from the most correlated local-scale variable, which in 
this research was elevation, one variable was added at a time according 
to the ranking until all local-scale variables were included. To evaluate 
the performance of the regression models generated by these six groups, 
a total of 53,776 samples of hourly air temperature observations from 
weather stations were used for 2019, while 62,915 samples were utilized 
for 2022.

For better comparison, Table 3 presents the performance metrics of 
the downscaling regression models generated by the 6 groups. As local- 
scale variables are added, the performance of the generated air tem-
perature downscaling models also steadily improves. Group 6, which 
included all local-scale variables, produced the best-performing down-
scaling regression model. For 2019, it achieved an R-squared value of 
0.867, an RMSE of 1.694 ◦C, and an MAE of 1.276 ◦C, while for 2022, the 
model attained an R-squared value of 0.862, an RMSE of 1.785 ◦C, and an 
MAE of 1.278 ◦C. This study selected three representative weather sta-
tions to illustrate temporal variations of the optimal model, as shown in 
Fig. 6. The high consistency between the downscaling model and 
weather station observations demonstrates that our generated down-
scaling model can accurately estimate air temperatures with high 
spatiotemporal resolution. Fig. 7a illustrates the spatial distribution of 
air temperature in London at 14:00 on July 4, 2019, derived from the 
downscaling model generated by Group 6. The white pixels observed in 
the River Thames result from the missing data in the emissivity satellite 
products at the river estuary, which can be seen in Fig. 7d. Associated 
with the local climate zone in Fig. 1, it can be noted that most areas with 
air temperatures above 25 ◦C are located in the city centre (e.g., the City 
of London and Westminster) or residential areas (e.g., Wood Green, 
Woolwich, Walthamstow, Morden, Peckham, Hounslow, and Earling). 
By combining Fig. 7a with Fig. 7d-f, it becomes evident that areas in 
urban regions characterised by low emissivity, such as water bodies and 
highly vegetated parks, generally exhibit lower air temperatures. Other 
low air temperature areas are primarily found in higher elevation areas 
such as Addington Hills, as shown in Fig. 7c. However, the study also 
observed that Jubilee Wood Local Nature Reserve and Southall, located 
away from urban and residential areas, present unusually high air 
temperatures. Similar phenomena are also found in the spatial distri-
bution of 2-m temperature from the ERA5-Land dataset, as shown in 
Fig. 7b.

Moreover, it is worth noting that the performance of these 6 groups 
exhibits a similar phenomenon to the significance ranking obtained from 
stepwise linear regression results (Table 2): the higher the ranking of 
local-scale variables, the greater their impact on the performance of the 

Table 2 
Stepwise regression results for the model with all explanatory variables.

2019 summer Unstandardised 
Coefficients

Beta t ρ

B Std. Error

(Constant) 31.146 1.756 / 17.739 0.000
2-m temperature 

(ERA5-Land)
1.132 0.002 0.916 486.307 0.000

Elevation − 0.008 0.000 − 0.055 − 28.821 <0.001
Rainfall − 0.426 0.016 − 0.044 − 26.753 <0.001
Emissivity –32.842 1.809 − 0.030 − 18.154 <0.001
MNDWI 0.672 0.060 0.020 11.178 <0.001
Soil moisture − 0.668 0.158 − 0.008 − 4.241 <0.001
NDVI 0.231 0.071 0.006 3.239 0.001
2022 summer Unstandardised 

Coefficients
Beta t ρ

B Std. Error
(Constant) 15.718 3.045 / 5.161 <0.001
2-m temperature 

(ERA5-Land)
1.129 0.003 0.911 352.101 0.000

Elevation − 0.007 0.000 − 0.050 − 19.377 <0.001
Rainfall − 0.461 0.022 − 0.047 − 20.692 <0.001
MNDWI 0.803 0.117 0.020 − 6.854 <0.001
NDVI − 0.760 0.082 − 0.023 9.254 <0.001
Emissivity − 16.209 3.162 − 0.013 − 5.126 <0.001
Soil moisture − 0.918 0.217 − 0.011 − 4.237 <0.001

Table 3 
Performance of 6 groups of explanatory variables for air temperature 
downscaling.

Year Adopted local-scale 
variables

R- 
squared

RMSE MAE

2019 Group 
(1)

Elevation 0.842 1.897 1.442

Group 
(2)

Elevation + Rainfall 0.862 1.726 1.297

Group 
(3)

Elevation + Rainfall +
Emissivity

0.866 1.701 1.282

Group 
4

Elevation + Rainfall +
Emissivity + MNDWI

0.866 1.696 1.279

Group 
5

Elevation + Rainfall +
Emissivity + MNDWI + Soil 
moisture

0.866 1.693 1.277

Group 
6

Elevation + Rainfall +
Emissivity + MNDWI + Soil 
moisture + NDVI

0.867 1.694 1.276

2022 Group 
(1)

Elevation 0.839 1.948 1.373

Group 
(2)

Elevation + Rainfall 0.848 1.897 1.342

Group 
(3)

Elevation + Rainfall + MNDWI 0.856 1.851 1.319

Group 
4

Elevation + Rainfall + MNDWI 
+ NDVI

0.860 1.815 1.297

Group 
5

Elevation + Rainfall + MNDWI 
+ NDVI + Emissivity

0.861 1.796 1.292

Group 
6

Elevation + Rainfall + MNDWI 
+ NDVI + Emissivity + Soil 
moisture

0.862 1.785 1.278
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downscaling regression model. For example, in 2019 summer, the 
addition of the second-most relevant variable, rainfall, resulted in a 
decrease of 0.171 ◦C in the RMSE of the regression model compared to 
Group (1). Meanwhile, the addition of the fifth-most relevant variable, 
soil moisture, only led to a reduction of 0.003 ◦C in the RMSE compared 
to Group 4. Moreover, the study unexpectedly found that the MNDWI, 
representing water bodies, contributed more significantly to air tem-
perature estimations than the NDVI, representing vegetation.

5.2. Rainfall contribution

To specifically explore the contribution of weather radar rainfall 
observations on air temperature estimations, this study individually 
removed rainfall from all local-scale variables while generating the 
downscaling models by the GP algorithm. Considering the direct cor-
relation between rainfall and soil moisture, the same procedure was 
applied to soil moisture and its combination with rainfall to explore their 
effects on model performance, as shown in Table 4. It indicates that 

rainfall has a significant impact on the performance of the downscaling 
model, leading to a 0.016 ◦C reduction in RMSE for 2019 and a 0.035 ◦C 
reduction for 2022. Furthermore, although removing soil moisture only 
resulted in a 0.002 ◦C decrease in RMSE for 2019 and 0.017 ◦C for 2022, 
the reduction in RMSE caused by simultaneously removing both soil 
moisture and rainfall was 0.025 ◦C in 2019 and 0.066 ◦C in 2022, 
exceeding the sum of their individual impacts.

5.3. Impact of meteorological-station spatial density

Fig. 8 illustrates how changes in weather station density affect the 
downscaling performance of air temperature. The results from 2019 and 
2022 exhibit a similar trend: as the density decreases from 1.6 stations/ 
100 km2 to 0.1 stations/100 km2, the downscaling performance grad-
ually decreases. Moreover, when the density exceeds the threshold of 0.5 
stations/100 km2 (22 stations in this research), increasing station den-
sity becomes less effective in further improving the performance of the 
downscaling models. On average, each addition of five weather stations 

Fig. 6. Temporal variations of hourly air temperature during daytime (6:00–18:00): (a) Heathrow (2019); (b) Heathrow (2022); (c) Cave Weather (2019); (d) Cave 
Weather (2022); (e) London St James’s Park (2019); (f) London St James’s Park (2022).
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only increases the R-squared value by 0.005 and decreases the RMSE by 
0.027◦C.

6. Discussions

The limited availability of high spatiotemporal resolution air tem-
perature data hinders the monitoring of spatial variations in tempera-
ture during heatwaves within urban areas (Yoo et al., 2023). Based on 
crowdsourced weather station observations, our statistical downscaling 
framework utilized the GP algorithm to integrate satellite products, 
reanalysis datasets, and weather radar observations to obtain 1-km 
daytime hourly air temperatures. For 2019, the model achieved an R- 
squared value of 0.867, an RMSE of 1.694 ◦C, and an MAE of 1.276 ◦C, 
while for 2022, it attained an R-squared value of 0.862, an RMSE of 

1.785 ◦C, and an MAE of 1.278 ◦C. Compared to the current focus of 
scholars on exploring high-resolution daily maximum air temperatures 
(Dos Santos, 2020; Noi et al., 2016; Yoo et al., 2018), our generated 
hourly air temperatures can better monitor the spatial distribution 
changes of high-temperature areas throughout daylight hours, thereby 
providing a stronger theoretical support for public health authorities to 
analyse heat-related mortalities and implementing heatwave counter-
measures. So far, there has been no study that integrates data from the 
aforementioned three sources with crowdsourced data from private 
weather stations to obtain high spatiotemporal resolution air tempera-
tures. It seems to be primarily due to the fact that processing crowd-
sourced data from private weather stations requires complex QC steps, 
and the weather radar data of many countries is closed-source.

Fig. 7. The spatial distribution pattern across London on 4 July 2019 at 14:00: (a) air temperature from the optimal downscaling model; (b) 2-m temperature from 
the ERA5-Land; (c) elevation; (d) emissivity; (e) MNDWI; (f) NDVI.
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6.1. Variable significance

The research of W. Liu et al. (2022) has already demonstrated that 
rainfall can significantly impact urban air temperatures. Our exploratory 
analysis further corroborates this finding, with rainfall ranking second 
only to elevation in terms of its importance for estimating air tempera-
ture, as shown in Table 2 and Table 3. Besides, the results in Table 4
demonstrate that compared to using either variable alone, incorporating 
the coupling of soil moisture and rainfall in the downscaling model can 
provide a more comprehensive explanation of air temperature varia-
tions. This further proves the potential of integrating weather radar 
observations with other data sources, such as satellite products. How-
ever, most existing studies only focused on exploring different fusion 
methods or algorithms for integrating satellite products and reanalysis 
datasets to obtain high-resolution temperature data, while neglecting 
the potential of integrating other data sources (e.g., weather radar). This 

could be a promising direction for researchers in geoinformatics to 
obtain high spatiotemporal resolution air temperatures.

Our results also indicate that soil moisture did not exhibit the ex-
pected significance in the downscaling regression model, as shown in 
Table 2. It is mainly due to the high correlation between soil moisture 
and 2-m temperature from ERA5-Land, as shown in Fig. 5. The close 
relationship between soil moisture and 2-m temperature can cause 
relatively high collinearity, leading to a lower contribution of soil 
moisture in the regression model. However, considering the contribu-
tion of the coupled effects with other variables (e.g., rainfall) to the 
downscaling model, incorporating soil moisture for estimating air tem-
peratures is still considered meaningful.

Additionally, while water bodies and green spaces have similar 
emissivity values obtained from MODIS, water bodies actually have a 
superior cooling effect compared to green spaces (Tan et al., 2021; Yu 
et al., 2020), especially flowing water bodies (Deng et al., 2023). It may 

Fig. 7. (continued).
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explain why MNDWI exhibits greater significance than NDVI, whether 
in downscaling models (Table 2) or Pearson correlation results (Fig. 5). 
Fig. 7a also illustrates a similar scenario, showing that compared to 
parks within London, the River Thames has a more significant cooling 
effect on its surroundings.

6.2. Spatial distribution of air temperature

The spatial distribution pattern of air temperature across London in 
Fig. 7a indicates that different land attributes can have varying cooling 
or warming effects on air temperatures at the local level. In this research, 
built-up areas have been found to have a warming effect on air tem-
perature. Compared to rural areas, these areas typically have less green 
space and more impermeable surfaces (Oke, 1982). This leads to a 
reduction in evapotranspiration and latent heat flux in urban areas, 
converting more energy into sensible heat and finally resulting in 

Fig. 7. (continued).

Table 4 
Performance of the air temperature downscaling modele while removing rainfall 
and soil moisture.

Year Remove 
rainfall and 
soil moisture

Remove 
rainfall

Remove 
soil 
moisture

All 
variables

2019 R- 
squared

0.863 0.864 0.866 0.867

RMSE 1.719 1.710 1.696 1.694
MAE 1.296 1.290 1.278 1.276

2022 R- 
squared

0.855 0.857 0.860 0.862

RMSE 1.851 1.820 1.802 1.785
MAE 1.337 1.312 1.297 1.278
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warming air temperatures (Grimmond & Oke, 1991). Additionally, heat 
released from human activities such as traffic further exacerbates this 
warming effect (Allen et al., 2011). The high temperatures observed in 
densely populated residential areas (e.g., Earling, Woolwich, Hounslow, 
and Peckham) provide strong evidence for this effect. For the cooling 
effect, areas with high vegetation coverage, high elevation, or abundant 
water bodies have been found to be significant contributors to air tem-
perature reduction at the local level. Especially for the areas with high 
vegetation coverage and abundant water bodies, as important compo-
nents of blue-green infrastructure (Z. Liu et al., 2021), they have been 
widely acknowledged as effective in reducing the negative impacts of 
heatwaves. Areas with high vegetation coverage achieve cooling by 
shading, guiding airflows, and intercepting precipitation (Gatto et al., 
2020; Morakinyo et al., 2017), while water bodies cool the overlying 
and adjacent air through evaporation and convection (Albdour & Bar-
anyai, 2019; Jacobs et al., 2020). The distribution of low air tempera-
tures observed in blue-green infrastructure areas such as the River 
Thames, Addington Hill, Thames Chase Forest Centre, and High Elms 
Country Park in Fig. 7 also confirms this phenomenon. These findings 
provide actionable insights for urban planners, who can use such high- 
resolution patterns to prioritise the design and placement of blue- 
green infrastructure in neighbourhoods with high air temperatures to 
improve urban heatwave resilience.

However, our results note that the above patterns are not always 
effective in downscaling. For instance, Jubilee Wood Local Nature 
Reserve and Southall, as shown in Fig. 7, exhibit anomalously high 
temperatures. Comparing the spatial distribution of generated air tem-
peratures (Fig. 7a) and 2-m temperatures from ERA5-Land (Fig. 7b), it 
can be observed that areas with anomalously high temperatures are 
mainly influenced by the spatial distribution characteristics of 2-m 
temperature, which is regarded as the larger-scale variable in the 
downscaling model. Although the ERA5-Land dataset has been shown to 

have high accuracy at the regiona-scale in previous studies (Huang et al., 
2021; Yilmaz, 2023), the complex urban surface can lead to significant 
spatial differences at the local scale (Zou et al., 2022). Moreover, the 
land scheme of ERA5-Land does not specifically account for urban areas 
(Schwingshackl et al., 2023), which may result in the inadequate cap-
ture of the spatial variation of air temperatures at the city level. Thus, 
the spatial distributions of 2-m temperature may not adequately repre-
sent the air temperature distributions in urban areas, inevitably result-
ing in areas with abnormal air temperature during the downscaling 
process.

Moreover, the downscaling method itself also contributes to the 
emergence of anomalous temperature patterns. A comparison between 
Fig. 7(a) and Fig. 7(b) reveals that, while downscaling improves spatial 
resolution, it inevitably introduces visible horizontal and vertical line 
patterns near the original 0.1◦ pixel boundaries. This issue arises 
because our downscaling approach relies on low-resolution large-scale 
variables (i.e., ERA5-Land 0.1◦ air temperature) to generate high- 
resolution (1-km) air temperatures. However, it does not incorporate 
constraints to ensure smooth transitions between adjacent pixels, 
resulting in abrupt temperature changes at pixel boundaries and leading 
to grid artifacts (Wilby & Wigley, 1997). This is a common limitation of 
downscaling methods, as also noted in the research of Wen et al. (2023). 
Thus, for future research, explore the integration of appropriate 
smoothing models during the data preprocessing stage may effectively 
mitigate the anomalous temperature patterns observed in the down-
scaled results.

6.3. The prospects of crowd-sourced air temperature observations

In the downscaling process of this study, we found that the accuracy 
of the high spatiotemporal resolution air temperatures generated by the 
downscaling model significantly improves as the density of weather 

Fig. 8. Performance statistics for air temperature downscaling after iteratively removing randomly selected weather stations: (a) R-squared results for summer 2019; 
(b) RMSE results for summer 2019; (c) R-squared results for summer 2022; (d) RMSE results for summer 2022.
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stations increases, particularly when the density is below approximately 
0.5 stations per 100 km2. Currently, the density of private weather 
stations in many cities in Europe, the Americas, and Oceania meets this 
threshold (Hahn et al., 2022; Venter et al., 2020). This can effectively 
address a significant issue encountered in constructing statistical climate 
models: how to ensure that the number of weather stations used in the 
research is sufficient for the study area (Bustos et al., 2015; Mahmood 
et al., 2010). Moreover, the findings can also offer valuable references 
for researchers in geoinformatics seeking to improve the computational 
efficiency of downscaling methods by considering the spatial density of 
observational data.

Furthermore, previous studies have compared their methods for 
obtaining high-resolution air temperatures with those proposed by other 
research institutions, have only simply compared the performance of 
different models (e.g., RMSE, R-squared) without considering the influ-
ence of weather station density (Dos Santos, 2020; Flückiger et al., 2022; 
Kloog et al., 2014). Our study, along with research conducted by Venter 
et al. (2020), demonstrated the importance of weather station density in 
improving model performance. Therefore, judging performance solely 
through model comparisons lacks a comprehensive assessment. 
Comparative analysis should be conducted while controlling for vari-
ables such as weather station density to enhance credibility.

7. Conclusions

Based on crowd-sourced air temperature observations from private 
weather stations, the study made the first attempt to generate hourly air 
temperatures for London during summer daytime by integrating satellite 
products, reanalysis datasets, and weather radar observations. The 
model utilised 2-meter temperature data from ERA5-Land as the larger- 
scale variable and employed the GP algorithm to integrate other local- 
scale variables for generating the optimal downscaling model to 
obtain high spatiotemporal resolution air temperatures. The generated 
model demonstrated good performance in both research periods. For 
2019, it achieved an R-squared value of 0.867, an RMSE of 1.694 ◦C, and 
an MAE of 1.276 ◦C, while for 2022, it attained an R-squared value of 
0.862, an RMSE of 1.785 ◦C, and an MAE of 1.278 ◦C. These results 
indicate that the combination of satellite products, reanalysis datasets, 
weather radar observations, and crowd-sourced air temperatures is 
beneficial. High spatiotemporal resolution rainfall data from weather 
radar observations significantly impacts the accuracy of generated air 
temperatures, second only to elevation. However, existing studies often 
overlook the importance of weather radar observations in estimating air 
temperatures. Furthermore, the study observed that blue-green infra-
structure in urban areas, particularly water bodies, can significantly cool 
air temperatures in densely populated built-up areas. Therefore, con-
structing blue-green infrastructure centred around water bodies in the 
future could be an effective measure to enhance urban heatwave 
resilience.

Technically, our downscaling framework can be applied to any city 
with access to weather radar rainfall observations and a sufficient 
number of weather stations. It is worth noting that for research aiming to 
obtain 1-km resolution air temperatures, we recommend a minimum of 
0.5 stations per 100 km2 to enhance the accuracy of the model. For 
studies aiming to compare the advantages and disadvantages of different 
methods, considering the impact of weather station density on model 
accuracy, constructing models for comparison based on stations with 
similar densities is considered more convincing than simply comparing 
the performance of different models. The study also found that using 2- 
m temperature from ERA5-Land as the larger-scale variable in the 
downscaling model may not capture significant spatial differences 
caused by the complex urban surface. Therefore, the spatial distribution 
of the generated air temperatures by the model would inevitably be 
influenced by the inherent errors of the ERA5-Land dataset. Moreover, 
the grid artifacts introduced by the downscaling method further exac-
erbate the anomalous temperature patterns. Therefore, addressing these 

limitations could be a promising direction for future model 
optimization.

Overall, our study explored the contributions of weather radar ob-
servations and weather station density to high spatiotemporal resolution 
air temperature estimations, providing possible directions for re-
searchers to further improve air temperature estimation models in the 
future. In addition, the generated high-resolution air temperature data 
can also help urban planners and public health authorities more accu-
rately identify heat-vulnerable areas, support the adaptive design of 
blue-green infrastructure, and enhance the effectiveness of urban resil-
ience planning.
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