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Abstract. Welsh is a linguistically rich yet under-resourced minority
language. Despite its cultural significance, automated fluency assessment
remains largely unexplored due to limited datasets and tools. Existing
models focus on high-resource languages, leaving Welsh without sufficient
multi-modal resources. To address this, we introduce CymruFluency, the
first 4D dataset for Welsh fluency assessment, capturing both audio and
3D lip movements with expert-annotated fluency scores. Building on this,
we propose a multi-modal fluency classification framework that com-
bines audio features (mel spectrograms) and manually annotated 3D lip
landmarks. Our fusion approach significantly improves fluency prediction
over unimodal models, emphasizing the critical role of 3D lip dynamics
in Welsh learning. This research advances minority language processing
by integrating articulatory features into fluency evaluation, offering a
powerful tool for Welsh language learning, assessment, and preservation.
Project page: https://github.com/arvinsingh/CymruFluency

1 Introduction

Welsh is a culturally significant language spoken in Wales, UK, with histori-
cal and linguistic ties to other Celtic languages, such as Scottish Gaelic and
Irish. Despite its rich heritage and approximately 851,700 speakers [35], Welsh
is considered a challenging language for new learners due to its unique phonetic
structure, consonant mutations, and complex pronunciation rules. These linguis-
tic features, while integral to the language’s identity, create barriers for learners,
making effective educational resources and assessment tools essential. Moreover,
applications such as AI-driven language tutoring, speech therapy, and automatic
fluency evaluation could play a crucial role in preserving and revitalizing Welsh
by providing accessible learning support and standardized assessment methods.

However, Welsh faces a significant challenge due to the limited availabil-
ity of resources, including data, speech, and fluency assessment tools. Unlike
high-resource languages such as English, French, and German, which benefit
from extensive datasets and commercial support, spoken Welsh is underrepre-
sented in both technology and research. Existing speech datasets—such as the
Avalinguo Audio Dataset [3], MPS Dataset [14], Speechocean [37], PSCPSF [20],
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Fluent speakers Non-fluent speakers
Fig. 1: Mouth and lip shapes of fluent and non-fluent Welsh speakers while pro-
nouncing ’Gwybodaeth angenrheidiol’.

UCLASS [17], and LibriStutter [18]—primarily focus on widely spoken lan-
guages, leaving Welsh without comparable resources. Additionally, disfluency
corpora like FluencyBank [6], which compiles various disfluency datasets pri-
marily in English, further emphasize this imbalance. Visual datasets like LRW
(Lip Reading in the Wild) [11] incorporate lip movements but lack synchro-
nized fluency annotations. Although recent initiatives in the Welsh Tech Action
Plan [36], including efforts on voicebank, text translation, and name recogni-
tion, are emerging, commercial speech recognition systems like Apple’s Siri still
do not support Welsh. The Common Voice Welsh dataset offers open-source au-
dio samples [5], but it does not include visual data or detailed fluency labels.
The recent MuAViC [4] and MultiTalk [32] datasets represent significant ad-
vancements in multilingual speech recognition and 3D talking head generation.
MuAViC provides a robust audio-visual corpus across nine languages, while Mul-
tiTalk offers a comprehensive multilingual video dataset designed to enhance 3D
talking head models. To our knowledge, there are no visual datasets that include
Welsh. This gap in visual and audio resources further limits the ability of educa-
tors and speech therapists, who often have to rely on informal or English-based
assessment tools [25, 10].

Despite Welsh’s linguistic importance, research on automated Welsh fluency
assessment remains scarce. Speech fluency evaluation is an essential component
of language learning, aiding educators and learners in assessing proficiency and
identifying areas for improvement. Recent advancements in fluency assessment
for high-resource languages utilize techniques such as Support Vector Machines,
Random Forest, Multilayer Perceptron [7], Gaussian Mixture Models, and Con-
volutional Neural Networks [28] to analyze spectral features (e.g., MFCCs, jit-
ter), while 3D-CNNs have been used to extract spatiotemporal lip movement
patterns [13]. While recent studies explore multi-modal fusion, e.g., late fusion
of audio and lip embeddings in English speech recognition [30], these meth-
ods are not optimized for fluency prediction or tested on languages with strong
viseme-phoneme correspondence, such as Welsh.

Recent studies in multi-modal disfluency detection [24, 27] emphasize the
effectiveness of combining audio and facial cues to enhance prediction accu-
racy. While primarily focusing on English disfluencies, these findings underscore
the potential of visual features, particularly beneficial for languages like Welsh,
which rely on consonant mutations and distinct phonemic variations. Existing
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techniques in audio/video disfluency detection [12, 27] often utilize modalities
such as EEG, facial muscle encoding, and textual annotations like ‘repetition’,
‘prolongation’, ‘block’, and ‘pauses’. However, these methods rely on data that
is difficult or labor-intensive to obtain.

Welsh presents a unique challenge for fluency learning and assessment due to
the distinct lip and mouth movements required for accurate pronunciation. The
language features complex phonemes — such as the rolled ’R,’ ’CH,’ ’DD,’ and
’LL’ — which can be challenging for both novice speakers and speech recogni-
tion systems. Many Welsh phonemes involve articulatory gestures not commonly
found in English, making visual cues—such as lip protrusion and tongue move-
ment—crucial for speech analysis (see Figure 1 for examples of these distinct
mouth shapes in the 3rd and 4th columns when speaking a Welsh phrase). These
factors highlight the potential value of a fluency evaluation and learning app with
3D visual feedback. Discussions with speech therapists suggest that such an app
could provide valuable feedback for children born with hearing impairments, as
well as for Parkinson’s patients, supporting home rehabilitation and tracking
speech progress as it changes over time. However, developing this learning feed-
back and rehabilitation app would require a dataset to capture Welsh phonetics,
its associated 3D facial movements, and their correlation.

To this end, we introduce CymruFluency, the first 4D Welsh-speaking fa-
cial dataset, capturing both audio and high-resolution 3D lip movements with
annotated landmarks. The dataset provides a snapshot of contemporary Welsh,
particularly from the southern region, offering insights for Welsh language analy-
sis. We also develop a multi-modal fluency classification technique that integrates
audio features (mel spectrograms) and 3D lip landmarks, using a fusion strategy
that combines embeddings from audio and landmark subnetworks. Our results
show that this multi-modal approach outperforms unimodal models based on
audio or mouth cues, supporting our hypothesis that lip and mouth movements
are useful in Welsh learning and fluency assessment. Our contributions include:

1. We present CymruFluency, the first 4D Welsh fluency dataset, incorporating
synchronized audio, 3D lip movement, and expert-assigned fluency scores.

2. We develop a novel multi-modal fluency classification framework that fuses
audio and landmark data for improved Welsh fluency machine assessment.

3. Our results show that multi-modal analysis enhances fluency prediction ac-
curacy for Welsh, a phonetically complex and under-researched language.

4. We contribute to the broader study of minority language processing by show-
ing how articulatory features enhance automatic fluency evaluation.

2 Dataset CymruFluency

2.1 Participants & Data Collection

The CymruFluency dataset includes recordings from 33 speakers, each producing
10 predetermined Welsh phrases (Table 1), selected by a Welsh expert teacher
with increasing difficulty. The anonymized participants were openly recruited
via university emails, including Welsh learners of varying proficiency levels,
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Table 1: Increasingly difficult Welsh phrases
Phrase Welsh Meaning in English

V1 Eisteddfod yr Urdd Welsh Youth Music Competition
V2 Prynhawn da bawb Good afternoon everyone
V3 Dyn busnes yw e It’s a businessman
V4 Papur a phensil Paper and pencil
V5 Ardderchog Excellent / Superb
V6 Llwyddiant ysgubol Great success
V7 Yng nghanol y dref In the town center
V8 Dwy neuadd gymunedol Two community halls
V9 Llunio rhestr fer Shortlisted
V10 Gwybodaeth angenrheidiol Necessary information Fig. 2: 3D mesh quality and

landmarking in progress.

Table 2: Fluency scoring rubric
(0–5) for spoken Welsh phrases

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Avg

1 5 5 5 5 5 5 5 5 5 5 5.0
2 5 - 5 5 - 5 5 5 5 - 5.0
3 4 5 4 4 4 5 5 4 4 5 4.4
4 2 3 3 3 3 2 4 1 2 3 2.6
5 4 5 4 5 4 4 3 4 3 3 3.9
6 3 4 4 3 3 4 4 3 3 2 3.3
7 0 1 3 2 3 2 3 2 3 3 2.2
8 4 4 4 5 5 5 4 3 4 2 4.0
9 3 4 3 2 3 3 4 3 4 2 3.1
10 1 2 3 4 4 3 3 3 3 3 2.9
11 4 4 4 5 5 4 4 4 4 4 4.2
12 2 1 2 2 2 1 3 0 2 0 1.5
13 1 2 3 2 2 1 2 2 2 3 2.0
14 5 5 5 5 5 4 5 5 5 5 4.9
15 5 5 5 5 5 5 5 5 5 5 5.0
16 2 4 3 4 2 3 2 3 4 3 3.0
17 5 5 5 5 5 5 5 5 5 5 5.0
18 1 2 2 3 3 3 1 0 3 0 1.8
19 0 0 1 1 0 0 0 0 0 0 0.2
20 5 5 4 5 5 5 5 5 5 5 4.9
21 2 0 1 1 2 0 0 2 0 1 0.9
22 1 2 3 3 2 1 4 4 2 1 2.3
23 0 1 0 1 1 1 2 1 1 1 0.9
24 4 4 4 4 3 4 5 4 4 4 4.0
25 4 4 4 4 4 4 4 4 4 4 4.0
26 5 5 5 5 5 5 5 5 5 5 5.0
27 5 4 4 4 4 4 4 4 4 4 4.1
28 1 2 2 3 3 1 1 3 2 0 1.8
29 5 5 5 5 5 5 5 5 5 5 5.0
30 1 3 3 2 2 1 3 1 2 2 2.0
31 4 4 4 4 4 4 4 5 3 4 4.0
32 2 4 3 3 1 1 3 0 4 1 2.2
33 2 2 2 3 2 1 3 1 1 1 1.8

Table 3: Fluency statistics for fluent
and non-fluent subjects.
Class Sequences Min Max Avg
Fluent 157 4 5 4.6
Non-fluent 170 0 3 2.2

native/fluent speakers, and interna-
tional participants (from the EU, Africa,
China, India, etc.) with no prior Welsh
knowledge. After a research briefing
and consent, participants watched pre-
recorded videos by a Welsh native speaker
of each phrase three times before record-
ing. All participants were incentivized
with Amazon vouchers for their partic-
ipation. This resulted in 327 valid se-
quences (three excluded due to captur-
ing and reconstruction issues), with each
sample lasting between 1 and 3 seconds,
averaging 2.47 seconds, for a total dura-
tion of 13.46 minutes. A sample video for
V10 is available at {https://tinyurl.
com/5yaxxn3n}.

Fluency was rated on a scale of 0 to 5
by the same Welsh expert teacher. Table 2
presents the fluency scoring rubric used to
evaluate spoken Welsh phrases (V1–V10)
from the 33 speakers. The criteria include
intelligibility, error frequency, and accent
strength, with scores as follows: 5=native,
4=fluent with 1–2 issues, 3=more than
2 issues, 2=intelligible with significant is-
sues, 1=barely intelligible, and 0=unintel-
ligible. For our experiments, we treat flu-
ency prediction as a binary classification,
categorizing speakers as fluent (score ≥ 4)
- as all fluent speakers scored 4 or above
- or non-fluent (score < 4). Table 3 shows
statistics for fluent and non-fluent speakers.

Each phrase was assessed based on intelligibility, frequency of errors, and
accent strength, with consideration for regional dialect variations that could
influence scoring. The fluency scores ranged from 0 to 5. The recordings were
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Fig. 3: (a) Variations in the 3D facial landmark configuration along the top three
principal components. The left contour (neutral face) represents the mean facial
shape across all samples. The contours labeled “PC1 +1 SD” and “PC1 -1 SD”
illustrate the dominant mode of variation, showing how the face deviates from the
mean when this component is increased or decreased by one standard deviation.
Similarly, “PC2 ±1 SD” and “PC3 ±1 SD” reveal the secondary and tertiary
modes of variation, respectively. (b) Visualization of facial landmark alignment
across multiple sequences using nine nose points.

captured using a medical-grade 3dMD system [1]. Calibration was performed
before every session, and sequences were recorded at 48 fps with synchronized
audio and 3D facial data. The system uses six stereo cameras (four infrared
sensors for geometry reconstruction and two color sensors for texture capture)
to obtain high-fidelity data. Raw image data (∼5MB per bitmap, ∼1.4GB/sec)
were stored locally and processed offline to reconstruct detailed 3D geometry
and texture, with each mesh containing ∼17K vertices.

2.2 Two Modalities
Audio was captured concurrently with the 3D recordings and saved in the ‘.wav’
format at a sampling-rate of 16KHz. Each audio sample duration lasts from 1-3
seconds and for each sample, a set of features is extracted, including Mel Fre-
quency Cepstral Coefficients (MFCC), Zero-Crossing Rate (ZCR), Root Mean
Square Energy (RMSE), and Spectral Flux (SF)[7]. These features are computed
for each individual time frame across the entire duration of the audio sample.
3D Landmarks Each facial sequence was manually annotated per frame using
Landmarker.io [23] with the iBug68 template [29]. All annotations were cross-
checked by two annotators. Manual annotation is crucial because automated
techniques often struggle to accurately capture 3D lip shape, such as protrusion,
which is essential for detailed speech articulation analysis, especially for Welsh.
By manually annotating 20 key lip landmarks, we ensure high accuracy and con-
sistency, providing a strong foundation for future applications such as speaking
head synthesis, real-time streaming, and medical rehabilitation. These annota-
tions not only essential for our experiments but also serve as a valuable prior
for advancing techniques in computer vision and speech analysis. For our pilot
study, we utilize these annotated landmarks for fluency analysis to demonstrate
their usefulness and validate our hypothesis.

Natural speech involves subtle head and body movements. To stabilize facial
landmarks while preserving their shape and size, we apply rigid alignment using
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Fig. 4: Complete pipeline of the classification architecture with Audio/Landmark
learning module and Fusion module.

nine nose points [33], leveraging the nose’s stability [26]. Figure 3a shows land-
mark sequences of multiple subjects speaking phrase V2, before and after align-
ment. Figure 3b shows the mean facial landmarks (the neutral pose baseline).
PCA [2] applied to the aligned data captures the primary modes of variation,
with standard deviations (SD) quantifying deviations from this baseline.

3 Methodology
3.1 Network Architecture Overview

In this section, we present the network architecture designed to integrate au-
dio and landmark features for fluency analysis using the CymruFluency dataset.
Existing fluency prediction techniques for major languages require extensive an-
notations [19, 12] and often lack accessible source code, making them less ap-
plicable to our setting. Given the relatively small size of our dataset and the
short duration of Welsh phrases, we focus on exploring and designing compact
models. We begin by investigating various audio and landmark feature learning
techniques (Section 3.2) for unimodal fluency classification. Section 3.3 further
explores multi-modal fusion strategies for evaluating our hypothesis. Finally, we
summarize our findings in Section 4.

3.2 Feature Learning

Audio To extract meaningful representations from short phrases, we explore
two feature-learning approaches inspired by prior work in speech processing.
First, following compact feature-based models used in fluency research [7], we
use static fixed-length audio feature vector, later concatenated with landmark
features before being processed through a multilayer perceptron (MLP) to serve
as a baseline approach. This approach is effective when key acoustic charac-
teristics have already been distilled into a compact representation. Second, to
model fine-grained temporal patterns in speech, we leverage recurrent neu-
ral networks designed for sequence learning [15, 9]. Specifically, long short-term
memory (LSTM) and gated recurrent units (GRU) capture subtle fluency cues
by modeling timing variations and acoustic transitions, offering a richer fluency
representation.
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Fig. 5: Visualization of three audio-landmark fusion strategies: (a) Concatenation
followed by a fully connected layer; (b) Modality-specific self-attention captures
intra-modal dependencies; (c) Cross-attention models inter-modal interactions
(blue and orange dotted arrows indicate feature conditioning from a different
modality).

Landmarks To capture articulatory dynamics from 3D mouth and lip landmark
data, we explore several feature learning approaches, drawing on prior work in
temporal data analysis: As a simple baseline, we apply mean pooling across the
landmark sequence to produce a compact representation, treating it as a static
feature. While computationally efficient, static pooling serves only as a baseline
and may miss fine-grained motion details. Our main focus is on models that
exploit the full temporal sequence of 3D landmarks to capture the dynamic ar-
ticulatory patterns crucial to fluency. To this end, we employ a LSTM network,
which has proven effective in sequential gesture and speech-related tasks [31].
In some configurations, we enhance the LSTM with an attention mechanism
to focus on key facial movements indicative of fluency. Transformer-based ar-
chitectures have shown strong performance in action recognition [22], but their
high data requirements make them prone to overfitting on small datasets like
ours. Similarly, we avoid using 3D convolutional neural networks (3D CNNs) on
landmark sequences, as their large model size and complexity also require large-
scale datasets for stable training [8, 21]. Therefore, inspired by advancements
in skeleton based motion analysis and the topological structure of mouth and
lip landmarks, we apply a spatio-temporal graph convolutional network (ST-
GCN [16]) to model both spatial and temporal dependencies. The inner and
outer lip landmarks form two loops. This topology may help ST-GCN capture
lip movements and identify fluency cues in short phrases.

3.3 Fusion Strategy

Baseline Approach: We use fixed-length audio features concatenated with
mean-pooled landmark features. The 83-dimensional input (23 audio + 60 land-
marks) is passed to an MLP with one hidden layer of 128 units, followed by
batch normalization, ReLU, dropout, and a final layer for binary classification.
Fine-grained Approach: After extracting modality-specific features (using
GRU, LSTM, ST-GCN), we explore fusion strategies. Early fusion risks losing
modality details, while late fusion may overlook important dependencies [38]. We
adopt intermediate fusion to strike a balance between modality preservation and
cross-modal interaction, considering both concatenation and attention-based fu-
sion. For attention-based fusion, we investigate two approaches: self-attention
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and cross-attention. Self-attention enhances feature representation within a sin-
gle modal by re-weighting features based on contextual relationships and captur-
ing intra-modal dependencies [34]. Cross-attention enables inter-modal fusion
by computing attention scores between audio and 3D landmarks, allowing one
modality to selectively focus on the most relevant aspects of the other for ef-
fective integration. In contrast, simple concatenation lacks explicit weighting,
relying on subsequent layers to infer feature importance, which may be less
effective when modalities vary in relevance. However, given our small dataset
and potential redundancy between audio and temporal landmarks, concatena-
tion offers a simple and effective approach for our exploration. After fusion, the
resulting multi-modal representation is passed through a classifier to produce
logits for binary prediction. In attention-based fusion (self or cross-attention),
the classifier is a single fully connected layer that outputs probabilities for the
two classes: fluent or non-fluent. In concatenation-based fusion, the classifier re-
fines the fused features using a fully connected layer with ReLU and dropout,
followed by a final output layer.

Figure 5 visualizes three fusion strategies: a) concatenation of audio and land-
mark features, b) self-attention on each feature, and c) cross-attention, where
one modality conditions the other. After attention in b) and c), the features are
combined and passed through a fully-connected layer for fusion.

4 Experiment
4.1 Experiment Setup

We evaluate our method on a PC with a 2.6GHz CPU, 8GB RAM, and 1080Ti
GPU. The CymruFluency dataset is split using a stratified random approach:
70% (229 samples) for training and 30% (98 samples) for testing, ensuring bal-
anced fluent and non-fluent classes. This speaker-independent split is based on
fluency scores from expert annotators, avoiding data biases and leakage. We use
the Adam optimizer with cross-entropy loss, a learning rate of 1e-5 to 1e-3, and
a batch size of 16 for 500 epochs.

4.2 Results and Analysis

Table 4 presents a comparison between our model and the state-of-the-art SVM
baseline [7]. The SVM baseline was originally evaluated on the Avalingo dataset
- a larger English dataset with 1,732 samples and a three-class fluency annota-
tion scheme (high, medium, low). In contrast, we focus our evaluation on the
CymruFluency dataset, as it includes both audio and visual modalities, whereas
Avalingo is audio-only and thus not directly comparable to our multimodal ap-
proach. To enable a fair comparison on CymruFluency, we adapt the SVM to
binary classification. While it achieves 92% accuracy, our model outperforms it
with 99%, highlighting its robustness in low-resource, short-utterance conditions.

CymruFluency consists of 327 short utterances (1–3 seconds) labeled with
binary fluency classes (Fluent vs. Non-Fluent), requiring models to make pre-
cise predictions based on limited input. The SVM’s limited performance on
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this dataset reflects its reduced adaptability in constrained settings. In con-
trast, our model achieves high accuracy, suggesting better suitability for short,
low-resource, multimodal fluency assessment.

Table 4: Comparison with existing ap-
proaches on fluency detection on the
CymruFluency dataset.
Model Modality Classes Accuracy
SVM [7] Audio 2 92%
Our approach Audio + 3D 2 99%

Landmarks

Table 5: Ablation study comparing
network variations: Audio-only (top),
Landmark-only (middle), and Audio +
Landmark (bottom).
Audio Landmark Fusion Accuracy
GRU - - 82%
LSTM - - 89%
- ST-GCN - 79%
- LSTM - 93%
Baseline
Static Feat Mean pool Concatenation 80%
Fine-grained
GRU ST-GCN Concatenation 86%
GRU ST-GCN Self-Attention 92%
GRU ST-GCN Cross-Attention 90%
LSTM LSTM Concatenation 93%
LSTM LSTM Self-Attention 99% (97/98)
LSTM LSTM Cross-Attention 96%

Table 5 evaluates modality-specific
and fusion architectures. Unimodal
systems - audio-only GRU (82%),
LSTM (90%), and landmark-only ST-
GCN (79%), LSTM (93%) - show
moderate performance, confirming
that both vocal and lip dynamics
provide useful fluency cues. Notably,
landmark-only LSTM (93%) outper-
forms audio-only models. Simple fea-
ture concatenation (MLP-baseline)
performs poorly (80%) due to lim-
ited fusion capacity. In contrast,
self-attention fusion improves results:
GRU (audio) + ST-GCN (landmark)
with self-attention achieves 92%, out-
performing unimodal models by 12
and 17 points. The LSTM-LSTM self-
attention model reaches 99% accuracy
(97/98), surpassing the best unimodal
baselines by 6 and 10 points.

Combining audio and landmark
data via self-attention yields near-perfect accuracy. Cross-attention and concate-
nation underperform, highlighting the need for better temporal alignment. The
17.7% gap between landmark-only LSTM and ST-GCN suggests that LSTM’s
simpler architecture generalizes better in low-data settings, while ST-GCN is
more prone to overfitting.

These results collectively establish that:
1. Our dataset’s 3D landmarks capture useful dynamics of lip movements, pro-

viding visual fluency cues unavailable to prior audio-only methods.
2. Attention-based fusion is highly effective to combine audio and landmark

features for modeling complex phonetic structure and pronunciations for
Welsh fluency detection.

3. Our proposed method achieves strong performance despite limited training
data, showing its suitability for low-resource scenarios – a necessity for mi-
nority languages like Welsh.

Limitations While CymruFluency provides a valuable multi-modal resource for
Welsh fluency analysis, several limitations remain. First, as the first study of its
kind, fluency annotations were made by a single expert. Future work will involve
multiple raters to assess inter-annotator reliability. Second, with only 33 speakers
and 10 fixed phrases, the dataset’s size and diversity are limited, which may affect
generalizability. This also constrained the performance of more complex models,
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architectures, and fusion designs, limiting us to basic fusion strategies. We plan
to expand the dataset in future work. Lastly, although the study uses 4D facial
and audio inputs to explore scientific hypotheses and demonstrate the value of
3D lip movement for both learners and machine evaluation, such hardware is
not widely available in real-world or consumer settings. Adapting the system for
video- or audio-only inputs, with 4D priors, will require further fine-tuning.

5 Conclusion
This study takes a first step toward overcoming a major challenge in Welsh
research and technology: the lack of data for language teaching, learning, and
fluency assessment. To support this effort, we introduce CymruFluency, the first
Welsh-language dataset integrating audio and 4D facial geometry across fluency
levels. By capturing a contemporary snapshot of spoken Welsh, this dataset lays
the groundwork for advancing Welsh-language technologies.

Our research introduces multi-modal techniques for Welsh fluency prediction,
emphasizing the role of articulatory dynamics like lip and mouth movements.
Results show that combining 3D lip shape cues with audio significantly enhances
fluency predictions. It highlights the usefulness of the CymruFluency dataset.
We also explore various fusion strategies, and demonstrate that self-attention
mechanisms improve performance.

Future work will expand the CymruFluency dataset with more data, longer
sequences, and finer annotations, while developing a smartphone app for two
user groups: Welsh language learners and speech therapy patients. The app for
learners will include fluency assessments, video feedback with 3D head synthesis,
and tools to improve pronunciation. For speech therapy patients, the app will of-
fer home-based rehabilitation exercises and progress monitoring. Although stereo
capture is not widely available, we aim to adapt 3D features for 2D or audio-only
systems to enhance accessibility. Additionally, we will explore automated video-
based techniques and 3D priors for advanced speech analysis. We will release
the dataset and source code for non-commercial research, supporting adaptive
language education and speech therapy both within and beyond the Welsh com-
munity. We hope this study inspires further research on under-resourced minority
languages to advance language technologies.
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