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A B S T R A C T 

We study gas mixing in a simulated Milky Way–mass galaxy’s circumgalactic medium (CGM) using cosmological ‘zoom-in’ 
simulations. We insert tracer dyes in the CGM with different gas flows (shearing, coherent, and static) and diverse physical 
properties to track gas mixing. We correlate the extent and shape of the dye spread with the local gas properties to understand gas 
mixing. Velocity dispersion and traceless symmetric shear tensors (pure shear deformation) in small regions ( � 5 kpc) around the 
dye injection locations best predict the dye spread extent after 200 Myr . We use this to determine diffusion calibration constants 
for subgrid-scale mixing models. While the dye shape after 200 Myr aligns well with the velocity dispersion and magnetic field 

dispersion, the best alignment occurs with the dispersion of stretching eigenvectors (traceless symmetric shear tensor) and plane 
of rotation (antisymmetric shear or vorticity tensor) in large regions ( � 10 kpc ) around the dye injection locations. Therefore, 
shear statistics and velocity dispersion best predict the extent and shape of mixed gas. The linear temporal dependence of the dye 
spread suggests superdiffusion in the CGM, potentially due to turbulent and large-scale coherent flows or numerical diffusion. 
Despite significant numerical mixing from our 1 kpc resolution (insufficient to resolve Reynolds numbers ∼ 10 

2 –10 

3 , which 

require a few hundred pc resolution), our correlation results are robust thanks to fixed spatial resolution throughout the CGM. 
These results can be used to predict diffusion coefficients to model magnetic field diffusion, heat transport, and metal mixing. 
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 I N T RO D U C T I O N  

he multiphase circumgalactic medium (CGM) links the interstellar 
edium (ISM) of galaxies with the diffuse intergalactic medium 

IGM). This gas reservoir extends out to about the virial radius of
he dark-matter-dominated halo [ ∼ 200 kpc for a Milky Way (MW)–

ass system] and interacts with the enriched outflows from star- 
orming discs and pristine inflows from the IGM. The cool gas 
ows accreting from the CGM to the ISM provide the fuel for
uture star formation. The CGM also contains most of the metals 
xpelled from the ISM. It is thus key to answering questions of
ustained star formation (Heavens et al. 2004 ; Bigiel et al. 2011 ;
ennicutt & Evans 2012 ; Putman 2017 ), missing baryons (McGaugh 

t al. 2009 ; Behroozi, Conroy & Wechsler 2010 ), and missing
etals in galaxies (Tremonti et al. 2004 ; Peeples et al. 2014 ).
he physical properties of the CGM indirectly influence feedback 
rocesses, af fecting ho w galaxies evolve and the resulting outflows 
Tumlinson, Peeples & Werk 2017 ; Crain & van de Voort 2023 ;
aucher-Gigu ̀ere & Oh 2023b ). Therefore, it is vital to understand its
roperties and underlying physical processes to understand and test 
heories of galaxy formation and evolution and interpret observations 
Tumlinson et al. 2017 ). 
 E-mail: hilay.shah@anu.edu.au 

e  

c  

h  

(

The Author(s) 2025. 
ublished by Oxford University Press on behalf of Royal Astronomical Society. Th
ommons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whic
rovided the original work is properly cited. 
Various physical processes around the CGM make it a multiphase 
edium. Some major mechanisms include the supernov ae-dri ven hot 

utflows from the galaxy (Thompson et al. 2015 ; Fielding et al. 2017 ),
he cool inflows from the IGM or thermal instabilities (McCourt et al.
012 ), mixing between different layers of the cold clouds ejected
y galactic wind (Begelman & Fabian 1990 ; Grønnow, Tepper- 
arc ́ıa & Bland-Hawthorn 2018 ; Das & Gronke 2023 ), cooling

nduced by stripping of massive satellites (Roy et al. 2024 ), and cool
as swept up in w ak es of satellites (Saeedzadeh et al. 2023 ). The
resence of diffuse hot coronae ( T ∼ 10 6 K) has been theoretically
redicted by cosmological theories (Spitzer 1956 ; Fukugita, Hogan 
 Peebles 1998 ; Fukugita & Peebles 2006 ; Stinson et al. 2012 ).
eep X-ray absorption observations have revealed w arm, w arm- 
ot, and hot phases of the CGM (Das et al. 2021 ). The O VI , O VII ,
nd O VIII absorption and emission lines provide evidence for this
ot component (Tumlinson et al. 2011 ; Miller & Bregman 2015 ;
ocatelli et al. 2024 ). The hot phase can also be indirectly probed by

he interaction of the Magellanic stream with the hot coronal MW gas
Mastropietro et al. 2005 ; Gaensler et al. 2008 ; Fox et al. 2010 ). The
old component ( T ≤ 10 4 K) is present in the form of high-velocity
louds, detected mainly by H I , Si II , Mg II observations (Wakker &
an W oerden 1997 ; W akker et al. 2007 ; Shull et al. 2009 ; Steidel
t al. 2010 ; Kacprzak & Churchill 2011 ; Werk et al. 2014 ). Through
ooling of hot gas or mixing of the interface of these clouds with the
ot coronal surroundings warm ionized gas is generated ( T ∼ 10 5 K)
Kwak, Henley & Shelton 2011 ; Armillotta et al. 2017 ). 
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Gas turbulence causes mixing and perturbations of density and
emperatures, which influences CGM’s multiphase dynamics (Seta
 Federrath 2022 ; Das & Gronke 2023 ). Understanding turbulent
ixing in the CGM can thereby elucidate a variety of gas interactions

nd properties – inflows and outflows mixing with the CGM (Pakmor
t al. 2020 ; Faucher-Giguere & Oh 2023a ), mass outflow rates (Mu-
atov et al. 2017 ; Mitchell et al. 2020 ), and the chemical composition
f the ambient CGM interacting with metal-rich outflows. Through
ixing, the metal-rich outflows are diluted, while the metal-poor
GM becomes relatively metal rich (Faucher-Giguere & Oh 2023a ).
his alteration in metallicities changes the gas cooling properties,

hereby affecting the properties of gas accretion and wind recycling
Hafen et al. 2020 ), which can be crucial in understanding the galaxy
tellar mass function (Oppenheimer et al. 2010 ). 

The limited resolution in all simulations means that realistic
strophysical Reynolds numbers (Re) of order � 10 7 are challenging
o simulate (Garnier, Adams & Sagaut 2009 ). It is also not trivial to
nderstand the effects of changing resolution – both idealized (Scan-
apieco & Br ̈uggen 2015 ; Schneider & Robertson 2017 ; Sparre,
frommer & Vogelsberger 2018 ) and cosmological simulations
redict that the properties of the CGM change substantially with
esolution. For instance, stellar mass and H I column densities change
ith resolution in cosmological simulations (Murante et al. 2014 ;
akmor et al. 2015 ; Hopkins et al. 2018 ; Hummels et al. 2019 ;
eeples et al. 2019 ; van de Voort et al. 2019 ; Grand et al. 2021 ).
as mixing is one fundamental process that changes with resolution

Banda-Barrag ́an et al. 2018 ; van de Voort et al. 2021 ) because
esolving the turbulent processes with better resolution reduces the
umerical viscosity and diffusion, and models the cascade from larger
o smaller scales of eddies better, ef fecti vely changing the turbulent
iscosity (Kemenov, Wang & Pope 2011 ; Valdarnini 2011 ; Landau
 Lifshitz 2013 ; Schmidt 2015 ). Mesh-based codes usually rely on

mplicit mixing models rather than explicit models (for subgrid-scale
ixing) used in particle-based codes (no mixing unless there is a

ubgrid model). Given enough resolution, one could identify the gas
roperties that cause mixing in codes with implicit mixing schemes
nd use them to calibrate explicit subgrid-scale mixing models. The
ifference in the numerical techniques changes the modelling of the
urbulent cascade significantly (Bauer & Springel 2012 ), and the need
or different mixing models stems from the infeasibility to perform
irect numerical simulations for astrophysical scenarios due to high
e (computational effort ∝ Re 4 ; Meneveau & Katz 2000 ). 
There are several tricks for simulating the unresolved small-scale

urbulent mixing. Large eddy simulations separate large and small
cales using a spatial filter and subgrid models with an explicit turbu-
ent viscosity or dif fusi vity for the unresolved gas mixing (Leonard
975 ; Rogallo & Moin 1984 ; Lesieur & Metais 1996 ; Meneveau &
atz 2000 ; Sagaut 2006 ; Garnier et al. 2009 ; Schmidt 2015 ). The
magorinsky model, which assumes that velocity shear fluctuations
rive turbulent mixing, is a commonly adopted subgrid model due to
ts simplicity (Smagorinsky 1963 ; Schmitt 2007 ; Shen, Wadsley &
tinson 2010 ; Shen et al. 2013 ; Brook et al. 2014 ; Williamson, Martel
 Kawata 2016 ; Tremmel et al. 2017 ; Escala et al. 2018 ; Sokołowska

t al. 2018 ). 1 Wadsley, Veeravalli & Couchman ( 2008 ) implemented
he Smagorinsky model and another simple model based on velocity
ifferences in a smoothed-particle hydrodynamics (SPH) code for
inetic and thermal energy dissipation, respectively, to obtain more
NRAS 541, 2471–2492 (2025) 

 This is related to Boussinesq eddy viscosity hypothesis (Schmitt 2007 ), 
eynolds stress tensors (Reynolds 1895 ), and Prandtl mixing length theory 

Prandtl 1925 ; Landau & Lifshitz 2013 ). 
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ccurate results. The inclusion of metal diffusion modelling in
hen et al. ( 2013 ) as opposed to Shen et al. ( 2012 ) increased the
pread of heavy elements from outflowing wind material to the
urroundings (Shen et al. 2010 ). The Smagorinsky model, ho we ver,
esults in inaccuracies (e.g. o v ermixing, incompressibility, modelling
upersonic flows due to the presence of shearing shocks), as it fails
o describe a scale- and time-dependent dif fusi vity, because it was
erived for highly non-magnetized subsonic flows without a bulk
hear. As none of these assumptions hold in the ISM and CGM of
alaxies, alternative models have been proposed and implemented
ecently. 

Colbrook et al. ( 2017 ) found superdif fusi ve mixing in super-
onic turbulent ISM-like conditions; stressing the need to calibrate
he Smagorinsky constant for non-turbulent, anisotropic, and non-
hearing flows outside the inertial range of turbulence. They found
hat the ef fecti ve dif fusi vity is proportional to the Mach number
also proportional to the local velocity dispersion) of the fluid
see also Greif et al. 2009 ; Williamson et al. 2016 ). Similarly,
ennehan et al. ( 2019 ) showed, with the help of isolated galaxy and
osmological simulations using Lagrangian techniques (SPH and
eshless finite-mass methods), that the problems associated with

he Smagorinsky model can be resolved if the Smagorinsky constant
s a function of space and time (Germano et al. 1991 ). Rennehan
 2021 ) highlighted how an explicit anisotropic eddy viscosity model
or metal mixing in Lagrangian cosmological simulations impacts
arly galaxy evolution and alters metal distributions in circumgalactic
as. Huang et al. ( 2022 ) used a different subgrid model calibrated
rom higher resolution cloud simulations and found a skewed but
nimodal CGM metallicity distribution. The nature of mixing in the
GM radically alters the metallicity distributions; thus, it is crucial to
nderstand the nature of mixing in realistic CGM-like conditions that
nclude magnetic fields. Thus, we aim to validate the typical mixing
calings using our cosmological simulations with implicit mixing
nd magnetic fields, which are of great dynamical importance in
alaxies. 

Two main scenarios for the presence of magnetic fields are that
arge-scale outflows carry them from the ISM into the CGM (Pakmor
t al. 2020 ; Ar ́amburo-Garc ́ıa et al. 2023 ; Heesen et al. 2023 ; Ramesh
t al. 2023 ) or that a turbulent dynamo operates within the CGM
Beck et al. 2012 ; Marinacci et al. 2015 ; Pakmor et al. 2017 , 2020 ).
s a result, magnetic field strengths of 0 . 1 –1 μG are observed up

o impact parameters of a few tens of kpc from the galaxy discs
nto the CGM (Bernet, Miniati & Lilly 2013 ; Lan & Prochaska
020 ; Amaral, Vernstrom & Gaensler 2021 ; Shah & Seta 2021 ;
 ̈ockmann et al. 2023 ). Voort et al. ( 2021 ) showed the results of
osmological simulations of MW–mass galaxies with and without
agnetic fields, which indicate that magnetic fields have a strong

nfluence on CGM dynamics. On a fundamental level, magnetic
elds can directly affect mixing in the CGM by suppressing Kelvin–
elmholtz instabilities, leading to a reduced formation of cool gas

rom the lack of intermediate temperature gas (Chandrasekhar 1968 ;
i, Oh & Masterson 2019 ; Das & Gronke 2023 ; Jennings et al.
023 ). In general, magnetic fields have been shown to reduce the
equired turbulent pressure support by providing magnetic pressure
upport (Mohapatra et al. 2021a , b ), thus suppressing turbulent
ixing. Therefore, including magnetic fields, as we do in this work,

s important for studying the gas mixing properties of the CGM
Pakmor et al. 2020 ; Voort et al. 2021 ). 

In this work, we use cosmological ‘zoom-in’ simulations of a
ingle MW-mass halo with enhanced resolution in the CGM (Voort
t al. 2021 ). We study the mixing of tracer dyes to understand the
ependence of gas mixing on the physical properties of the CGM.
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he simulation method and the selection of tracer dye locations 
re described in Section 2 . In Section 3 , we present the results
howcasing the correlation of gas mixing with various gas properties, 
ffects of limited resolution, and turbulent properties of the CGM. 
e summarize our findings in Section 4 . 

 M E T H O D S  

.1 Simulations 

his work utilizes simulations from the Simulating the Universe with 
efined Galaxy Environments (SURGE) project (see also de Voort 
t al. 2019 ), using the same initial conditions and galaxy formation
odel as the Auriga simulations, a suite of cosmological zoom-in 

imulations of MW-like galaxies (Grand et al. 2017 ; Voort et al.
021 ). They were run with the AREPO code, which employs moving-
esh techniques based on a Voronoi mesh (Springel 2010 ; Pakmor 

t al. 2015 ; Weinberger, Springel & Pakmor 2020 ). This quasi-
agrangian scheme offers several benefits over other commonly 
sed Eulerian (fixed mesh) codes with or without adaptive mesh 
efinement (AMR) and SPH codes. It impro v es upon suppressed fluid
nstabilities in SPH (Sijacki et al. 2012 ) and Galilean non-invariance 
nd the presence of o v ermixing in Eulerian codes (Springel 2010 ).
dditionally, several benefits of SPH (e.g. low numerical diffusion) 

nd Eulerian (e.g. good convergence for smooth flows, captur- 
ng shocks accurately) codes are retained in these moving-mesh 
echniques (Dale 2015 ; Pakmor et al. 2015 ). Thus, moving mesh
echniques should provide a more accurate physical description of 
as mixing in the CGM (Duffell & MacFadyen 2011 ). 

For this study, we selected one of the Aurig a g alaxies (halo
2) 2 and resimulated it using standard mass refinement only (Voort 
t al. 2021 ) and using standard mass refinement combined with 
xed additional spatial refinements (1 kpc and 2 kpc ). For all sim-
lations, there is a standard mass refinement such that the target 
ell masses for baryons and dark matter particles are 5 . 4 × 10 4 M �
nd 2 . 9 × 10 5 M �, respectiv ely. F or the runs with minimum 1 and
 kpc spatial resolutions, an additional volume refinement criterion 
s included within 1 . 2 R vir , which is dominant when ρ < ρthreshold / 64
nd ρ < ρthreshold / 512 3 , respectively. This translates to a maximum 

ell size of ∼ 1 and 2 kpc and a maximum cell volume of ∼ 1 and
 kpc 3 inside 1 . 2 R vir , respectively. Here, we define the virial radius
 R vir ) as the radius within which the mean o v erdensity ( ρo v er ) is 200
t its redshift, where ρo v er is the density divided by the critical density
f the universe. Mass refinement is dominant when ρ > ρthreshold / 64 
nd ρ > ρthreshold / 512, leading to spatial resolutions ≤ 1 and 2 kpc
 v erall, respectiv ely. The majority of our results use 1 kpc resolution
uns, and the 2 kpc runs are used only for the convergence tests and
hecking the results’ robustness (see Section 3.5 ). The selected halo 
as R vir ≈ 213 kpc at z ≈ 0 . 059 (subsequent analyses performed at
r after this redshift), and the total virial mass of the main halo is
0 12 M �. 
The simulations were run with the latest version of AREPO 

hile adopting a � CDM (Lambda cold dark matter) cosmology 
ith parameters taken from Planck Collaboration et al. ( 2014 ): 

= 1 − � = 0 . 307, � = 0 . 048, h = 0 . 6777, σ = 0 . 8288, and
m � b 8 

 Information on the basic properties of simulated haloes with standard resolu- 
ion is available at https:// wwwmpa.mpa-garching.mpg.de/ auriga/ about.html . 
etails of halo 12 can be found in Grand et al. ( 2017 ) and Voort et al. ( 2021 ) 
 ρthreshold is the gas density abo v e which star formation occurs, i.e. n � H = 

 . 11 cm 

−3 . 

V
fl
t
i  

i  

d  

V

 = 0 . 9611. Except for the additional spatial refinement, we use
he same physical model as the original Auriga simulations (Grand 
t al. 2017 ). Ho we ver, mass and metals ejected by a star particle are
njected only into its host cell rather than its 64 neighbouring cells
s in Grand et al. ( 2017 ). This is not expected to bring significant
ifferences within the scope of this study because metals quickly mix
ith surrounding gas and there are numerous such metal injection 

v ents (superno vae) that both methods would yield statistically 
imilar results (see de Voort et al. 2020 , who studied the difference
n the context of rare rapid neutron capture elements and found
egligible impact). It should be noted that momentum injection is still
erformed in the same way as the original Auriga simulations with
ind particles, so outflow properties are not altered. Furthermore, the 
as we study is so far away in the CGM that the precise details of the
etal injection methodology would not affect the CGM properties. 

.2 Dye location selection 

o understand gas mixing in different environments of the CGM, 
e implement tracer dyes (referred to as ‘dye’ hereon) in our

imulations. The dye is a passive scalar that advects with the fluid.
o initialize the dye, we select cells according to the criteria given in
ection 2.2.2 at z ≈ 0 . 059, inject the dye, and restart the simulation
rom that point with outputs sav ed ev ery 10 Myr . The selected cells
or dye injection are assigned with a scalar value of 1, the rest
eing 0. At any later time in a given cell, the mass fraction of the
nitially injected dye can be determined by the scalar value in that
ell. Thus, it allows us to track and analyse gas transport between
he computational cells. Previously, a similar methodology has been 
dopted in other simulations with different terminology, for instance, 
ollutants in Pan, Scannapieco & Scalo ( 2012 ), passive tracers in
rønnow et al. ( 2018 ), and passive scalars in Schneider et al. ( 2020 ).
his dye allows us to track the entire distribution of mixed gas, useful

or studying advection and diffusion processes. 

.2.1 CGM classification 

o capture the multiphase nature of the CGM, we inject the dye in
5 cells at locations representing different local environments with 
ifferent physical properties at z = 0 . 059 and create outputs with
0 Myr spacing for a total of 200 Myr . First, we average gas properties
nto a uniform 3D grid, centred on the galaxy, with dimensions 400 ×
00 × 400 kpc. The 3D voxels are 10 × 10 × 10 kpc cubes that
nherit averaged gas properties from the gas cells within each region.
ach (10 kpc ) 3 voxel contains ∼ 10 3 cells as the individual cell sizes
re ∼ 1 kpc ; thus, 10 kpc voxel gas properties are determined using
ither averages or the sum of different gas properties of cells inside
he v oxel. The v olume-weighted a verage is used for temperatures,
ensities, and metallicities, the mass-weighted average is used for 
adial velocities and velocities, and the sum is used for kinetic energy.

All the voxels with overdensities ( ρo v er ) ≥ 150 are ignored in
election to a v oid choosing the ISM or disc–halo interface gas
f either the host or the satellite galaxy, and make the selection
ufficiently far into the CGM ( � 20 kpc from the galactic centre).
ox elating prev ents identifying different environments based on 
uctuations at individual cell scales and selects regions based on 

heir 10 kpc local-scale properties. All the gas properties concern- 
ng the voxels are represented with a ‘ v’ in the superscript. For
nstance, the radial (total) velocity of an individual AREPO cell is
enoted as V rad ( V ), while that for the interpolated voxel is denoted
 

v 
rad ( V 

v ). 
MNRAS 541, 2471–2492 (2025) 
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M

Figure 1. Left : 10 kpc deep (along the line-of-sight) projection through the halo centre of the radial velocity with standard mass resolution + 1 kpc refinement 
in a box of 400 × 400 × 10 kpc . Right : Radial velocity of the voxelated (voxel size = 10 × 10 × 10 kpc ) CGM in a 400 × 400 kpc image. The text in the centre 
of ev ery vox el sho ws the flo w type (see title) of the voxel based on its radial and total velocities (see Section 2.2.1 ). The galaxy is shown in the (random) 
coordinate frame of voxel selection, not edge-on as in subsequent figures. 
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Fig. 1 (left panel) shows a thin projection of the radial velocities
ith strong outflows in blue and inflows in red. The right panel is

he voxelization of the left panel. We further characterize the voxels
nto inflo ws, outflo ws, static, and azimuthal flo ws locally using the
ollowing criteria. We define | V 

v 
rad | > 40 km s −1 as either an inflow

 

� V 

v 
rad is ne gativ e) or an outflow ( � V 

v 
rad is positive). And when | V 

v 
rad | <

0 km s −1 , it is defined as either a static flow ( | V 

v | < 80 km s −1 )
r an azimuthal flow ( | V 

v | > 80 km s −1 ). Static flows are relatively
tatic regions. The net inflow and outflow v elocities hav e magnitudes
f ∼ 50 km s −1 in the presence of magnetic fields in the CGM (see
g. 6 in Voort et al. 2021 ). As outflows would slow down due to
ntrainment as they reach the outer CGM, we select a 40 km s −1 radial
elocity cut-off. The total velocity cut-off of 80 km s −1 is chosen to
ifferentiate whether the non-radial gas has a strong component in
he azimuthal direction. 

.2.2 Dye injection location based on flow interactions and gas 
roperties 

e identify locations for dye injection based on flow interactions:
nteracting inflo ws-outflo ws ( io), pure inflo ws ( i), pure outflo ws
 o), pure static flows ( s), and outflows interacting with static
ows ( os): 

(i) Interacting inflo ws-outflo ws ( io): To find these, we examine
oxels representing inflow and outflow regions nearby, specifically
ithin a distance equal to twice the voxel diagonal (20 

√ 

3 kpc ).
ssuming constant velocities, we track their trajectories to determine

he points of the closest approach. We ensure that this occurs within
 reasonable time-frame ( ∼ 150 Myr ). The interaction is confirmed
NRAS 541, 2471–2492 (2025) 
f both voxels reach their closest points nearly simultaneously. This
ethod ensures that only plausible inflo w–outflo w interactions are

onsidered. We select both the inflow and outflow voxels from an
nflo w–outflo w pair but dye them with separate colours. Different
ye colours refer to different initialized passive scalars, allowing
hem to track the dye independently of one another. More details can
e found in Section A . 
(ii) Pure inflows ( i), outflows ( o), and static flows ( s): If more

han 90 per cent of the voxels in a region of 50 × 50 × 50 kpc are
lassified as a single flow type (see Section 2.2.1 ) along with the
entral voxel, then the central voxel is selected as a pure inflow,
utflow, or a static flow, depending on the majority of the flow type
n that region. 

(iii) Outflows interacting with static flows ( os): To select static
o ws with outflo w interaction at a later time, we first find voxels
ith strong outflows ( V rad > 100 km s −1 ). Then we select regions of
0 × 50 × 50 kpc around the strong outflows with static flows ≥ 30
er cent, outflows ≥ 50 per cent, and inflows ≤ 5 per cent, to locate
egions with substantial outflows and static flows. The static voxel
hose position vector (from the centre of the strong outflow) has the

mallest angle with the strong outflow v elocity v ector inside a region
f 50 × 50 × 50 kpc is selected as os. 

Finally, we select an individual cell (i.e. one resolution element)
nside each voxel (10 × 10 × 10 kpc region) to inject the dye. We
nly consider individual cells with gas properties ( T , Z, and KE) in
imilar ranges (low or high) as their respectiv e vox els. F or interacting
nflo ws-outflo ws, the cells (one from inflow and one from outflow
oxel) closest to each other are selected. For pure flows, the cell
losest to the centre of the voxel is selected. For outflows interacting
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Table 1. Properties and statistics of the dye injection locations in the CGM. For gas properties, ‘L’ refers to low, ‘H’ refers to high, and ‘N/A’ 
refers to a random selection. The columns are as follows: 1: number of the dye colour, 2: type of flow interaction, 3: number of separate dye 
injection cells, 4: temperature selection, 5: kinetic energy selection, 6: metallicity selection. In total, 95 different cells are selected. 

N col Flow interactions No . of dye injection cells T KE Z/Z �

0 Inflows in interacting inflows − outflows ( io ) 4 L L L 

1 Inflows in interacting inflows − outflows ( io ) 2 L H H 

2 Inflows in interacting inflows − outflows ( io ) 2 L L L 

3 Inflows in interacting inflows − outflows ( io ) 4 H L L 

4 Inflows in interacting inflows − outflows ( io ) 4 H H H 

5 Outflows in interacting inflows − outflows ( io ) 4 H L L 

6 Outflows in interacting inflows − outflows ( io ) 2 H H H 

7 Outflows in interacting inflows − outflows ( io ) 2 L L L 

8 Outflows in interacting inflows − outflows ( io ) 4 H L L 

9 Outflows in interacting inflows − outflows ( io ) 4 H H H 

10 Pure inflows ( i ) 4 L L L 

11 Pure inflows ( i ) 4 L H H 

12 Pure outflows ( o ) 4 H L L 

13 Pure outflows ( o ) 3 H H H 

14 Pure static flows ( s ) 4 L L L 

15 Pure static flows ( s ) 4 L L H 

16 Pure static flows ( s ) 4 L H L 

17 Pure static flows ( s ) 4 L H H 

18 Pure static flows ( s ) 4 H H L 

19 Pure static flows ( s ) 4 H H H 

20–25 Outflows interacting with static flows ( os ) 24 N/A N/A N/A 
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ith static flows, the cell (from the static flow voxel) closest to and
n the direction of the strong outflow is selected. The dye injection
ells in a specific colour are separated by at least 60 kpc to ensure
o o v erlap. Table 1 sho ws the dyed cells’ gas properties and flo w
nteraction types based on our selection criteria. No. of dye injection 
ells refers to the number of cells dyed with one colour. ‘L’ (bottom
3 percentile) and ‘H’ (top 33 percentile) refer to low and high values
or those gas properties. ‘N/A’ refers to a random selection because 
he sample size was not large enough to subdivide into different gas
roperties. In total, 95 cells are dyed with 26 different dye colours.
he procedures described in this section ensure a sample with diverse 
ow interactions and varying gas properties. 
Fig. 2 shows five dyed cells, with the top panels showing their

ocations and different gas properties at the injection time. Numbers 
–5 (in the top panels) represent one dye injection cell from each
ow interaction type – 1: interacting inflo w–outflo w, 2: pure inflo w, 3: 
ure outflow, 4: pure static flow, and 5: outflow interacting with static
ow. The bottom panels show the evolution of dye mass fraction o v er
00 Myr at six different times. The dye mixes more in the interacting
nflo w-outflo w case (more shearing) while mixing is relati vely slo wer
n pure (more coherent) flows. Thus, there could be some dependence 
f dye mixing on the gas velocity statistics. 
Fig. 3 compares the probability density functions (PDF) of gas 

roperties of the dyed cells (95 in number) and o v erall CGM gas
cells between 50 < r < 200 kpc ). Both PDFs look very similar
or all gas properties. The dyed cells’ standard deviations (given 
n each panel) are usually somewhat higher than or almost equal 
o the standard deviations of the CGM gas. This shows that the
5 cells selected for dye injection represent a diverse environment 
f the CGM in terms of various gas properties like density, tem-
erature, magnetic fields, kinetic energy density, and metallicity. 
ote that we represent gas densities using two quantities throughout 

he text – hydrogen number density ( n H ) and o v erdensity ( ρo v er ).
ultiplying n H with a factor of 2 . 44 × 10 5 approximately converts

t to ρ . 
o v er 
 C O R R E L AT I N G  G A S  M I X I N G  WI TH  

HYSI CAL  PROPERTIES  

o understand gas mixing in the CGM, we first quantify how much the
ye mixes and spreads in its environment. We study the surroundings
up to 60 kpc ) of the dye injection region, centred on the cell with the
argest dye mass fraction. The 60 × 60 × 60 kpc region is divided
nto 40 1 . 5 × 60 × 60 kpc bins along coordinate axes x , y , z. The
ye mass in each bin is added and shown in Fig. 4 along the
hree coordinate axes. Cells with dye mass fraction ≤ 10 −7 are 
xcluded from this calculation due to a small fraction of residual dye
preading because of numerical effects. We define the dye spread, 
 dye , in any direction as the width from the 1 st − 99 th percentile of

he initially injected dye mass. Thus, � dye , x , � dye , y , and � dye , z are
he sizes of the cloud of dyed material along the three coordinate
xes (as shown in Fig. 4 ). We try other definitions for the spread-
ike standard deviations and full width at half-maximum with the 
pread values reducing ≈ tenfold and twofold, respectively. Most 
f our results and conclusions remain unaffected by the choice 
f definition of spread. We use � dye from 1st to 99th percentile
efinition everywhere in the paper except Section 3.2 where we 
se the standard deviation definition, which is more appropriate for 
if fusion coef ficient calculations. The reason for choosing 1st to
9th percentile definition everywhere else is because it probes most 
f the dye mass, representing the true shape of the dye cloud more
ccurately. 

When discussing the dye spread below, we generally refer to the
ize of the dyed cloud after 200 Myr of evolution, unless otherwise
tated (usually where we study the temporal evolution of dye spread,
.g. Section 3.5 ). F or reference, the eddy turno v er time for a 5 kpc
egion in this simulation is ∼ 200 Myr ( l/σvel ∼ 5 kpc / 25 km s −1 ),
he CGM dynamical and cooling time scales are typically in the
rder of magnitude of ∼ 1 Gyr , and the free-fall time-scales are a
ew hundred Myr (Tumlinson et al. 2017 ; Stern et al. 2019 ; Hafen
t al. 2020 ). So, 200 Myr should be sufficient to look at turbulent
MNRAS 541, 2471–2492 (2025) 
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Figure 2. Top panels show edge-on (rotated such that the stellar disc is edge-on) gas projections centred on the main galaxy with 100 kpc depth and 
400 kpc × 400 kpc width. From left to right, the panels show the radial velocity, hydrogen number density, magnetic field strength, kinetic energy density, 
metallicity, and temperature. The five numbers in the top panels show some locations of dye injection. The evolution of dye at the five locations o v er 200 Myr 
is shown in the bottom panels in a 40 × 40 kpc box. t 0 is the time the dye was injected into single cells (with a dye mass fraction of 1). Here, the row labelled 
1( io) is an outflow from interacting inflo ws-outflo ws ( i o), 2( i ) is a pure inflow ( i), 3( o) is a pure outflow ( o), 4( s) is a pure static flow ( s ), and 5( os ) is an outflow 

interacting with a static flow ( os). 
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Figure 3. The probability density function of several volume-weighted gas properties of the CGM (orange) and the dye injection cells (blue) with logarithmic 
binning (bins = 10). The text in every panel shows the standard deviation of the gas property values (in log 10 ) for the dyed cells and the CGM (50 kpc < r < 

200 kpc ). The standard deviation for the dyed cells is similar to that of the CGM for all gas properties, meaning that the dye selection is from a diverse range of 
environments that represent the CGM. 

Figure 4. Dye mass 200 Myr after dye injection along the three coordinate axes in a single dye region. The dashed lines represent the 1st and 99th dye mass 
percentile. The width of the dashed lines ( � dye , x , � dye , y , � dye , z ) is the dye spread in the x, y, and z directions, respectively. 
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ixing without the character of the CGM changing significantly. It 
hould be noted that the dye both advects and diffuses. So, we take
he cell with the maximum dye fraction as the centre. The resultant

o ving box es’ av erage v elocity direction is aligned with the bulk
elocity direction (averaged over 10 kpc ) at the dye injection time. 
hus, bulk velocities provide a good estimate for determining the 

ranslation/advection of the dye. 

.1 Magnitude of gas mixing 

o quantify gas mixing, we use the magnitude of dye spread, i.e. the
ize of the area containing significant amounts of dye, as | � dye | =
 � 

2 
dye , x + � 

2 
dye , y + � 

2 
dye , z ) 

1 / 2 . Note that the choice of the axes in the
oordinate system is arbitrary and there is no preferential dye spread 
long any of the coordinate axes. We group dyed regions together 
hat have similar physical properties (see Table 1 ) and refer to each
roup as a different ‘colour’. First, we explore differences in | � dye |
or different colours corresponding to different flow interactions and 
hysical properties. Since dye spread is caused by the gas mixing 
ith its surroundings, we use the terms gas mixing and dye spread

nterchangeably from hereon. 
Fig. 5 shows the spread averaged over dye regions with similar

roperties (see Table 1 ). | � dye | av eraged o v er dif ferent flo w interac-
ions ( i o, i , o, s , os ) regardless of their T , KE, or Z is shown as text in
ig. 5 . | � dye | for interacting inflo ws-outflo ws (blue, 〈| � dye |〉 io ) is on
 verage (b ut with large scatter) greater than other flow interactions.
he spread for the pure flows ( i , o, s ) is generally lower than locations
ith interacting flows ( io , o s). Since pure flows are more coherent,

heir motion is relatively ordered on O(10 kpc )) scales, whereas 
nteracting flows are expected to create more turbulence and have 
 higher velocity dispersion. 

For each flow interaction without the static gas, colour numbers 
, 4, 6, 9, 11, and 13 have a higher | � dye | than other colours in the
orresponding flow interactions. From Table 1 , it is clear that these
olour numbers correspond to regions with higher kinetic energy. 
e do not see such a correlation with other selected properties
temperature and metallicity. Ho we ver, this dependence could be 

ndirect, as gas properties are often correlated in CGM environments. 
herefore, we will quantify the correlation between | � dye | and
arious local gas properties like temperature, metallicity , density , 
inetic energy, and magnetic fields, and derived gas properties like 
elocity dispersion, and partial deri v ati ves of the velocity field. 

Fig. 6 shows (for all 95 selected dye injection locations) the
orrelation of | � dye | with several gas properties averaged within
he 10 × 10 × 10 kpc region centred on the dye injection location at
njection time. Here, kinetic energy density is the volume-specific 
MNRAS 541, 2471–2492 (2025) 
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Figure 5. The size of the dyed area after 200 Myr ( | � dye | ) averaged over injection regions with the same dye colours (see Table 1 ). Different coloured points 
in the graph depict different types of gas flow interactions ( i o, i , o, s , os ), and the text inset lists the average of their | � dye | . io are interacting inflo w–outflo w 

pairs, i are pure inflows, o are pure outflows, s are pure static flows, and os are outflows interacting with static flows. The inflow–outflow pairs ( io) exhibit the 
highest dye spread, while pure inflows ( i) and static flows ( s) are among the lowest. 
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4 The magnitude of any tensor T ij is derived as | T ij | = (2 T ij ∗ T ij ) 1 / 2 , also 
known as the ‘Frobenius norm’ of a matrix (same as Piomelli & Liu 1995 ), 
and is coordinate independent. 
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inetic energy, i.e. KE dens = 0 . 5 ρo v er | � V | 2 , and velocity dispersion
 σvel ) is the root mean square of the standard deviation of the velocity
 ectors ( � V ). F or the local gas properties, we use volume-weighted
verage temperature ( T ), metallicity ( Z/Z �), o v erdensity ( ρo v er ), and
agnetic field ( B). The top and middle panels show the correlations

f the properties mentioned abo v e. The bottom panel shows the
orrelations with symmetric ( S ij ), traceless symmetric ( S 

∗
ij ), and

ntisymmetric shear tensors ( �ij ). All of these are derived from the
hear tensor, 

 ij = 

∂ V i 

∂ x j 
, (1) 

ade up of the partial deri v ati ves of the velocity field. The symmetric
art of this tensor T ij is 

 ij = 

1 

2 
( T ij + T ji ) , (2) 

he traceless symmetric part of the tensor T ij is 

 

∗
ij = 

1 

2 
( T ij + T ji ) − 1 

3 
δij T kk , (3) 

here δij is the Kronecker delta tensor. The antisymmetric part of
he shear tensor is 

ij = 

1 

2 
( T ij − T ji ) . (4) 

While S ij represents the strain rate (deformation) of the fluid, its
raceless component S 

∗
ij represents pure shear deformation without

ny volume change. �ij captures the local rigid-body rotation (vortic-
ty) of the fluid. Note that we will often explore the correlations with
hree tensors, i.e. symmetric shear tensor S ij , traceless symmetric
hear tensor S 

∗
ij , and antisymmetric shear tensor �ij . Thus, the term

tensor quantities’ in subsequent parts of the study refers to these
hree tensors in general, and the term ‘v elocity-deriv ed’ quantities
efers to σvel and the tensor quantities (check Beattie et al. 2025 , for
n o v erview of the tensors). 

To quantify the correlation of dye spread with gas properties, we
erform the Spearman rank correlation test, which determines the
trength and direction of the monotonic relationship between any two
NRAS 541, 2471–2492 (2025) 
eal variables. The Spearman coefficient ( r s ) varies between −1 and
, where −1 indicates a strong ne gativ e relationship, 0 indicates no
elationship, and 1 indicates a strong positive relationship. All the p -
alues (mentioned in the caption of Fig. 6 ) for the null hypothesis that
he data sets in are uncorrelated are < 10 −5 , except for temperature
 ∼ 0 . 05), which only shows a weak correlation. Fig. 6 shows r s values
bo v e each panel; there is some correlation between dye spread and
he magnitudes of all the gas properties. 4 Some (such as o v erdensity,
inetic energy density, velocity dispersion, and tensor quantities)
ave reasonably high r s values ≥ 0 . 5. This multivariate dependence
s because CGM properties depend on one another. Table 2 shows the
esults of the Spearman rank correlation test between gas properties,
ome of which have high r s values of ≥ 0 . 6. In the CGM, properties
ike ρ decrease radially due to gravity-dominated structure formation,
ut B, and Z decrease because they are enhanced in the central galaxy
nd then distributed by feedback (Voort et al. 2021 ). Additionally,
ompressing the gas will increase its density and B, while expanding
ill do the opposite. Velocity dispersion ( σvel ) is usually high where
GM flows interact at high velocities, leading to high KE. Thus,

hese interdependencies could lead to a correlation of dye spread
ith other gas properties without causation, which makes it difficult

o pinpoint the cause of gas mixing in the CGM. 
It can be seen from Fig. 6 that out of all selected gas properties,

elocity dispersion and symmetric shear tensor magnitudes have the
ighest Spearman coefficient r s when correlating with dye spread.
his suggests that velocities are a critical factor in determining the

ate of gas mixing. The strong dependence of velocity dispersion on
ther gas properties, as indicated by the high correlation coefficients
n Table 2 , could explain the high r s values obtained for KE dens and
. Since more ordered flows ( i , o, s ) hav e a lower v elocity dispersion,

hey mix less (or more slowly) with their surroundings. This is
onsistent with our findings in Fig. 5 . Naturally, the tensor quantities
reated from partial deri v ati ves of the velocity fields correlate with



Gas mixing in the CGM 2479 

Figure 6. The magnitude of dye spread after 200 Myr as a function of different gas properties averaged in a 10 kpc region around the dye injection locations 
at injection time. The Spearman rank correlation coefficient ( r s ) is shown in the panel titles. From left to right, the top panels show tracer spread correlations 
with temperature, metallicity, and o v erdensity, the middle panels show correlations with kinetic energy density, magnetic field, and velocity dispersion, and the 
bottom panels show the correlations with symmetric, traceless symmetric, and antisymmetric parts of the shear tensor (see equation 1 ). Both velocity dispersion 
and tensor quantities correlate strongly with dye spread. The kinetic energy density ( KE dens ) and o v erdensity ( ρo v er ) also show a significant correlation, possibly 
due to their dependence on σvel (see Table 2 ). P -values for gas properties from left to right in the top panel are 4 . 4 × 10 −2 , 8 . 7 × 10 −6 , 4 × 10 −9 ; in the middle 
panel, 3 . 3 × 10 −9 , 1 × 10 −6 , 1 . 3 × 10 −17 ; and in the bottom panel, 4 . 1 × 10 −16 , 5 . 1 × 10 −17 , and 3 . 1 × 10 −19 . 
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Table 2. This table shows the Spearman rank coefficient ( r s , to quantify 
correlation strength) between some averaged gas properties of the selected 
regions (10 × 10 × 10 kpc boxes). Results show significant correlations ( r s ≥
0 . 6) between σvel and ρo v er , KE dens , | S ij | , and | �ij | . 

Properties r s 

σvel versus T 0.28 
σvel versus Z/Z � 0.42 
σvel versus ρo v er 0.69 
σvel versus 
KE dens 

0.63 

σvel versus B 0.48 
σvel versus | S ∗ij | 0.91 
σvel versus | �ij | 0.91 
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5 We find similar power-law exponents, n ∼ 1 . 1, for simulations with standard 
+ 2 kpc refinement. 
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elocity dispersion as well. In fact, SPH codes often use σvel or | S 

∗
ij |

or subgrid-scale models of turbulent mixing (Wadsley et al. 2008 ;
illiamson et al. 2016 ). The latter comes from the Smagorinsky

quation, which can be expressed as 

 = ( C s h ) 2 | S 

∗
ij | , (5) 

where D is the Smagorinsky dif fusi vity, C s is the Smagorinsky
odel constant, and h is the resolution scale. 
To fully understand the relationship between properties with

igher r s and gas mixing and to identify other factors that may
nfluence this process, we explore the spatial and temporal rela-
ionships of σvel , KE dens , ρ, and tensor quantities at different times
fter dye injection with | � dye | 200 Myr after dye injection in Fig. 7 .
i ve dif ferent analysis box sizes (5 , 10 , 15 , 20 , 25 kpc ) are selected
t all output times (from t 0 , dye injection time, to t 0 + 200 Myr , in
0 Myr spacing) to a create a region around the 95 dye injected cells
where the box centre follows the cell with highest dye mass as the
imulation evolves). Gas properties averaged in each analysis region
re correlated with | � dye | at t 0 + 200 Myr at every output time. The
ensor quantity plots (right panels) contain the calculation performed
t the dye centre as well, since the tensor quantities can be accurately
omputed there without the need for averaging. The r s values are
lotted in Fig. 7 . The error bars represent 1 σ confidence levels from
ootstrapping the r s samples 10 4 times. 
The r s values change significantly with time and box size for σvel 

nd symmetric tensor quantities while remaining nearly constant for
E dens and ρ. The changes in the values of σvel are marginal with

ime and scale up with increasing box sizes (see Fig. B1 in Section B )
ecause larger boxes usually probe more of the random motions in
he CGM. The presence of laminar shearing flows could also increase
he velocity dispersion; ho we ver, the systematic increase of σvel with
he box sizes suggests that laminar shearing flows are possibly in all
irections, becoming more equi v alent to turbulent motions. Since the
agnitudes of quantities do not affect Spearman rank correlation test

esults, scaled-up σvel values for different box sizes also should not
f fect r s . Ho we ver, the correlation of � dye at t 0 + 200 Myr with these
vel samples changes significantly. On the other hand, the evolution
f KE dens and ρo v er is significant (the standard deviation increases by
 factor of 2 o v er 200 Myr , see Fig. B1 ). Despite that, their correlation
ith � dye does not vary significantly (within 1 σ error). These results

uggest that the correlation between dye spread and σvel is stronger
nd more sensitive to variations than the correlation between dye
pread and KE dens and ρ. When applying the same arguments to the
ensor quantities, we find that the dye spread correlates best with the
ymmetric parts. The traceless symmetric part e xhibits v ery similar
ehaviour to just the symmetric part, suggesting that pure shear,
ather than volumetric e xpansion/contraction, driv es gas mixing,
NRAS 541, 2471–2492 (2025) 
s expected. The correlation with the antisymmetric tensor is also
trong, possibly due to its correlation with the σvel (see Table 2 ). Thus,
he high r s values (maximum ∼ 0 . 87) indicate a strong dependence
f � dye , and hence of gas mixing, on the velocity dispersion and the
hear of the surrounding medium. 

As we increase the analysis box size, the o v erall r s at all times
educes significantly in the case of σvel and the tensor quantities
see top-left and right panels of Fig. 7 ), suggesting a stronger
ependence of � dye (average � dye for all dyes after 200 Myr is

11 kpc ) on smaller regions surrounding the dyed areas. Velocity-
erived quantities are the primary cause of the dye mixing. Since
arger boxes are more likely to hav e re gions without dye, their
elocity dispersion and average tensor quantities (tensor magnitudes
v eraged o v er the re gion) would include undyed regions, causing
he correlation with � dye to worsen. Additionally, the smaller boxes
ontain highly concentrated dye (see Fig. 2 ), so their v elocity-deriv ed
uantities also cause a larger change in dye spread compared to more
iluted areas of the dye. Thus, the extent of the mixed gas ( | � dye | )
s best predicted with σvel and the symmetric shear tensors (see
quation 5 ) in smaller regions around the dye. 

We can draw more inferences from the time evolution of r s with
vel and symmetric shear tensors. For the smaller regions, a maximum
l w ays occurs between ≈ t 0 + 70 Myr and t 0 + 120 Myr , implying
hat the mixing of gas from a cell with its surroundings after 200 Myr
s best defined by the v elocity-deriv ed quantities between t 0 + (70-

120) Myr . This suggests a delay in the transfer of the local velocity
ispersion and shear to the spread of the dye. Because, if it were
nstantaneous, a continuous rise in r s would be expected. The initial
ncrease in r s could be due to the dye gradually filling the box where
he v elocity-deriv ed quantities are calculated, such that their transfer
o the dye spread becomes more optimal. When we perform the same
imulations with dye injection in 2 × 2 × 2 kpc clumps (a collection
f 8 cells around the original dye injection cells) instead of 1 kpc cells,
he results remain qualitatively the same (see Fig. B2 in Section B ).
o we ver, the location of the maximum shifts slightly towards earlier

imes, between t 0 = 50 and 100 Myr , perhaps due to the dye injected
n clumps co v ering the box more quickly, thus reaching an optimal
onfiguration for the transfer of σvel and shear to dye spread sooner. 

.2 Diffusion coefficient 

ith our tracer dyes, we can calculate the average diffusion coeffi-
ient o v er T ( Myr ) as 

 DC 〉 T = | � dye | 2 T ( Myr ) , (6) 

where we substitute T = 200 Myr , the time-scale o v er which we
rack the dye. We use the standard deviation of dye spread � dye 

hroughout this section, as it aligns with the physics of diffusion and
ocuses on the bulk of the dye distribution rather than the tails. The
esulting diffusion coefficients are shown in the top panel of Fig. 8 .
ssuming a power-law dependence of the diffusion coefficient on

he velocity dispersion, we determine the power-law exponent to be
 ≈ 1 . 1 (almost linear). 5 

We then correlate this diffusion coefficient with the velocity
ispersion and symmetric shear tensors (based on results from
ection 3.1 ). SPH codes also use similar models for dif fusi vity in

heir subgrid models (Klessen & Lin 2003 ; Wadsley et al. 2008 ; Greif
t al. 2009 ; Shen et al. 2013 ; Williamson et al. 2016 ; Colbrook et al.
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Figure 7. Spearman rank coefficient ( r s ) of the correlation between the magnitude of dye spread after 200 Myr and averaged gas properties in differently sized 
boxes (see legend) around the injected dye at each simulation output time. The error bars represent 1 σ confidence intervals from bootstrapping the sample 10 4 

times. Among the six gas properties shown, σvel , | S ij | , and | S ∗ij | provide the highest r s ∼ 0 . 86. The maximum correlation for σvel and the tensor quantities 
occurs in a 5 kpc box, and at the dye centre, respectively, at ∼ 100 Myr . Other properties produce lower r s values and marginal changes with time and box size, 
suggesting an indirect correlation. 
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Figure 8. The top panel shows the average diffusion coefficients for dyes 
o v er 200 Myr , calculated as | � dye | 2 / (200 Myr ), as a function of velocity 
dispersion. The standard deviation definition of � dye is used. Black lines 
show a power-law fit (parameters mentioned in the title and legend). The 
dif fusion coef ficients scale almost linearly ( n = 1 . 1 ± 0 . 09) with the velocity 
dispersion. The middle and bottom panels show the scaling constant (C, 
computed using equation 7 ) and Smagorinsky constant ( C s , computed from 

equation 8 ), respectively. We derive these constants for our simulations 
using well-known subgrid diffusion coefficient estimation methods of SPH 

simulations. We find a good agreement between typical values in the literature 
and our values (both are approximately C = 0 . 1 –1 and C s = 0 . 2 –0 . 4). 
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017 ; Rennehan et al. 2019 ; Rennehan 2021 ). Some studies estimate
hat the diffusion coefficient = C σvel l turb , where C is the scaling
onstant (usually assumed to vary from 0 . 1 to 1, as seen in Wadsley
t al. 2008 ), and l turb is turbulent scale rele v ant for gas mixing (they
ssume it to be equal to the simulation resolution). Given that the
ye spread allows us to calculate the actual dif fusion coef ficient in
ur simulations (equation 6 ), we can estimate the scaling constant C
rom the SPH definition for our simulation as 

 = | � dye | 2 / (200 Myr σvel l turb ) , (7) 

where C (scaling constant) is a factor that scales the estimated
if fusion coef ficient ( σvel l turb ) to the actual dif fusion coef ficient
equation 6 ), l turb is the approximate average length-scale of dye
volution o v er 200 Myr (5 kpc ), and σvel is the velocity dispersion
round our dyes at l turb scales. Because | � dye | after 200 Myr correlates
he best with velocity dispersion in regions of 5 kpc (see Fig. 7 ), it is a
easonable to assume l turb = 5 kpc . It should be noted that turbulence
an often be driven on much larger-scales (a few tens to hundreds
f kpc) in the CGM (see fig. 8 in Pakmor et al. 2020 ). Ho we ver, the
urbulent length-scales responsible for dye mixing are smaller than or
imilar to the extent of dye spread, cascaded down from large-scale
urbulence. 

Similar to the scaling constant deri v ation abo v e, we can determine
he Smagorinsky constant C s by estimating the dif fusi vity from the
magorinsky equation (equation 5 ). In this case, 

 d s 
2 = | � dye | 2 / (200 Myr | S 

∗
ij | l 2 turb ) , (8) 

where we replace the resolution scale h with the approximate
urbulent length-scale o v er 200 Myr ( l turb = 5 kpc ). The middle and
ottom panels of Fig. 8 show the scaling constant C and Smagorinsky
onstant C s for our simulation, respectively, for different flow types.
 ranges 0 . 09 –0 . 7, similar to scaling constants used in subgrid
odels in SPH simulations, ranging from 0 . 1 to 1 (Williamson et al.

016 ). C s in our simulation ranges from 0.2 to 0.4 (see bottom panel
f Fig. 8 ). These values are similar to those found in the literature –
 s = 0 . 2 (Clark, Ferziger & Reynolds 1979 ), C s = 0 . 1 –0 . 2 (Garnier
t al. 2009 ), C s = 0 . 37 (Shen et al. 2010 , 2013 ; Brook et al. 2014 ),
nd C s = 0 . 29 (Wadsley, Keller & Quinn 2017 ). 6 Moreover, we do
ot see any dependency of these constants on different flow types. 
Obtaining constants C and C s similar to the values in the literature

s promising for both the implicit model of mixing in our simulation
nd the typical subgrid models used in certain SPH simulations. How-
ver, the implications require careful consideration. The diffusion
oefficient of the dye is a time-varying quantity for our simulations.
s the dye evolves, the relevant σvel and l turb for estimating the
if fusion coef ficient also change. Since we do not account for this
n this section, reported scaling constants are approximately the
verage scaling constants for gas mixing o v er 200 Myr (which are
or a time-step in subgrid mixing models). In addition, numerical
ixing is present in our simulations (see Section 3.5 ). Thus, more

etailed time-dependent analysis at different resolutions is required
o disentangle these factors, which is beyond the scope of this study.

.3 Direction of gas mixing 

n the previous subsection, we discussed the dependence of the mag-
itude of gas mixing on physical properties. Here, we analyse the di-
 Note that there are many different definitions of the Smagorinsky constant 
n the literature; Rennehan et al. ( 2019 ) performed the correct conversions of 
ther definitions to the C s we use. 
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Figure 9. The top panel shows the PDF of possible angles between two 
random vectors in the positive 3D octant. The black curve shows an 
asymmetric beta function fit (for smoothing) to blue data points (generated 
using 10 5 uniformly-spaced random vector pairs). The bottom panel shows 
the cumulative distribution functions (CDF) as percentages corresponding 
to alignments within x -axis angles. The black curves are the control sample 
CDFs, created from the top panel fit to the PDF. The coloured curves in the 
bottom panel correspond to angles between � � dye and gas properties � σvel , � σB , 
� B , � V , � σS ∗, min , � σS ∗, max , � σS ∗, sum 

, and � σ�, real . 5 per cent of the random vectors 
lie within 9.6 deg of one another, as shown by the grey dashed line. All the 
selected gas properties exhibit a higher directional correlation with � � dye than 
the random control sample. 
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ectional dependence of gas mixing on physical properties. To do this, 
e correlate the spread vector ( � � dye = � dye , x ̂ i + � dye , y ̂  j + � dye , z ̂  k )
ith several physical property vectors – velocity dispersion ( � σvel = 

V x ̂
 i + σV y ̂

 j + σV z ̂
 k ), � V , � B , and magnetic field dispersion computed 

rom standard deviations of magnetic field vector components ( � σB = 

B x ̂
 i + σB y ̂

 j + σB z ̂
 k ). To compare with the tensor quantities, we use 

ombinations of tensor eigenvalues and eigenvectors to create vectors 
ith physical meanings. Since quantities derived from symmetric 

nd traceless symmetric tensors yield similar results, we only show 

esults from the latter. For the traceless symmetric ( S 

∗
ij ) shear tensor,

e construct three vectors each as follows: 

� 
 

∗
ij , min = λmin � E min , (9) 

� 
 

∗
ij , max = λmax � E max , (10) 

� 
 

∗
ij , sum 

= 
 n λn 
� E n . (11) 

Here, λ and � E represent n eigenvalues and the corresponding unit 
igenvectors of symmetric tensors, respectively. λmin / max and � E min / max 

re the minimum/maximum eigenvalues and the corresponding 
igenv ectors, respectiv ely. The symmetric shear tensors al w ays have
hree real eigenvalues with at least one positive and one ne gativ e
 alue. Importantly, the positi v e and ne gativ e eigenvalues represent
he strengths of deformation, either stretching or compression, with- 
ut any volume change, respectively. The corresponding eigenvectors 
oint in the directions of stretching and compression. Note that 
eformation (changes in shape) is distinct from volumetric changes 
expansion or contraction) in the fluid. Since both symmetric and 
raceless symmetric shear tensors yield similar results, we argue that 
olumetric changes, compared to deformation, play a minimal role 
n mixing the dyes in our simulations. Similarly, for antisymmetric 
hear tensors, we create two vectors as follows: 

� 
ij , real = λreal � E real , (12) 

� 
ij , sum 

= 
 n λn 
� E n . (13) 

Since the antisymmetric shear tensor has one real eigenvalue λreal 

 ∼ 0), we use it with the corresponding eigenvector � E real to create 
� 

ij , real , which points towards the rotational axis. The imaginary 
igenvalues of a real antisymmetric matrix are complex conjugates, 
nd their corresponding eigenvectors are also complex conjugates 
representing the plane of rotation); therefore, the vector created 
y the sum of all the eigenvalues and eigenvectors � �ij, sum 

is also 
eal. Since λreal ∼ 0, the summation leads to � �ij, sum 

pointing in the 
irection perpendicular to the rotational axis, i.e. the plane of rotation. 
imilar to the calculation of the velocity and magnetic field dispersion 

n boxes, we take the standard deviation of the three components of
he vectors constructed above from tensors, and show the resultant 
ectors as � σS ∗, min , � σS ∗, max , � σS ∗, sum 

, � σ�, real , and � σ�, sum 

. 
We now have vectors for all the quantities of interest. Typically, 

ectors can point in any direction; ho we ver, all the vectors we
onstruct only hav e positiv e components 7 ; thus, the y point in a
ingle positive octant. Then we compute the angle between � � dye 

nd these positive component vectors. The distribution of angles 
etween random positive vectors is different from full 3D vectors. 
hus, we generate a control sample by calculating angles between 

wo random vectors, distributed uniformly in spherical geometry, free 
o point anywhere in one octant (with all positive values). The top
 If the vectors do not have positive components, as in the case of � B and � V , 
e take the absolute values of their components for this analysis. B
anel of Fig. 9 shows the probability density of the angles between
airs of these random vectors ( θ = [0 , π/ 2]). The data is fitted to an
symmetric beta function 

 ( x; α, βb , k) = 

x α(90 − x) βb exp ( −kx) 

90 α+ βb + 1 B( α + 1 , βb + 1) 
, (14) 

where 

( a, b) = 

∫ 1 

0 
t a−1 (1 − t ) b−1 d t , (15) 
MNRAS 541, 2471–2492 (2025) 
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M

Table 3. This table shows the mean angle and its standard deviation between 
dye spread and the physical properties � σvel , � σB , � V , � B , � σS ∗, min , � σS ∗, max , 
� σS ∗, sum 

, � σ�, real , � σ�, sum 

, as well as the control sample. 

Properties Angle ( ◦) 

� σvel 12 . 96 ± 3 . 35 
� σB 13 . 62 ± 3 . 42 
� V 30 . 43 ± 6 . 39 
� B 28 . 19 ± 6 . 49 
� σS ∗, min 16 . 56 ± 3 . 9 
� σS ∗, max 9 . 96 ± 2 . 63 
� σS ∗, sum 

12 . 77 ± 3 . 21 
� σ�, real 13 . 69 ± 3 . 68 
� σ�, sum 

11 . 22 ± 3 . 14 
Control sample 37 . 90 ± 9 . 20 
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is the beta function. The best-fitting parameters are α = 1 . 04 , βb =
 . 80 and k = 1 . 7 × 10 −5 . The fitting is done to remo v e the statistical
ariations due to a finite number of data points. This control sample
epresents the distribution in a set of random uncorrelated positive
ectors and can be compared to the distribution of angles between
� 
 dye and vectors representing physical properties of the gas. 
The bottom panel of Fig. 9 shows the cumulative distribution

unctions (CDF) (as percentages) of the abo v e control sample PDF
solid black curve) and the angles between � � dye and � σvel , � σB , � B ,
� 
 , � σS ∗, min , � σS ∗, max , � σS ∗, sum 

, and � σ�, real . The grey shaded region in
he bottom panel represents 1000 different CDFs with 95 random
ata points (equal to the number of dyes) from the control sample to
ho wcase statistical v ariations due to a limited number of available
ata points. All vectors are computed at the dye injection time in a
0 kpc box around the injection location 100 Myr after injection, and
� 
 dye is calculated 200 Myr after dye injection. The physical property
DFs are created from the 95 dye injection locations. 
Compared to the control sample, all properties have more align-
ent with � � dye as they have higher CDFs. In Table 3 , we quantify

he average angle between dye spread and physical properties. All
he average angles are smaller than the control sample average angle,
ith � σS ∗, max exhibiting the highest alignment. This suggests that the
yed cloud’s shape is determined by the dispersion of stretching
igenvectors. Put simply, the direction with the greatest variance in
uid stretching deformation is where the most gas mixing occurs.
he high angular alignment of the dye spread with � σB and � σvel 

uggests that magnetic fields and velocity fields are also aligned
ithin themselves (Seta et al. 2020 ; Seta & Federrath 2021 ). When
e performed the same experiment with the positive components of

he averages of these vectors rather than the standard deviation (see
� 
 and � V in Fig. 9 ), we found that the level of alignment is closer

o the control sample, suggesting that dispersion is a better measure
f the dif fusi ve processes. It is dif ficult to pinpoint the best aligning
hysical quantity by analysing just one region size and time; thus, we
erform the spatial and temporal analysis in the same way as Fig. 7
or some of the best aligning vectors from Fig. 9 . 

Fig. 10 shows the percentage of the sample for angles lower than
 . 6 ◦ (corresponding to 5 per cent of the control sample, shown as grey
ashed lines in Figs 9 and 10 ) between � � dye and � σvel (top-left panel),

� B (top-right panel), � σS ∗, max (bottom-left panel), and � σ�, sum 

(bottom-
ight panel). This is computed for � � dye after 200 Myr for physical
roperties inside differently sized analysis boxes at every simulation
utput time. Every quantity shows a clear alignment with dye spread,
egardless of box size or time and this result does not qualitatively
epend on our choice of 9 . 6 ◦. Generally, smaller boxes show a weaker
orrelation than larger box es. Moreo v er, a higher per cent of the dyes
NRAS 541, 2471–2492 (2025) 
 ∼ 60 per cent ) are more aligned (angles ≤ 9 . 6 ◦) with � σS ∗, max and
� �, sum 

compared to � σvel and � σB ( ∼ 35 per cent ). Thus, the dye shape
s best determined by the dispersion of stretching (deformation) and
lane of rotation eigenvectors in boxes spanning the dye volume
box size ≥ 10 kpc ) unlike dye spread magnitudes which correlated
he best with boxes containing high dye mass concentrations (box
ize ∼ 5 kpc ). The average dye spread is ∼ 11 kpc after 200 Myr .
arger boxes ( ≥ 10 kpc ) correlating better with the dye spread shape
uggest that the correlation forms later in the evolution. Since the best
orrelation for dye spread magnitude is between 70 and 120 Myr after
njection (see Fig. 7 ), the spread shape probably changes faster than
he spread magnitude. Ho we ver, the temporal trend for alignment
nalysis is statistically insignificant, because variations with time in
ig. 10 are within error bars. Combining the alignment results with
ur results from Section 3.1 and Fig. 7 , we conclude that the traceless
ymmetric shear tensor best predicts both the magnitude and shape
f gas mixing in our simulations. 

.4 Radial profile of gas mixing 

s established in the earlier sections, the amount of gas mixing in
he CGM of galaxies is heavily influenced by the velocity dispersion
f the local surroundings. Fig. 11 shows the velocity dispersion as a
unction of distance from the galactic centre ( r) for three spherical
egions, with diameters 5, 10, and 20 kpc. To calculate velocity
ispersion at a particular radius, all cells with a radial distance
etween r − 0 . 5 kpc and r + 0 . 5 kpc are selected. Out of these,
00 bootstrap samples containing 100 random spherical regions are
enerated. Spheres with a diameter equal to the region size are created
round all these cells. The velocity dispersion is calculated by the
olume-weighted standard deviation of the velocities of cells in these
pheres. The median of 100 random cells is taken for each sample,
nd the median of 100 samples is reported as the velocity dispersion
t that r . The shaded blue region represents the standard deviation
f the velocity dispersion values for 5 kpc regions. All cells were
sed to compute this scatter instead of bootstrapping, making it
omputationally prohibitive to perform the same calculation for the
0 and 20 kpc regions. The standard deviation for the 10 and 20 kpc
egions is expected to scale up the same as their velocity dispersion
alues. 

The velocity dispersion decreases with radius, possibly due to
igher gas flo w acti vity happening closer to the centre because of
utflo ws dri ven by stellar or AGN feedback, gas stripping from
atellite galaxies, and higher inflow velocities (Voort et al. 2021 ).
vel is also larger for larger regions because large regions sample a
ore variable environment, as expected for turbulent flows (Larson

981 ; Heyer & Brunt 2004 ; Federrath & Klessen 2012 ). From Fig. 11 ,
e find the relation σvel ∝ l 0 . 4 −0 . 6 

d , where l d is the scale length of the
egion, i.e. the diameter of the region in which σvel is calculated.
he scaling exponent is close to 1 / 2, which is the value expected

or supersonic turbulence (Kritsuk et al. 2007 ; Federrath et al. 2010 ,
021 ). 
The radial decrease of the velocity dispersion should cause a

eduction in the amount of gas mixing in the CGM. Additionally,
ther properties of the CGM, such as metallicity and magnetic
elds, also exhibit decreasing trends radially (see fig. 6 in Voort
t al. 2021 ). Metals and magnetic fields originate primarily from
he central galaxy and are ejected outwards in the galactic wind
Christensen et al. 2018 ). A lot of this material within a few tens
f kiloparsecs from the galaxy centre is recycled back to the ISM
Grand et al. 2019 ). Additionally, the remaining material mixes
ore with regions closer to the galaxy centre and less with regions
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Figure 10. The percentage of dyes, � � dye , with the direction of dye spread (after 200 Myr ) aligned within 9 . 6 ◦ of � σvel (top-left panel), � σB (top-right panel), 
� σS ∗, max (bottom-left panel), and � σ�, sum 

(bottom-right panel), computed in different analysis box sizes as per the legend, as a function of time. The grey dashed 
line (5 per cent) represents the control sample (same as the one in Fig. 9 ). Larger boxes tend to show stronger alignment than the smallest box (5 kpc ). Quantities 
associated with the dispersion of stretching and plane of rotation eigenvectors exhibit a higher alignment with the dye shape than the dispersion of velocities 
and magnetic fields. 
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 arther aw ay due to the global velocity dispersion structure (Fig. 11 ).
 combination of these effects could create radially decreasing 

rends. Additionally, metal diffusion controls the distribution of 
etals on smaller scales, which depends on the turbulent gas mixing 

nd thus velocity dispersion. Thus, understanding global velocity 
ispersion structure could be key in studying the chemical evolution 
f galaxies and the distribution of metals and magnetic fields in the
GM. 
.5 Numerical aspects and nature of gas mixing 

o understand the nature of mixing, it is essential to determine
he numerical effects of the necessarily limited resolution in these 
imulations. The spatial resolution of the order of 1 kpc can limit the
bility to capture the multi-phase nature of the CGM (Grønnow et al.
018 ; Ji et al. 2019 ; Das & Gronke 2023 ), and thereby, small-scale
hysics (such as turbulence, magnetic fields, and fragmentation). 
MNRAS 541, 2471–2492 (2025) 
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Figure 11. Velocity dispersion as a function of distance from the galactic 
centre ( r). Three different characteristic length scales/diameters of the 
spherical regions (5 , 10 , 20 kpc ) are used to calculate σvel by bootstrapping 
100 samples of 100 data points at each r . The shaded blue region shows the 
scatter in σvel when e v aluated on 5 kpc scales. σvel decreases radially and 
scales up with increasing characteristic lengths. 
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Figure 12. The top panel shows the magnitude of spread for all dyes 
200 Myr after injection in different simulations as a function of the average 
resolution of dyed cells (dye mass fraction > 10 −7 ). Three different resolution 
simulations – standard (mass refinement), standard + 2 kpc spatial refinement, 
and standard + 1 kpc spatial refinement – are compared to study the effect 
of resolution on gas mixing. The legend in the bottom right corner shows 
each simulation’s median of all | � dye | values. An increasing trend in | � dye | 
is seen with decreasing resolution. Note that throughout the paper, we have 
used � dye from the standard + 1 kpc run (black points). The � dye for worse 
resolution cases is higher due to a higher velocity dispersion and larger 
impact of numerical mixing at those resolutions. The bottom panel shows the 
evolution of | � dye | av eraged o v er all dyes. The same 1 and 2 kpc simulation 
as in the top panel and an additional simulation with 1 kpc spatial refinement 
and a dye injection region of 8 neighbouring cells (as opposed to a single cell) 
are used to study the effects of both the size of the initial dye region and the 
resolution. A power law (mentioned in the title) is fitted to | � dye | between 
10 − 200 Myr (to a v oid the initial jump) by displacing | � dye | such that it is 
zero at 10 Myr . The legend shows the exponent ( β〈| � |〉 ) values for all three 
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herefore, we study the convergence behaviour of the gas mixing in
ur simulations. 
To do this, we resimulate tracer dyes in the same halo with standard
 2 kpcs spatial refinement and standard resolution (mass refinement

nly). The selection of dye locations follows the same methodology
escribed in Section 2.2 to ensure choosing diverse environments for
njecting the dye. The top panel of Fig. 12 shows | � dye | against
he average resolution of dyed cells after 200 Myr for all three
imulations. The standard + 1 kpc and standard + 2 kpc runs have an
lmost fixed spatial resolution of 1 and 2 kpc, respectively, whereas
he standard simulation has a range of cell sizes depending on their
ensity. 
A clear increase in | � dye | is seen with worse resolutions in Fig. 12 .

he median of | � dye | values for each resolution (shown in the
ottom right of Fig. 12 ’s top panel) also show this increasing trend.
hen going from 1 kpc resolution to 2 kpc , | � dye | also increases

wofold. This means that we are in a regime where the gas mixing
s significantly affected by the numerical diffusion. That is why it
s imperative to use the nearly fixed spatial resolution as we did
ere so that the dependence of gas mixing on physical properties is
ot due to spatial resolution variations that correlate with density in
 mass refinement-only simulation. The standard resolution varies
rom 2 − 6 kpc but | � dye | shows a decreasing trend with lower
patial resolution (larger cell sizes). Because this simulation is refined
n mass alone, the lower-resolution cells have lower densities. As
e saw in Table 2 , densities are correlated with σvel . Thus, lower

esolution cells are on average located in regions with lower σvel ,
hich leads to less mixing and balances the increase in numerical
ixing. 
The bottom panel of Fig. 12 shows the evolution of | � dye |

v eraged o v er all dyes in each simulation o v er 200 Myr . To check
he dependence of dye spread on the initial injection, we repeat our
tandard + 1 kpc simulation but dye 8 neighbouring cells instead
NRAS 541, 2471–2492 (2025) 

dye 

cases. 
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Table 4. This table shows the statistics of β for different simulations. (1 kpc, 
1 cell), (2 kpc, 1 cell), and (1 kpc, 8 cells) refer to simulations with standard 
+ 1 kpc refinement with 1 cell injection, standard + 2 kpc refinement with 
1 cell injection, and standard + 1 kpc refinement with 8 cells injection, 
respectively. β〈| � dye |〉 is β calculated from the average dye spread, βMedian 

is median of β from all dye spreads, and βMode is the most probable β from 

all dye spreads assuming a bin size of 0.36 to create the PDF of β values. 

Simulation β〈| � dye |〉 βMedian βMode 

(1 kpc, 1 cell) 1.06 0.94 0 . 76 ± 0 . 18 
(2 kpc, 1 cell) 1.16 1.03 0 . 82 ± 0 . 18 
(1 kpc, 8 cells) 1.63 1.42 1 . 16 ± 0 . 18 
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f a single cell as in our fiducial simulation, creating (2 kpc ) 3 

lumps (similar to one cell at standard + 2 kpc resolution) at ∼ 1 kpc
esolution. The jump in | � dye | seen in Fig. 12 at the first output
ime is due to the transfer of a significant amount of dye from the
njection cells to adjacent cells, perhaps due to steep gradients in dye
oncentrations leading to higher numerical diffusion. Afterwards, the 
verage | � dye | , denoted as 〈| � dye |〉 , is proportional to t β〈| � dye |〉 , where
〈| � dye |〉 = 1 . 06 , 1 . 16 , and 1 . 63 for one cell injection at 1 kpc , one
ell injection at 2 kpc , and eight-cell injection at 1 kpc , respectively.
e also look at the median and mode of β values for the individual 95

yes in our sample. Mode is calculated as the most probable β from
he PDF of β with a bin size of 0.36. All the values are summarized
n Table 4 . 

For a normal diffusion (Brownian) process, β = 0 . 5. β > 0 . 5 sug-
ests superdiffusion, and β < 0 . 5 suggests subdiffusion (Bouchaud 
 Georges 1990 ; Brandenburg, K ̈apyl ̈a & Mohammed 2004 ;
akunin 2008 ). Our β values (Table 4 ) ranging from ∼ 0 . 7 to 1 . 6

uggest that our simulations are strongly superdif fusi ve and in 
xtreme cases hyperballistic ( β > 1 . 0) over 200 Myr time-scales 
Burnecki et al. 2015 ; Ilievski et al. 2021 ; Suzuki et al. 2022 ).
hus, the dif fusion coef ficient is not a constant quantity with time
s it is in the case of normal diffusion. Such behaviour is expected
rom turbulent environments and large-scale coherent flow structures 
Miesch, Brandenburg & Zweibel 2000 ), both present in the CGM.
dditionally, the presence of numerical diffusion and limited dye 

tatistics could also affect β. We find that some dyes have β > 4
 ∼ 4 per cent sample), leading to β〈| � dye |〉 > βMedian > βMode . This is
aused by dyes with faster spread at later times due to a change in the
nvironment (an increase in the velocity dispersion) rather than the 
ature of mixing. Thus, inferring the nature of mixing from the most
robable or median β is more appropriate than using the average 

skewed by some outliers. It should be noted that this diffusion
ehaviour could change when averaged over longer periods with 
ore dyes. Thus, the superdif fusi ve behaviour of the dye might not

pply to the general CGM. 
Colbrook et al. ( 2017 ), for supersonic ISM turbulence, 

ound a similar time-independent scale-dependent dif fusi vity κ ≈
 . 5 M L box ( k L box ) −αc , where wavenumber k = 2 π/l describes vari-
nce on different scales, and L box is the box scale at which the Mach
umber M is defined. We cannot reproduce the exact relations 
ecause of the lack of steady-state isotropic driven turbulence 
nd ‘Fourier dif fusi vity’ analysis. We can still perform qualitati ve
omparisons. In a 5 kpc box for our simulation, we find that 

 DC 〉 ∝ κ ∝ � 

2 
dye /t ∝ σn 

vel . (16) 

From Section 3.2 , we know that n ≈ 1; thus, κ ∝ M , same as
olbrook et al. ( 2017 ). And our time-dependent part � 

2 
dye /t is

otentially captured by their scale-dependent part ( k L box ) −αc from 
ourier dif fusi vity analysis. Despite our inability to determine αc as
vel and � dye are not independent, our results emphasize the need for
 dynamic dif fusi vity model (scale- and/or time-dependent) even in
he case of transonic CGM turbulence ( M ranges from ∼ 0 . 2 − 1 . 2
n our simulation). 

Finally, for the numerical aspects of mixing, the standard + 2 kpc
un has the lowest resolution and the same amount of dye injection as
he highest resolution 1 kpc run with eight cells injection. After the
nitial jump due to numerical reasons in Fig. 12 (bottom panel), both
tandard + 1 kpc runs have the same rate of � dye increase, whereas
he standard + 2 kpc run shows an increase nearly double that. This
gain suggests that gas mixing at the resolution of our simulations
s significantly affected by numerical dif fusion. Ho we ver, since we
erform our study at a fixed spatial resolution, the dependence of
as mixing on the gas properties is likely not af fected, e ven if the
mount of mixing is. We explicitly tested the correlation results with
tandard + 2 kpc resolution simulations and found qualitatively the 
ame results. 

.6 Reynolds numbers for CGM turbulence 

he numerical resolution of a simulation is critical for accurately 
apturing turbulence, which also affects gas mixing. To better 
nderstand the limitations of current simulations and their ability to 
apture turbulence, we calculate the physical and numerical Reynolds 
umbers (Re) at different distances from the centre ( r) of the galaxy.
he kinetic Reynolds number is defined as Re = σvel l D /ν, where
vel is the velocity dispersion on a characteristic length-scale of 
 D = 5 kpc (see Figs 7 and 11 ), and ν is the kinematic viscosity
calculated from equation 3.16 in Brandenburg & Subramanian 2005 , 
ssuming fully collisional gas) with the following equation: 

= 1 . 3 × 10 23 

(
T 

10 6 K 

)5 / 2 ( n i 

cm 

−3 

)−1 
cm 

2 s −1 . (17) 

The v olume-weighted a verage densities and temperatures in a 
 kpc box are used to calculate ν at a given r . Typical Re values for the
nner (50 < r/ kpc < 75) and outer (75 < r/ kpc < 200) CGM are

10 3 and 10 2 , respectively (solid blue curve in Fig. 13 ), when we use
he velocity dispersion at 5 kpc scales (see Fig. 11 ). For Kolmogorov
urbulence, the ef fecti ve numerical Re ≈ N 

4 / 3 
grid considering numerical 

iscosity (Schmidt 2015 ; Kriel et al. 2022 ; Shi v akumar & Federrath
025 ), where N grid is the number of cells along one dimension in
he turbulent region under consideration. We assume this because in 
ubsonic turbulence, σvel ∝ l 1 / 3 ; thus, Re ∝ l 4 / 3 /ν. All the energy at
rid scale is dissipated ( Re = 1), which gives us ν ∝ �x 4 / 3 , where
x is the grid resolution. The ef fecti ve numerical Re ∝ N 

4 / 3 
grid follo ws

rom this, where the proportionality constant can be assumed to be
1 (Shi v akumar & Federrath 2025 ). Thus, if a cell has a size of
1 kpc , which is roughly the case here, we have only 5 cells in

he region, and the numerical Re in that region is expected to be
5 4 / 3 ∼ 8 (dashed blue curve in Fig. 13 ). The ef fecti ve numerical

e quantifies the ability a simulation to resolve the physical Re . When
he ef fecti ve numerical Re of a simulation is equal to the physical Re,
he numerical dissipation scale is the same as the viscous dissipation
cale, and the turbulent cascade is modelled accurately. 

Fig. 13 shows that physical Re is al w ays greater than numerical
e, indicating that our simulations are numerically viscous. This 

eads to a loss of turbulent structures, as the dissipation occurs
n larger scales than expected. The red curve shows the required
esolution to match physical Re with the numerical Re. Resolution 
etter than 1 kpc is needed to capture the full turbulent cascade in the
imulations. While it may not be possible to capture the inner CGM
MNRAS 541, 2471–2492 (2025) 
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M

Figure 13. Left axis (blue) shows the physical Re (solid) and numerical 
Re (dashed), and the right axis (red) shows the resolution required for the 
physical Re to be equal to numerical Re (essentially, resolve turbulence) as a 
function of distance from the centre ( r). The small peak/dip at ∼ 150 kpc is 
due to the presence of a satellite galaxy. This graph suggests that we need a 
few hundred pc to resolve outer CGM turbulence beyond ∼ 100 kpc (current 
resolution ∼ 1 kpc). 
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urbulence in MW–mass galaxies (the resolution required is a few
ens of pc or higher) in cosmological simulations, it is possible to
apture turbulence in the outer CGM ( ≥ 75 kpc ) with a resolution of
 few hundred pc. This resolution may be where the convergence
or gas mixing lies, because when we impro v e the resolution
urther, the effects of numerical viscosity would be less than the
hysical turbulent mixing. Understanding the limitations of current
imulations and improving their accuracy in capturing turbulence
ould help to correctly interpret the gas properties, specifically the
ixing and distribution of metals, which also affects gas cooling

nd gas accretion on to the central galaxy. Even though numerical
iffusion is significant in our simulations, we have checked that
ur correlation results from Sections 3.1 and 3.3 remain valid at all
esolutions. 

 C O N C L U S I O N S  

n this study, we explore the mechanisms responsible for gas
ixing in the CGM using cosmological, magnetohydrodynamical

imulations conducted with the moving-mesh AREPO code. Most
f our analysis is performed with simulations that have standard
ass refinement plus a minimum spatial resolution of 1 kpc . We

nsert tracer dyes (passive scalars) in 95 locations representing
iverse CGM environments – interacting inflow-outflow pairs, pure
coherent) inflows, pure (coherent) outflows, static gas, and outflows
nteracting with static flows. We track the evolution of the dye
or 200 Myr to understand the nature of mixing. Our findings are
ummarized as follows: 

(i) Interacting inflo w–outflo w pairs sho w a higher level of gas
ixing with the surroundings than the pure coherent inflows and

utflows. The static gas experiences similar levels of gas mixing to
he pure coherent inflows and outflows. 

(ii) To infer which gas property causes gas mixing, we perform
he Spearman rank correlation test between the dye spread and
NRAS 541, 2471–2492 (2025) 
ocal gas properties such as temperature, metallicity, density, kinetic
nergy, magnetic field, velocity dispersion, symmetric shear tensor
or strain-rate tensor) magnitude, and antisymmetric shear tensor
or vorticity tensor) magnitude. We find that the velocity dispersion
nd traceless symmetric shear tensor (or pure shear deformation)
agnitude (Smagorinsky 1963 , see Section 3.1 for more details)

orrelate the best with dye spread. Thus, random and/or shearing
otions likely cause gas mixing. Although not all SPH simulations

nclude a subgrid model for metal diffusion, some SPH simulations
stimate dif fusi vity using either velocity dispersion or symmetric
hear tensors. Weaker, but still significant correlations are also found
ith other gas properties like density and kinetic energy, likely due

o an underlying correlation with velocity dispersion. 
(iii) When we correlate the dye spread after 200 Myr with local gas

roperties at different times in different-sized boxes around the dye
ocation, we find that the correlation is maximal for velocity disper-
ion and symmetric shear tensor magnitudes measured in smaller
egions ( ≤ 5 kpc ) around dye injection locations ∼ 70 –120 Myr
fter dye injection. This implies that the impact of these velocity-
erived quantities on gas mixing is largest after a ∼ 100 Myr
elay. We find that the dif fusion coef ficient calculated from dye
pread has a nearly linear dependence on the velocity dispersion
ith a power-law exponent of 1 . 1 ± 0 . 09 (robust to changes in

esolution). Scaling constants range from 0 . 1 to 0 . 6 when estimating
iffusion using velocity dispersion, and the Smagorinsky constants
ary from 0 . 2 to 0 . 4 when estimating diffusion from shear tensors.
hese numerical simulation results from implicit modelling of gas
ixing can be useful to estimate diffusion in explicit subgrid models

mployed by some SPH simulations (Klessen & Lin 2003 ; Greif
t al. 2009 ; Williamson et al. 2016 ). 

(iv) Our alignment analysis reveals that velocity and magnetic
eld dispersion both correlate with the dyed cloud’s shape. Ho we ver,
ectors calculated from the traceless symmetric shear tensor and anti-
ymmetric shear tensor exhibit a stronger alignment. Specifically, the
ispersion of stretching (deformation) eigenvectors of the symmetric
hear tensors and plane-of-rotation eigenvectors of the antisymmetric
hear tensors shows the maximum alignment with the dye shape.
early, 70 per cent of our dye sample has stretching eigenvectors’
ispersion and dye spread direction aligned to within 9.6 deg. The
hape of the dye spread correlates best with gas properties measured
n larger boxes ( ≥ 10 kpc ) contrary to the correlation of the extent of
ixed dye, which is larger in smaller boxes (0 –5 kpc ). Overall, we
nd that traceless symmetric shear tensors best predict the extent and
hape of gas mixing in our simulations, slightly better than velocity
ispersion. 
(v) We find that numerical mixing plays an important role in our

imulations. When we change the refinement criterion of fixed spatial
esolution from 1 to 2 kpc , the dye spreads twice as quickly. Ho we ver,
espite the amount of gas mixing changing, the strong qualitative
orrelation with velocity dispersion remains. 

(vi) The velocity dispersion decreases with increasing galactocen-
ric radius. This implies a reduction in gas mixing further out in the
GM, useful for understanding metal diffusion (Nugent et al. 2025 ).
elocity dispersion can be used to compute Reynolds numbers in the
GM. The inner (50 < r/ kpc < 75) and outer (75 < r/ kpc < 200)
GM have typical values of ∼ 10 3 and 10 2 , respectively. We find

hat the numerical resolution is not enough to resolve the physical
eynolds numbers. In order to resolve turbulence in the outer CGM,

he required resolution would be a few hundred pc for the outer CGM
 r > 75 kpc) and a few tens of pc or smaller for the inner CGM. 

(vii) The dye spread exhibits a power-law dependence with time,
aving most exponents ranging from ∼ 0 . 7 to 1 . 1. In normal (Brow-
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ian) diffusion, a square root time dependence (exponent ∼ 0 . 5) is
 xpected. Thus, we hav e a case of superdiffusion or hyperballistic
iffusion o v er 200 Myr time-scales, which could be caused by 
urbulence, large-scale coherent flows, and numerical diffusion in 
he CGM. Thus, the diffusion coefficient is a time-varying quantity 
n our simulations. 

Despite the inability of our cosmological simulations to capture 
he full cascade of turbulence in the CGM, a fixed spatial resolution
n the CGM aids us in filtering out the numerical effects on gas
ixing. Although the amount of gas mixing is not converged with 

esolution, the differences we found in gas mixing in different 
hysical environments were found to be robust. Thus, our findings 
hat the amount and the direction of gas mixing correlate the best with
elocity dispersion and symmetric shear tensors hold, irrespective of 
he resolution. These results help us understand the fundamental 
ature of gas and metal diffusion in the CGM, which is crucial
o understanding the gas flows into and out of galaxies and the
istribution of metals in the CGM. The topic of multiphase turbulent 
ixing is complex and many unanswered questions remain, such 

s the impact of magnetic fields, and whether we can fully resolve
GM turbulence and obtain converged results. We plan to tackle 

hese questions in the future. 
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PPENDIX  A :  INTERAC TING  

NFLO  W – O U T F L O  W  SELECTION  

E T H O D O L O G Y  

o find interacting inflo ws–outflo ws ( io), first, we look for all inflow
nd outflow voxels (see Fig. 1 ) whose centres are within 20 

√ 

3 kpc
2 × voxel diagonal) of one another, where voxels represent 10 ×
0 × 10 kpc gas regions. This is done to narrow down the adjacent
potentially interacting) voxels, as we aim to find two regions of gas
hat are likely to interact in the near future. We then locate the points
n both voxel centre trajectories where the closest approach occurs. 
s the shortest distance is perpendicular to both trajectories, it can 
e found using 

� 
 

v 
1 + t 1 � V 

v 
1 + t 3 ( � V 

v 
1 × � V 

v 
2 ) = 

� r v 2 + t 2 � V 

v 
2 , (A1) 

here 1 and 2 denote an inflow and outflow vox el, respectiv ely,
� 
 

p 

1 / 2 are their position vectors, and � V 

p 

1 / 2 are their velocity vectors. 
he equation can be solved for t 1 , t 2 , and t 3 . As the interaction
ill happen in the direction of the respective velocity vectors, only 
ositi ve v alues of t 1 and t 2 are considered valid. The points of the
losest approach also have to be near the initial voxel positions on
he simulation time-scale of 200 Myr . Thus, we make sure that the
istance between the initial voxel positions and the respective points 
f closest approach is smaller than the distance a voxel would travel
n 150 Myr at the current speed. Furthermore, the distance between 
he points of closest approach has to be smaller than 10 kpc , i.e. the
oxel size. 

Lastly, to ensure interaction, both voxels must reach their re- 
pective points of closest approach nearly simultaneously. Fig. A1 
hows one extreme case where an interaction between the voxels is
onsidered to be just possible (bottom edges of the faster blue voxel
nd slower black voxel just touch). In this extreme case, the time
aken from the initial to interaction state (traced out from trajectories 
f voxels assuming constant velocities) would be the same for both 
oxels, which can be expressed as 

d 1 + ( L/ 2) tan ( α/ 2) 

V 

v 
1 

= 

d 2 − ( L/ 2) tan ( α/ 2) 
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v 
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, (A2) 

here d 1 and d 2 are distances from initial voxel positions to voxel
ositions at the point of closest approach, L = 10 kpc is the width of
 voxel, and α is the angle between the voxel trajectories. equation A2
an be expressed as ∣∣∣∣ d 1 

V 

v 
1 

− d 2 
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v 
2 

∣∣∣∣ = 

L 

2 
tan ( α/ 2) 

(
1 
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v 
1 

+ 

1 
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v 
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)
(A3) 

he left-hand side (LHS) of this equation represents the absolute 
ifference in time taken by the voxels to reach their respective points
f closest approach. Thus, the two voxels could interact if the LHS
s smaller than the right-hand side. 

igure A1. Top-view (along V 

v 
1 × V 

v 
2 ) schematic of two voxels (shown as

D voxel cross-sections) represented by a blue and a black line (10 × 10 ×
0 kpc ) in the CGM headed towards each other. The interaction state shown
ere is an extreme case of voxel interaction (where voxels barely overlap)
fter assuming their velocities to remain constant. Blue and black colours
re used with voxels 1 and 2, respectively. Points of the closest approach,
 v erlapping from the top view, represent the shortest distance between the
rajectories of both voxels. 

PPENDI X  B:  G A S  PROPERTY  A N D  

ESOLUTI ON  TEST  PLOTS  

ig. B1 shows the mean (solid curves) and standard deviation 
shaded regions) of the velocity dispersion, kinetic energy density, 
nd o v erdensity around all the dyes in regions of different sizes
t different times. Velocity dispersion scales with box size to the
ower 0.5, while kinetic energy density and o v erdensity remain
onstant. The mean remains constant with time, while the scatter 
ncreases for kinetic energy density and o v erdensity. This shows
hat some dyes undergo major changes with time, but the general
nvironmental character remains constant when av eraging o v er all
ases. 

Fig. B2 shows the Spearman rank ( r s ) correlation coefficient
etween dye spread and velocity dispersion, kinetic energy density, 
nd o v erdensity av eraged o v er different box sizes around the dyes at
ifferent times. The dye is initially injected in clumps of eight cells
or Fig. B2 , while it was injected in single cells for Fig. 7 . The velocity
ispersion still correlates best with the spread of the dye (maximum
 s ∼ 0 . 86) and the results remain very similar to one-cell injection.
he peak in r s is attained slightly earlier, ho we ver, possibly due to
ye spreading out to optimal configuration for transfer of velocity 
ispersion to spread faster. 
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Figure B1. Gas properties averaged over different boxes (with varying sizes) 
around the dye injection locations as a function of time after injection. 
The solid lines and the shaded regions around them show the mean and 
the standard deviation of the data set, respectiv ely. The v elocity dispersion 
remains constant with time, but scales to the power of ∼ 0 . 5 with box size. 
Mean kinetic energy density and o v erdensity remain roughly constant with 
time and box size. Despite all gas properties varying minimally with time, 
the gas property exhibiting direct correlation with dye spread might still have 
varying correlation strengths temporally. 

Figure B2. Spearman rank coefficient ( r s ) of the correlation between the 
magnitude of dye spread after 200 Myr and averaged gas properties in boxes 
around the dye injection locations with different sizes at different times. The 
errorbars represent 1 σ confidence intervals from bootstrapping the sample 
10 000 times. This is the same graph as Fig. 7 but with an eight-cell dye 
injection at each location instead of one. 
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